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1 Introduction

Optimal control problems with state constraints arise in a wide range of prac-
tical applications, including robotics [6], switching DC-DC power converters
[16], zinc sulphate purification [24], and semibatch chemical reactors [28]. State
constraints can be classified into two types: terminal state constraints, which
depend solely on the final state reached by the system, and continuous inequal-

ity constraints, which restrict the state at every point in the time horizon. Of
these two types, continuous inequality constraints are by far the most difficult,
as they are imposed continuously across the entire time horizon, not just at a
single point.

In recent years, several new computational methods for solving optimal
control problems with continuous inequality constraints have been proposed.
These include the non-smooth Newton’s method [6], the constraint transcrip-
tion method [24], the exact penalty method [26], the lossless convexification
method [1], and methods based on interval analysis [28]. Although these meth-
ods have proven to be very effective at solving practical problems, they are
only capable of producing an open loop control. Such open loop controls may
not be robust in practice. Thus, an optimal feedback control, expressed as a
function of the current system state, is usually preferred.

The traditional approach for determining an optimal feedback control in-
volves solving the well-known HJB partial differential equation—a difficult
task even for unconstrained problems. Thus, in general, computing an opti-
mal feedback control for constrained systems is very challenging. Nevertheless,
some partial attempts have been made in the literature. In [10], for example, an
optimal PID controller is derived by solving an optimization problem in which
the feedback gains are decision variables. This problem contains continuous
inequality constraints that arise because of engineering specifications on the
controller, such as bounds on the overshoot and rise time. The optimal feed-
back gains are determined using the constraint transcription technique [17],
which is a well-known computational technique for handling state constraints.

Other relevant approaches for solving the feedback control problem include
the sensitivity penalization approach for computing robust suboptimal con-
trollers [15,21], and the neighbouring extremal approach [5,7], which invokes
rules for updating the optimal control when new information about the system
becomes available. Reference [29] describes a feedback control method specif-
ically designed for lunar landing modules. This method is based on a novel
combination of the time-scaling and control parameterization techniques [14],
the famous Pontryagin’s minimum principle [20], and cubic spline approxima-
tion [3].

In this paper, we consider a general optimal control problem in which
a feedback controller of given structure is optimized by varying certain ad-
justable parameters. Unlike in [10,29], we do not restrict ourselves to any par-
ticular control structure or any particular system—our problem is completely
general. We first formulate the optimal feedback control problem as a semi-
infinite optimization problem in which the adjustable control parameters are
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decision variables. We then show how to solve this semi-infinite optimization
problem using a recently-developed exact penalty method, which has proven
to be very effective at handling semi-infinite and discrete constraints [26,27].
This exact penalty approach has two key advantages over the constraint tran-
scription method used in [10]: (i) it involves one approximation parameter
instead of two; and (ii) it is guaranteed to converge to a local optimal solu-
tion (in contrast, the constraint transcription method is only guaranteed to
converge if the global solution is obtained at each step, which is unlikely in
practice). We demonstrate the effectiveness of our new exact penalty approach
by applying it to the optimal control of a hang glider.

2 Problem Statement

Consider the following nonlinear control system:

ẋ(t) = f(x(t),u(t)), t ∈ [0, T ], (1)

x(0) = x0, (2)

where x(t) ∈ R
n is the state, u(t) ∈ R

r is the control, T is a given terminal

time, x0 ∈ R
n is a given initial state, and f : R

n × R
r → R

n is a given
continuously differentiable function.

System (1)-(2) is subject to the following terminal state constraints :

Ψi(x(T )) = 0, i = 1, . . . , p, (3)

where Ψi : R
n → R, i = 1, . . . , p are given continuously differentiable functions.

System (1)-(2) is also subject to the following continuous inequality con-

straints :
hj(x(t),u(t)) ≤ 0, t ∈ [0, T ], j = 1, . . . , q, (4)

where hj : Rn × R
r → R, j = 1, . . . , q are given continuously differentiable

functions. Note that control bounds can be easily incorporated into (4).
Our task is to design an optimal feedback controller for system (1)-(2). We

assume that the control takes the following form:

u(t) = ϕ(x(t), ζ), t ∈ [0, T ], (5)

where ζ = [ζ1, . . . , ζm]⊤ ∈ R
m is a vector of feedback control parameters

and ϕ : Rn × R
m → R

r is a given continuously differentiable function. The
function ϕ governs the structure of the feedback controller (assumed to be
given), while the control parameters ζk, k = 1, . . . ,m are decision variables to
be chosen optimally. One of the most common feedback control structures is
the linear state feedback control law given by u(t) = Kx(t), where K ∈ R

r×n

is a feedback gain matrix whose elements need to be determined.
The following bound constraints are imposed on the feedback control pa-

rameters:
ak ≤ ζk ≤ bk, k = 1, . . . ,m, (6)
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where ak and bk, k = 1, . . . ,m are given constants. Let Γ denote the set of all
ζ = [ζ1, . . . , ζm]⊤ ∈ R

m satisfying (6).

Substituting (5) into (1) gives

ẋ(t) = f̃ (x(t), ζ), t ∈ [0, T ], (7)

where

f̃ (x(t), ζ) = f(x(t),ϕ(x(t), ζ)).

Consider the system of differential equations (7) with the initial condition (2).
Let x(·|ζ) denote the solution of this system. Then the terminal constraints (3)
become

Ψi(x(T |ζ)) = 0, i = 1, . . . , p. (8)

Furthermore, the path constraints (4) become

h̃j(x(t|ζ), ζ) ≤ 0, t ∈ [0, T ], j = 1, . . . , q, (9)

where

h̃j(x(t|ζ), ζ) = hj(x(t|ζ),ϕ(x(t|ζ), ζ)).

Let Λ denote the set of all ζ ∈ Γ satisfying (8) and (9).

We now consider the problem of choosing the feedback control parameters
ζk, k = 1, . . . ,m to minimize the total system cost subject to constraints (8)
and (9).

Problem P. Choose ζ ∈ Λ to minimize the cost function

J(ζ) = Φ(x(T |ζ), ζ) +

∫ T

0

L(x(t|ζ), ζ)dt,

where Φ : R
n × R

m → R and L : R
n × R

m → R are given continuously

differentiable functions.

Problem P is a nonlinear optimization problem in which a finite number
of decision variables (the feedback control parameters) need to be optimized
subject to a set of constraints. This is a very difficult optimization problem
to solve because each continuous inequality constraint in (9) actually consti-
tutes an infinite number of constraints—one for each point in [0, T ]. Hence,
Problem P can be viewed as a semi-infinite optimization problem. In the next
section, we will use a novel exact penalty approach to approximate Problem P
by a nonlinear programming problem.
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3 An Exact Penalty Approach

Define a constraint violation function on Γ as follows:

∆(ζ) =

p
∑

i=1

Ψi(x(T |ζ))
2 +

q
∑

j=1

∫ T

0

max
{

h̃j(x(t|ζ), ζ), 0
}2

dt.

Clearly, ∆(ζ) = 0 if and only if ζ ∈ Λ.
Let ǭ > 0 be a given constant. We consider the following penalty function

defined on Γ × [0, ǭ]:

Gσ(ζ, ǫ) =











J(ζ), if ǫ = 0, ∆(ζ) = 0,

J(ζ) + ǫ−α∆(ζ) + σǫβ , if ǫ ∈ (0, ǭ],

∞, if ǫ = 0, ∆(ζ) 6= 0,

where ǫ ∈ [0, ǭ] is a new decision variable, α and β are fixed constants such
that 1 ≤ β ≤ α, and σ > 0 is a penalty parameter.

The penalty function Gσ is designed to penalize large values of ∆(ζ).
Hence, minimizingGσ will likely lead to feasible points satisfying constraints (8)
and (9). On this basis, Problem P can be approximated by the following penalty
problem.

Problem Q. Choose (ζ, ǫ) ∈ Γ × [0, ǭ] to minimize the penalty function

Gσ(ζ, ǫ).

In the next section, we will present two important convergence results that
link Problem Q with Problem P.

Although the definition of the penalty function Gσ involves three different
cases, only the case ǫ ∈ (0, ǭ] is of interest in practical computation. The
idea is to minimize Gσ = J(ζ) + ǫ−α∆(ζ) + σǫβ for increasing values of σ,
stopping once the optimal value of ǫ is sufficiently small. Thus, in practice, we
solve the following optimization problem for an increasing sequence of penalty
parameters.

Problem R. Choose (ζ, ǫ) ∈ Γ × (0, ǭ] to minimize the penalty function

Gσ(ζ, ǫ) = J(ζ) + ǫ−α∆(ζ) + σǫβ . (10)

In Problem R, Gσ is defined as the sum of three terms—the first term
penalizes system cost, the second term penalizes constraint violations, and the
third term penalizes large values of ǫ. When σ is large, minimizing Gσ forces
ǫ to be small, which in turn causes ǫ−α to become large, and thus constraint
violations are penalized very severely. Therefore, when σ is large, Problem R
is a good approximation of Problem P.

Problem R only involves bound constraints and is therefore much easier to
solve than Problem P. Problem R can actually be viewed as a nonlinear pro-
gramming problem in which the feedback control parameters ζk, k = 1, . . . ,m
and the new decision variable ǫ need to be chosen to minimize the penalty



6 Qun Lin et al.

function Gσ. Numerical algorithms for solving such problems typically use the
gradient of the cost function to compute descent directions that lead to prof-
itable areas of the search space [2,18,19]. Notice, however, that ζ influences Gσ

implicitly through the dynamic system (7), and thus computing the gradient
of Gσ is not straightforward. In the following, we develop a gradient compu-
tation method based on the techniques described by Vincent and Grantham
[23], Loxton et al. [14,15], and Kaya and Noakes [9].

First, for each k = 1, . . . ,m, consider the following variational system:

φ̇k(t) =
∂f̃(x(t|ζ), ζ)

∂x
φk(t) +

∂f̃(x(t|ζ), ζ)

∂ζk
, (11)

φk(0) = 0, (12)

where

∂f̃(x(t|ζ), ζ)

∂x
=

∂f(x(t|ζ),ϕ(x(t|ζ), ζ))

∂x

+
∂f(x(t|ζ),ϕ(x(t|ζ), ζ))

∂u

∂ϕ(x(t|ζ), ζ)

∂x

(13)

and

∂f̃(x(t|ζ), ζ)

∂ζk
=

∂f(x(t|ζ),ϕ(x(t|ζ), ζ))

∂u

∂ϕ(x(t|ζ), ζ)

∂ζk
. (14)

Let φk(·|ζ) denote the solution of (11)-(12). We have the following result.

Theorem 1 For each ζ ∈ Γ ,

∂x(t|ζ)

∂ζk
= φk(t|ζ), t ∈ [0, T ], k = 1, . . . ,m.

Proof Since ζ is fixed throughout this proof, we write x(·) instead of x(·|ζ)
for simplicity.

First, note that
∂

∂ζk

{

x(0)
}

=
∂

∂ζk

{

x0
}

= 0. (15)

Thus, ∂x(·|ζ)/∂ζk satisfies the initial condition (12).
Now, by (7),

x(t) = x(0) +

∫ t

0

f̃(x(s), ζ)ds = x0 +

∫ t

0

f̃(x(s), ζ)ds. (16)

It can be shown that for each fixed t ∈ [0, T ], x(t|ζ) is a continuously differ-
entiable function of ζk, k = 1, . . . ,m (see [15]). Hence, by using Leibniz’s rule
to differentiate equation (16) with respect to ζk, we obtain

∂x(t)

∂ζk
=

∫ t

0

{

∂f̃(x(s), ζ)

∂x

∂x(s)

∂ζk
+

∂f̃(x(s), ζ)

∂ζk

}

ds,
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where ∂f̃/∂x and ∂f̃/∂ζk are as defined in (13) and (14). Differentiating the
above equation with respect to time yields

d

dt

{

∂x(t)

∂ζk

}

=
∂f̃(x(t), ζ)

∂x

∂x(t)

∂ζk
+

∂f̃(x(t), ζ)

∂ζk
. (17)

Equations (15) and (17) show that ∂x(·|ζ)/∂ζk is the solution of the variational
system (11)-(12), as required.

On the basis of Theorem 1, the partial derivatives of Gσ can be determined
using standard differentiation rules.

Theorem 2 In Problem R, the partial derivatives of Gσ are given by

∂Gσ(ζ, ǫ)

∂ζk
=

∂J(ζ)

∂ζk
+ ǫ−α∂∆(ζ)

∂ζk
, k = 1, . . . ,m, (18)

and
∂Gσ(ζ, ǫ)

∂ǫ
= −αǫ−α−1∆(ζ) + βσǫβ−1, (19)

where

∂J(ζ)

∂ζk
=

∂Φ(x(T |ζ), ζ)

∂x
φk(T |ζ) +

∂Φ(x(T |ζ), ζ)

∂ζk

+

∫ T

0

{

∂L(x(t|ζ), ζ)

∂x
φk(t|ζ) +

∂L(x(t|ζ), ζ)

∂ζk

}

dt,

∂∆(ζ)

∂ζk
= 2

p
∑

i=1

Ψi(x(T |ζ))
∂Ψi(x(T |ζ))

∂x
φk(T |ζ)

+ 2

q
∑

j=1

∫ T

0

max
{

h̃j(x(t|ζ), ζ), 0
}

×

{

∂h̃j(x(t|ζ), ζ)

∂x
φk(t|ζ) +

∂h̃j(x(t|ζ), ζ)

∂ζk

}

dt.

Proof The result can be proved readily by applying standard differentiation
rules to equation (10).

On the basis of Theorem 2, we can compute the gradient of Gσ using the
following procedure:

(1) Combine the control system (7) with the variational system (11) to form
an expanded system with initial conditions (2) and (12).

(2) Solve the expanded system using any numerical integration scheme.
(3) Compute the partial derivatives of Gσ using equations (18) and (19).

This procedure can be integrated with a standard nonlinear optimization
method—e.g. sequential quadratic programming [18]—to solve Problem R as
a nonlinear programming problem.
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4 Convergence Results

In this section, we briefly describe the mathematical theory relating Problem P
with Problem Q. We begin with the following result proved in [13].

Theorem 3 Let {σl}∞l=1 be an increasing sequence of penalty parameters such

that σl → ∞ as l → ∞. Furthermore, let (ζl,∗, ǫl,∗) denote a global solution

of Problem Q. Then any limit point of the sequence {(ζl,∗, ǫl,∗)}∞l=1 is a global

solution of Problem P.

Theorem 3 suggests that we can obtain a solution of Problem P by solv-
ing Problem Q sequentially for increasing values of the penalty parameter. As
mentioned in the previous section, Problem Q is essentially a nonlinear pro-
gramming problem that can be solved using standard numerical optimization
techniques.

One disadvantage of Theorem 3 is that it requires a global solution of Prob-
lem Q. Problem Q is non-convex in general, and thus we will usually only be
able to solve it locally. Nevertheless, by making some mild assumptions, one
can show that a local solution of Problem Q converges to a local solution of
Problem P as the penalty parameter increases. This is an important conver-
gence property not shared by the well-known constraint transcription method
described in [10,17,24].

We assume that for each feasible point ζ ∈ Λ of Problem P, the following
conditions are satisfied:

(A1) The vectors ∂Ψi(x(T |ζ))/∂ζ, i = 1, . . . , p are linearly independent (when
p 6= 0).

(A2) There exists a vector [η1, . . . , ηm]⊤ ∈ R
m and negative real numbers ϑ1 < 0

and ϑ2 < 0 such that

m
∑

k=1

ηk
∂Ψi(x(T |ζ))

∂ζk
= 0, i = 1, . . . , p,

m
∑

k=1

ηk

{

∂h̃j(x(t|ζ), ζ)

∂x
φk(t|ζ)

+
∂h̃j(x(t|ζ), ζ)

∂ζk

}

< ϑ1, t ∈ Tj , j = 1, . . . , q,

ηk

{

> 0, if ζk = ak,

< 0, if ζk = bk,

where Tj = { s ∈ [0, T ] : h̃j(x(s|ζ), ζ) ≥ ϑ2 }.
(A3) There exists a constant L > 0 and a neighbourhood N of ζ such that for

each (ζ′, t) ∈ N × [0, T ],

max
{

h̃j(x(t|ζ
′), ζ′), 0

}2
≤ L

∫ T

0

max
{

h̃j(x(s|ζ
′), ζ′), 0

}2
ds, j = 1, . . . , q.
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Under Assumptions (A1)-(A3), we have the following result proved in [13].

Theorem 4 Let {σl}∞l=1 and (ζl,∗, ǫl,∗) be as defined in Theorem 3. Suppose

that {Gσl
(ζl,∗, ǫl,∗)}∞l=1 is bounded. Then there exists a positive integer l′ such

that for each l ≥ l′, ζl,∗ is a local solution of Problem P.

Theorem 4 implies that when the penalty parameter σ is sufficiently large,
the values of ζk, k = 1, . . . ,m in a locally optimal solution of Problem Q will
also be locally optimal for Problem P. On this basis, we propose the following
algorithm for solving Problem P:

(1) Choose ζ0 ∈ Γ (initial guess), σ0 > 0 (initial penalty parameter), ρ > 0
(tolerance), and σmax > σ0 (upper bound for the penalty parameter).

(2) Set ǭ → ǫ0 and σ0 → σ.
(3) Starting with (ζ0, ǫ0) as the initial guess, use a nonlinear programming

algorithm to solve Problem R. Let (ζ∗, ǫ∗) denote the local minimizer ob-
tained.

(4) If ǫ∗ < ρ, then stop: take ζ∗ as a solution of Problem P. Otherwise, set
10σ → σ and go to Step 5.

(5) If σ ≤ σmax, then set (ζ∗, ǫ∗) → (ζ0, ǫ0) and go to Step 3. Otherwise stop:
the algorithm cannot find a solution of Problem P.

5 Example 1: Glider Control (Linear Feedback)

References [11,12] consider a hang glider whose motion is described by the
following system of ordinary differential equations:

ẋ1 = x3 cos(x4), (20a)

ẋ2 = x3 sin(x4), (20b)

ẋ3 = −(k1 + k2u
2)x2

3 − g sin(x4), (20c)

ẋ4 = k3x3u−
g

x3
cos(x4), (20d)

and
x1(0) = 0, x2(0) = 0, x3(0) = 370, x4(0) = 1.5, (21)

where x1 is the glider’s horizontal position (m), x2 is the glider’s altitude (m),
x3 is the glider’s speed (ms−1), x4 is the angle between the glider’s velocity
vector and the horizon (radians), u is the glider’s angle of attack (radians),
g = 9.8 is the gravitational acceleration (ms−2), and k1, k2, and k3 are model
constants defined by

k1 = 3.289× 10−5, k2 = 1.133× 10−3, k3 = 3.289× 10−3.

The aim here is to vary the angle of attack during flight so that the glider’s
range is maximized. The glider will stall if its angle of attack exceeds opera-
tional limits. Hence, we impose the following bound constraints on the angle
of attack:

−0.2 ≤ u(t) ≤ 0.2, t ≥ 0. (22)
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The numerical results in [12] show that the glider slows rapidly after launch—
in the first 50 seconds of flight, the glider’s speed drops from a supersonic
launch speed of 370 ms−1 to a subsonic speed of 120 ms−1. The speed then
oscillates around 120 ms−1 for the remainder of the flight. Hence, the glider’s
motion consists of two modes: an initial transition mode in which the speed
changes from supersonic to subsonic, followed by a steady subsonic mode.

Consider the following linear feedback controller:

u(t) = ζ1x3(t)χ[0,τ)(t) + ζ2x3(t)χ[τ,T ](t), (23)

where τ is a switching time, ζ1 and ζ2 are feedback gains, and, for a given
interval I ⊂ R, the indicator function χI is defined by

χI(t) =

{

1, if t ∈ I,

0, otherwise.
(24)

Note that the feedback gain in (23) changes at t = τ . Thus, this control
structure allows different feedback gains for the transition and subsonic modes.

Substituting (23) into (20) gives the following closed-loop system:

ẋ1 = x3 cos(x4), (25a)

ẋ2 = x3 sin(x4), (25b)

ẋ3 = −(k1 + k2ζ
2
l x

2
3)x

2
3 − g sin(x4), (25c)

ẋ4 = k3ζlx
2
3 −

g

x3
cos(x4), (25d)

where l = 1 for t < τ , and l = 2 for t ≥ τ . Note that (25) is a type of switched
system in which the system mode changes at t = τ [8,16,25].

The bound constraints (22) become

−0.2 ≤ ζ1x3(t) ≤ 0.2, t ∈ [0, τ), (26)

and
−0.2 ≤ ζ2x3(t) ≤ 0.2, t ∈ [τ, T ]. (27)

Let the terminal time T be the time at which the glider hits the ground
(here, T is a free decision variable). Then we have the following terminal state
constraint:

x2(T ) = 0. (28)

To ensure that T is the first time at which (28) is satisfied, we impose the
following continuous inequality constraint:

x2(t) > 0, t ∈ (0, T ), (29)

Our optimal feedback control problem is stated as follows: Choose the switch-

ing time τ , the feedback gains ζ1 and ζ2, and the terminal time T to maximize

the glider’s range x1(T ) subject to the closed-loop system (25), the initial con-

ditions (21), and the state constraints (26)-(29).
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In this problem, the switching time τ is a decision variable to be cho-
sen optimally. It is well-known in the optimal control literature that variable
switching times cause major problems in numerical computation [4,14,16,25].
Thus, we apply the so-called time-scaling transformation, which is described
in [14,16,25], to map τ and T to fixed points in a new time horizon.

Let s ∈ [0, 2] be a new time variable such that

dt(s)

ds
= θ1χ[0,1)(s) + θ2χ[1,2](s), t(0) = 0, (30)

where χ[0,1) and χ[1,2] are as defined in (24), and θ1 and θ2 are the durations
of the first and second control modes, respectively. Clearly,

t(s) =

{

θ1s, if s ∈ [0, 1),

θ1 + θ2(s− 1), if s ∈ [1, 2],

and

t(1) = θ1, t(2) = θ1 + θ2.

Applying (30) to the closed-loop system (25) yields

ẋ1 = θlx3 cos(x4), (31a)

ẋ2 = θlx3 sin(x4), (31b)

ẋ3 = −θl(k1 + k2ζ
2
l x

2
3)x

2
3 − gθl sin(x4), (31c)

ẋ4 = k3θlζlx
2
3 −

gθl
x3

cos(x4), (31d)

where l = 1 for s ∈ [0, 1), l = 2 for s ∈ [1, 2], and the overhead dot denotes
differentiation with respect to s. Furthermore, the state constraints (26)-(29)
become

−0.2 ≤ ζ1x3(s)χ[0,1)(s) + ζ2x3(s)χ[1,2](s) ≤ 0.2 (32)

and

x2(2) = 0, x2(s) > 0, s ∈ (0, 2). (33)

The switching time and terminal time in (31) are fixed. Hence, this transformed
system is much easier to work with than the original system.

We approximate the open constraint (33) by

x2(2) = 0, x2(s) ≥ δ, s ∈ [ς, 2− ς ], (34)

where δ > 0 and ς > 0 are small positive constants. We now define an ap-
proximate optimal control problem as follows: Choose θ1, θ2, ζ1, and ζ2 to

maximize the glider’s range x1(2) subject to the closed-loop system (31), the
initial conditions (21), and the constraints (32) and (34).

To solve this problem, we wrote a Fortran program based on the ex-
act penalty approach described in the previous sections. This program uses
NLPQLP [22] to solve the penalty problem, and the Runge-Kutta order 6
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Fig. 1 Optimal control for Example 1.

method to solve the differential equations. The optimal solution generated by
our program is

θ∗1 = 29.3780, θ∗2 = 336.1364,

ζ∗1 = −9.9429× 10−5, ζ∗2 = 1.5957× 10−3.

This solution corresponds to an optimal switching time of τ∗ = θ∗1 = 29.3780
and an optimal terminal time of T ∗ = θ∗1 + θ∗2 = 365.5144. The glider’s max-
imum range is 44,120 metres. The optimal feedback control is shown in Fig-
ure 1, and the corresponding flight trajectory and airspeed plots are shown in
Figures 2 and 3.

6 Example 2: Glider Control (Nonlinear Feedback)

Consider system (20)-(21) with the following nonlinear feedback controller:

u(t) = ζ1x3(t) cos(x4(t))χ[0,τ)(t) + ζ2x3(t) cos(x4(t))χ[τ,T ](t), (35)

where τ is a switching time, ζ1 and ζ2 are feedback gains, and χ[0,τ) and χ[τ,T ]

are as defined in (24). The controller (35) expresses the angle of attack as a
function of the vertical speed, rather than the total speed. Such control laws
are typically used for gliders.

Substituting (35) into (20) gives

ẋ1 = x3 cos(x4), (36a)

ẋ2 = x3 sin(x4), (36b)

ẋ3 = −(k1 + k2ζ
2
l x

2
3 cos

2(x4))x
2
3 − g sin(x4), (36c)

ẋ4 = k3ζlx
2
3 cos(x4)−

g

x3
cos(x4), (36d)
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Fig. 2 Optimal flight trajectory for Example 1.
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Fig. 3 Airspeed plot for Example 1.

where l = 1 for t < τ and l = 2 for t ≥ τ . The bound constraints for the angle
of attack become

−0.2 ≤ ζ1x3(t) cos(x4(t)) ≤ 0.2, t ∈ [0, τ), (37)

and

−0.2 ≤ ζ2x3(t) cos(x4(t)) ≤ 0.2, t ∈ [τ, T ]. (38)

Our optimal feedback control problem is: Choose the switching time τ , the

feedback gains ζ1 and ζ2, and the terminal time T to maximize the glider’s

range x1(T ) subject to the closed-loop system (36), the initial conditions (21),
and the state constraints (28)-(29) and (37)-(38).
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As in Example 1, we introduce a new time variable s ∈ [0, 2] and apply the
time-scaling transformation to yield the following transformed system:

ẋ1 = θlx3 cos(x4), (39a)

ẋ2 = θlx3 sin(x4), (39b)

ẋ3 = −θl(k1 + k2ζ
2
l x

2
3 cos

2(x4))x
2
3 − gθl sin(x4), (39c)

ẋ4 = k3θlζlx
2
3 cos(x4)−

gθl
x3

cos(x4), (39d)

where, as in Example 1, θ1 is the duration of control mode 1 and θ2 is the dura-
tion of control mode 2. Under the time-scaling transformation, the constraints
(37)-(38) become

−0.2 ≤ ζ1x3(s) cos(x4(s)) ≤ 0.2, s ∈ [0, 1), (40)

and

−0.2 ≤ ζ2x3(s) cos(x4(s)) ≤ 0.2, s ∈ [1, 2]. (41)

Thus, our approximate problem is: Choose θ1, θ2, ζ1, and ζ2 to maximize the

glider’s range x1(2) subject to the closed-loop system (39), the initial conditions
(21), and the constraints (34) and (40)-(41).

We solved this problem using NLPQLP in conjunction with our new exact
penalty approach. The optimal solution is

θ∗1 = 28.2150, θ∗2 = 333.8295,

ζ∗1 = −1.2598× 10−4, ζ∗2 = −1.3928× 10−2.

The corresponding optimal switching time and optimal terminal time are

τ∗ = θ∗1 = 28.2150, T ∗ = θ∗1 + θ∗2 = 362.0445.

The maximum range is 44,252 metres. The optimal control, flight trajectory,
and airspeed plot are shown in Figures 4-6.

7 Conclusion

We have presented a new approach for designing optimal feedback control
laws for constrained systems. This approach is based on a new exact penalty
function, which was first introduced in [27] to solve semi-infinite programming
problems. We successfully applied our approach to two examples involving the
optimal control of a gliding projectile. As shown through these examples, the
exact penalty approach is effective at solving feedback control problems with
highly nonlinear dynamics.
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Fig. 4 Optimal control for Example 2.
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