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Abstract

We formulate scattering theory in the framework of a surface-integral approach
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to define the post form of the breakup amplitude for charged particles. The new
definitions can be written as surface-integrals convenient for practical calculations.
The surface-integral representations are extended to amplitudes of direct and re-
arrangement scattering processes taking place in an arbitrary three-body system.
General definitions for the wave operators are given that unify the currently used
channel-dependent definitions.
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1 Introduction

Scattering in a few-body system is one of the central subjects of quantum
mechanics, and yet our knowledge of the field is still incomplete. It is well
known that conventional quantum collision theory is formally valid only when
the particles interact via short-range potentials, see, e.g. [1]. For charged par-
ticles the theory requires modification due to the fact that the long range of
the Coulomb potential distorts the incident and scattered waves right out to
infinity. In the time-dependent formulation, formal scattering theory is gen-
eralized to include Coulomb long-range potentials by choosing appropriately
modified time evolution operators [2,3]. This is equivalent to choosing various
forms of renormalization methods [4–9] in the time-independent formulation.
The renormalization theories lead to the correct cross sections for the two-
body problem, however, the results from these procedures cannot be regarded
as completely satisfactory. For instance, in screening-based renormalization
methods [5,8] different ways of shielding lead to different asymptotic forms for
the scattering wave function. Generally, these asymptotic forms differ from
the exact one obtained from the solution of the Schrödinger equation, see,
e.g. [10]. The weakest point about these methods, however, is that they give
rise to a scattering amplitude that does not exist on the energy shell. In other
words, the resulting amplitude cannot be used for calculating cross sections.
This is because the amplitude obtained in these methods has complex fac-
tors which are divergent on the energy shell [8,11–16]. These factors, often
containing branch point singularities, must be removed (renormalized) before
approaching the on-shell point. Furthermore, the renormalization factors de-
pend on the way the limits are taken when the on-shell point is approached. In
other words, depending on the way you take the limits different factors need
to be removed. Thus, the ad-hoc renormalization procedure is based on the
prior knowledge of the exact answer and has no ab initio theoretical justifi-
cation. The following question summarizes a part of formal problems. In the
simple case of two charged particles the Coulomb scattering amplitude, which
yields the Rutherford cross section, is known. However, what is the standard
definition for this amplitude in terms of the Coulomb wavefunction and the
potential of the interaction which are both known analytically? These issues
have been the focii of our recent research [17]. We have been able to demon-
strate that there was a practical approach to the two-body collision problem
with a Coulomb-like potential that did not lead to the formal difficulties de-
scribed above. Our approach is based on a representation of the scattering
amplitude in a surface-integral form.

An even more complicated situation is present for a few-body system. Rigorous
scattering theory for a system of three particles valid for short-range poten-
tials was given by Faddeev [18,19] and Merkuriev and Faddeev [20,21]. For
the charged particles with the long-range Coulomb interaction the theory has
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faced difficulties associated with the compactness of the underlying equations.
For the repulsive Coulomb interactions the compactness of the Faddeev inte-
gral equations for so-called 2 → 2 reactions (2 fragments in the initial channel
and 2 fragments in the final channel) has been proven in [22,23]. However, each
iteration term of the Faddeev equations turns out to contain the same singu-
larity as the previous one. In other words these equations cannot be solved
using standard numerical procedures. There is no proof of the compactness of
the Faddeev equations when the attractive Coulomb interaction is involved.

A renormalization method based on screening [5,8] has been implemented suc-
cessfully for the three-body problem when two particles are charged [24,25].
The method has been extended to two-fragment reactions in a system of three
charged particles [26,25]. However, as mentioned earlier, further investigations
showed that this might not fix all the problems regarding the compactness of
the underlying equations [22,23], particularly when charges of opposite signs
are involved, as they are in atomic and molecular physics. Though Dollard’s
time-dependent approach [2,3] is believed to be formally valid for arbitrary
multichannel collisions including the three-body problem, it has not devel-
oped into a practical method for calculations. At the same time, no practical
time-independent renormalization method exists that is valid for a system
of three charged particles above the breakup threshold either. The problem is
that above the threshold the Coulomb three-body system possesses essentially
different types of singularities and the two-particle renormalization procedures
are not sufficient to guarantee compactness of the equations [6,20,27]. Thus
there are no compact integral equations yet known for collisions of more than
two charged particles that are satisfactory above the breakup threshold [10].
Furthermore, there is no theoretical proof or practical evidence that a renor-
malization approach can be applied to the Faddeev equations for genuine
three-body Coulomb problems. To make the situation even worse, as pointed
out by Merkuriev and Faddeev [21], if one of the particles has a charge of
opposite sign to others then in some so-called singular directions asymptotic
forms for the Faddeev components cannot be formulated. This is a rather dis-
turbing situation especially for three-body problems in atomic physics where
all three particles are charged and where two of the pair interactions are always
attractive.

From the theory point of view several issues relating to a complete formal
understanding of the breakup process remain open. One of them is the prob-
lem of adequate matching of the internal (scattering region) and the external
(asymptotic region) solutions [28]. The key issue, however, is how to extract
the scattering information from the wavefunction when the latter is available.
To be more specific, in case of neutral particles the breakup amplitude is cal-
culated using six-dimensional (or two-dimensional, if partial-wave expansion
is used) volume integrals. This requires the knowledge of the total wavefunc-
tion everywhere in space, whereas the necessary information is contained in
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just the asymptotic part. Furthermore, for three charged particles the theory
fails to give a formal post-form definition of the scattering amplitude in terms
of the calculated total wavefunction with outgoing scattered-wave boundary
conditions. This has been a long-standing problem. In its absence, the formula
for the short-range case is often used. However, the short-range case definition
of the breakup amplitude diverges when interactions are long-ranged.

Thus we have a situation where we cannot use the theory unless we screen
the Coulomb interaction. And when we do, we end up with quantities which
diverge as the screening is removed. This leaves no choice but to invoke renor-
malization to fix unphysical results. Therefore, a new approach to Coulomb
few-body problems that does not need renormalization is required. The varia-
tional approach [29] is a step forward in this direction. However, this approach
leads to representations for the transition amplitudes which also contain oscil-
latory divergences but for different reasons. It was suggested that these diver-
gences can be made to vanish using a “radius averaging” procedure [29]. The
method has been extended to breakup in a system of three charged particles
in Ref. [30].

There are several sophisticated numerical approaches to solving three-body
problems in nuclear physics with two charged particles [31–37]. Some of these
are based on the framework of the Faddeev [18,21] and Alt-Grassberger-
Sandhas equations [26,38]. Other methods tackle the same problem through
direct numerical solution of the relevant Schrödinger equation for the scat-
tering wavefunction [35,37] or using variational techniques [36]. The Coulomb
interaction between the two protons has been fully included in the calculation
of proton-deuteron breakup for the first time in Ref. [39]. However, due to for-
mal problems mentioned earlier no such strict approach for breakup processes
in nuclear three-body systems, when all particles are charged, has been devel-
oped. For this reason calculations of (e,ep), (p,2p) and similar nuclear breakup
reactions with three charged particles in the final state have been limited to
high energies where distorted-wave Born-type approximations (DWBA) are
applicable.

In atomic physics, despite the above-mentioned formal difficulties, surprising
progress has been achieved in describing (e,2e) processes via the exterior com-
plex scaling (ECS) [40–43] and the convergent close coupling (CCC) [44–46]
methods. The success of the ECS approach to Coulomb breakup problems
in particular caused us to reexamine the underlying formal theory [47]. The
amplitude is calculated from Peterkop’s trial integral [48] that has phase am-
biguity and divergence problems. In the CCC method one of the electrons is
treated using a square-integrable representation, and the breakup amplitude
can be related to a particular form of Peterkop’s trial integral. Despite the suc-
cess of the computational methods, in describing the measured cross sections,
the traditional formal theory of scattering is unable to show how to calculate
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the breakup amplitude unambiguously and in a divergence-free manner. The
conventional formal theory is also not capable of explaining the origin of the
trial integral which is the cornerstone of the aforementioned methods.

One reason preventing the direct solution methods in atomic physics from
extracting ionization amplitudes rigorously has been a lack of an ambiguity-
free form of the asymptotic wavefunction for positive energies. The well-known
Peterkop asymptotic wavefunction [49] has an ambiguous phase, and is not
valid in all asymptotic domains relevant to the problem [50]. In part because of
this it has been impossible to define the ionization amplitude in a divergence-
free manner. The full and unambiguous asymptotic forms of the three-body
scattered wavefunction have been given recently [50,51]. This allowed us to
obtain an integral representation for the ionization amplitude which is free
of ambiguity and divergence problems [47,52]. Our analysis has provided a
formal justification of the cross sections obtained in the approaches based on
the Peterkop integral.

In this manuscript we present a surface-integral approach to formulating scat-
tering theory. We use the recently derived analytic forms of total scattering
wavefunctions in asymptotic domains [51–53] to develop a well-defined prior
and post forms of the breakup amplitude valid for short-range and Coulombic
potentials. All derivations are based on a surface-integral technique. Green’s
functions and formal solutions of the Schrödinger equation in integral form are
not required. A short synopsis of the results presented here has been published
in [54]. As a follow up to Ref. [54] in this manuscript we present full details of
the formalism.

Since our approach is completely different to what is adopted in the standard
literature, we start in Sec. 2 by applying it to the well-formulated two-body
problem (potential scattering) with short-range interactions. This will enable
us to extend the potential scattering theory to nuclear plus Coulomb interac-
tions without the use of screening and renormalization. Here we also briefly
recapitulate the main results of [17] and generalize the potential scattering
theory to long-range interactions. New definitions for the scattering ampli-
tude valid for arbitrary interactions will be presented. For the Coulomb po-
tential the generalized amplitude will be shown to give the physical (on-shell)
amplitude without recourse to a renormalization procedure. This section will
also enable us to better understand the surface integrals emerging in different
situations and prepare a proper platform for moving on to the three-body
problem.

In Sec. 3 the three-body scattering problem is considered. After formulating
the asymptotic boundary conditions, surface-integral representations for the
breakup amplitude in a three-body system will be derived. We develop a well-
defined post form of the breakup amplitude valid for arbitrary potentials.
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They will be shown to take surface-integral forms well suited for practical
calculations. The surface-integral representations are extended to amplitudes
of all other possible scattering processes taking place in an arbitrary three-
body system. Different computational methods for extracting the scattering
amplitudes are discussed. Generalized wave operators are given in in Sec. 4.
Sec. 5 contains discussion of the results.

2 Two-body scattering problem

In this section a new formulation of potential scattering theory is presented.
Essential feature of this alternative formulation is that it avoids the reference
to the Green’s function and formal solution for the scattered wavefunction
in the integral form. This leads to new more general definitions for scatter-
ing amplitude and wave operators valid for arbitrary interactions including
Coulombic long-range ones. We demonstrate that the Schrödinger equation
for the scattered wavefunction with properly formulated asymptotic bound-
ary conditions completely and unambiguously define all quantities necessary
for the description of a scattering event. The considerations of this section
will serve as a model for the thee-body problem dealt with in the subsequent
sections.

In scattering theory we deal with functions which go beyond the Hilbert space.
These wavefunctions belong to the so-called rigged Hilbert space [55]. Since
these functions are not square-integrable (L2) their scalar products can be
unbounded. While this fact is not a problem on its own, nevertheless, non-L2

functions do make certain integrals emerging in the theory divergent. In case
of integrals containing the interaction potential a standard procedure, which
ensures their existence, is limiting the range of the potential. However, this
irreversibly distorts the nature of the problem. Throughout this work we use
a different approach to dealing with the aforementioned problem. We first
formulate the scattering problem in a finite region of coordinate space and
then extend it to the full space.

Our formulation heavily relies on surface integrals. This subject is new and
has not been discussed in literature. Since some physicists question the very
existence of surface integrals in scattering theory we start from discussing
the surface integrals and circumstances under which they may, or may not,
appear. We will continue this discussion progressively throughout the paper.
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2.1 Surface integrals in the absence of interaction

To start with let us consider an equation for free relative motion of two par-
ticles

(ε− h0)φk(r) = 0, (1)

where h0 = −∆r/2µ is the free Hamiltonian operator, ε = k2/2µ is the energy
of the relative motion, r is the relative coordinate of the particles 1 and 2 and
k is their relative momentum, µ is the reduced mass.

We define an incomplete scalar product according to

〈fk′|gk〉r0
=

∫

r≤r0

drf ∗k′(r)gk(r), (2)

where the integration is limited to the volume of a ball of radius r0. Generally
speaking, the full scalar product 〈fk′|gk〉 can be unbounded.

Let us now consider another free-wave equation but at different momentum

(ε′ − h0)φk′(r) = 0, (3)

and investigate the following difference 1

〈h0φk′|φk〉r0
− 〈φk′|h0φk〉r0

. (4)

Using the Green’s theorem this quantity given by two volume integrals can be
transformed into a single surface integral as follows

〈h0φk′|φk〉r0
− 〈φk′|h0φk〉r0

=
1

2µ

∫

r≤r0

dr(φ∗k′∆rφk − φk∆rφ
∗
k′)

=

[
1

2µ
r2

∫
dr̂r̂(φ∗k′∇rφk − φk∇rφ

∗
k′)

]

r=r0

.

(5)

Then, obviously, we have

1 Note that 〈Aφk′ |φk〉 means (〈φk′ |A)|φk〉, while 〈φk′ |Aφk〉 stands for 〈φk′ |(A|φk〉),
where A is a self-adjoint operator.
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[
1

2µ
r2

∫
dr̂r̂(φ∗k′∇rφk − φk∇rφ

∗
k′)

]

r=r0

= (ε′ − ε)〈φk′|φk〉r0
. (6)

As we can see, if free waves are on the same energy shell the above surface
integral disappears for all r0 because ε′ = ε. If the waves are not on the same
energy shell (i.e., ε′ 6= ε) then the right-hand side (RHS) of Eq. (6) goes to 0 as
r0 →∞ because 〈φk′|φk〉 = δ(k−k′) = 0. The conclusion is that if there is no
interaction the is surface integral vanishes. As we will see below the situation
is different if there is interaction between the particles.

2.2 Scattering via short-range interaction

Let us consider now a system of two interacting particles. The scattering state
of this system is a solution to the Schrödinger equation (SE)

(ε− h)ψ±k (r) = 0, (7)

where h = h0 + V is the total two-body Hamiltonian of the system, V is
a short-range interaction potential such that the asymptotic boundary con-
ditions specified below are valid. The interaction potential can be local or
nonlocal. However, we assume it to be real.

From all possible solutions to Eq. (7) we should choose the one satisfying, in
the leading order, the asymptotic boundary condition

ψ+
k (r)

r→∞∼ eik·r + f(k̂ · r̂)
eikr

r
. (8)

The second suitable solution ψ−k (r) can be found from the well known rela-
tionship [56]

ψ−k (r) =
[
ψ+
−k(r)

]∗
. (9)

The latter asymptotically behaves, in the leading order, like

ψ−k (r)
r→∞∼ eik·r + f ∗(−k̂ · r̂)

e−ikr

r
. (10)

If we were following tradition we would need to introduce after Eq. (7) some
definition of what is short range. Generally speaking, as used in standard

9



literature such a definition involves convergence of a certain integral containing
the wavefunction ψ±k and the potential V . Our approach presented below is
based on partial inner products and does not require the short-rangeness as
far as integrals are concerned. All integrals converge just because we are in a
limited box. When we say that the Schrödinger equation has a solution and the
solution has a certain asymptotic boundary condition we already impose all
conditions on the potential. As the box size increases integrals have to converge
if the SE for the wavefunction has a solution as we assumed. Therefore, without
going into details, we simply assume the following definition of the short-
rangeness: V is short-ranged so that the asymptotic boundary conditions are
given by Eqs. (8) and (10).

We can separate ψ±k into the incident and the scattered parts according to

ψ±k (r) = φk(r) + ψsc±
k (r), (11)

where φk(r) = eik·r and ψsc±
k asymptotically behave like

ψsc+
k (r)

r→∞∼ f(k̂ · r̂)
eikr

r
, (12)

ψsc−
k (r)

r→∞∼ f ∗(−k̂ · r̂)
e−ikr

r
. (13)

Then Eq. (7) can be written in the form

(ε− h)ψsc±
k (r) = (h− ε)φk(r). (14)

Let us multiply Eq. (14) (for ψsc+
k ) by ψ−∗k′ (r) from the left and integrate the

result over the volume of a ball of radius r0:

〈ψ−k′ |(ε− h)ψsc+
k 〉r0

= 〈ψ−k′|(h− ε)φk〉r0
, (15)

where ψ−k′(r) is another solution of the SE at a different momentum but the
same energy ε, i.e. k′ = k. In other words, ψ−k′(r) is the eigenfunction of the
operator (ε− h), therefore we also can write

〈(ε− h)ψ−k′|ψsc+
k 〉r0

= 0. (16)

Subtracting Eq. (16) from (15) we get

〈ψ−k′ |(ε− h)ψsc+
k 〉r0

− 〈(ε− h)ψ−k′|ψsc+
k 〉r0

= 〈ψ−k′|(h− ε)φk〉r0
. (17)
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Canceling the terms containing ε − V (these terms are finite because we are
in a limited space) we have

−〈ψ−k′|h0ψ
sc+
k 〉r0

+ 〈h0ψ
−
k′|ψsc+

k 〉r0
= 〈ψ−k′ |(h− ε)φk〉r0

. (18)

The left hand side of Eq. (18) would vanish if the operator h0 were Hermitian.
We will return to the question of Hermicity of the operators later. At this
stage we let r0 →∞ on both sides of the equation

lim
r0→∞

[
−〈ψ−k′|h0ψ

sc+
k 〉+ 〈h0ψ

−
k′|ψsc+

k 〉
]
r0

= lim
r0→∞

〈ψ−k′|(h− ε)φk〉r0
. (19)

What does this equation represent? In order to establish its meaning we cal-
culate both sides of the equation independently. First we investigate the limit
on the left-hand side (LHS). For the LHS of Eq. (19) we have

LHS = lim
r0→∞

∫

r≤r0

dr
[
ψsc+

k (r)h0ψ
−∗
k′ (r)− ψ−∗k′ (r)h0ψ

sc+
k (r)

]
(20)

= lim
r0→∞


− 1

2µ

∫

r≤r0

dr
(
ψsc+

k ∆rψ
−∗
k′ − ψ−∗k′ ∆rψ

sc+
k

)

 (21)

= lim
r0→∞

[
− 1

2µ
r2

∫
dr̂r̂

(
ψsc+

k ∇rψ
−∗
k′ − ψ−∗k′ ∇rψ

sc+
k

)]

r=r0

(22)

= lim
r0→∞

[
− 1

2µ
r2

∫
dr̂

(
ψsc+

k

∂ψ−∗k′

∂r
− ψ−∗k′

∂ψsc+
k

∂r

)]

r=r0

. (23)

Above we used the Green’s theorem. Using Eq. (12) and differentiating we
get, in the leading order,

LHS = lim
r0→∞

[
− 1

2µ
r

∫
dr̂f(k̂ · r̂)eikre−ik′·r(−ik − ik′ · r̂)

]

r=r0

. (24)

Using the asymptotic form of the plane wave (see, e.g., [57])

eik·r r→∞∼ 2π

ikr

[
eikrδ(k̂ − r̂)− e−ikrδ(k̂ + r̂)

]
, (25)

we get from Eq. (24)

LHS = lim
r0→∞

[
− π

µk′
(
ei(k−k′)rf(k̂′ · k̂)(k + k′)

11



− ei(k+k′)rf(−k̂′ · k̂)(k − k′)
)]

r=r0

.

(26)

Taking into account the fact that k = k′ we finally have

LHS =−2π

µ
f(k̂′ · k̂). (27)

Since the latter is simply the onshell T-matrix (−2π/µ f = t) then we can
write Eq. (19) as

t(k′, k) = lim
r0→∞

〈ψ−k′ |(h− ε)φk〉r0
. (28)

Thus we have got a definition for the on-shell transition matrix. We emphasize
that, this definition has emerged as a result of a surface integral which has not
vanished. In addition, in order to show this there was no need to use a formal
solution of the SE in the integral form as we did in [17].

We now consider Eq. (14) for ψsc−
k′ and multiply it by ψ+

k from the right.
Integrating the result over the volume of a ball of radius r0 we have

〈(ε− h)ψsc−
k′ |ψ+

k 〉r0
= 〈(h− ε)φk′|ψ+

k 〉r0
, (29)

where again k′ = k. We also consider

〈ψsc−
k′ |(ε− h)ψ+

k 〉r0
= 0, (30)

which is valid for arbitrary r0 due to Eq. (7). Subtracting Eq. (30) from (29)
we get

〈(ε− h)ψsc−
k′ |ψ+

k 〉r0
− 〈ψsc−

k′ |(ε− h)ψ+
k 〉r0

= 〈(h− ε)φk′|ψ+
k 〉r0

. (31)

This equation is similar to Eq. (17) in form. Taking r0 → ∞ limit on both
sides and calculating the LHS in similar way we find the second form for the
scattering amplitude

t(k′, k) = lim
r0→∞

〈(h− ε)φk′ |ψ+
k 〉r0

. (32)

We call Eqs. (28) and (32) the prior- and post-form definitions of the scattering
amplitude, respectively. How do we know that the RHS of Eqs. (28) and (32)
also converge? We return to this question after discussing the following point.
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Eqs. (28) and (32) immediately suggest that the scattering amplitude can take
surface-integral forms. Indeed, since

〈(ε− h)ψ−k′|φk〉r0
= 0, (33)

from Eq. (28) we have

tprior(k′,k) = lim
r0→∞

[
〈ψ−k′|(h− ε)φk〉+ 〈(ε− h)ψ−k′|φk〉

]
r0

, (34)

= lim
r0→∞

[
〈ψ−k′|h0φk〉 − 〈h0ψ

−
k′|φk〉

]
r0

, (35)

=− 1

2µ
lim

r0→∞
r2
0

∫
r̂dr̂

[
ψ−∗k′ ∇rφk − φk∇rψ

−∗
k′

]
r0

, (36)

which can be written as

tprior(k′,k) =− 1

2µ
lim

r0→∞
r2
0

∫
dr̂

[
ψ−∗k′

∂φk

∂r
− φk

∂ψ−∗k′

∂r

]

r0

. (37)

At the same time using the fact that

〈φk′|(h− ε)ψ+
k 〉r0

= 0, (38)

from Eq. (32) we also get

tpost(k′, k) = lim
r0→∞

[
〈h0φk′ |ψ+

k 〉 − 〈φk′|h0ψ
+
k 〉

]
r0

, (39)

which transforms to

tpost(k′, k) =− 1

2µ
lim

r0→∞
r2
0

∫
dr̂

[
ψ+

k

∂φ∗k′
∂r

− φ∗k′
∂ψ+

k

∂r

]

r0

. (40)

Thus the scattering T-matrix, conventionally given as a volume integral, can
be written equivalently in surface-integral forms. We emphasize that in these
forms the T-matrix depends only on the asymptotic behavior of the partic-
ipating functions. Therefore, generally speaking, knowledge of the scattering
wavefunction in the internal (nonasymptotic) region is not required. In addi-
tion, the surface–integral forms are readily expanded in partial waves leading
to a simple result containing only the limiting procedure. Therefore, these
forms are particularly suitable for practical calculations.

Returning to the question asked at the end of the previous paragraph, the same
analysis as used above to calculate the LHS of Eq. (19) can be performed on
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the surface-integral representations (37) and (40) to yield t(k′,k). This is a
proof that the limits on the RHS of Eqs. (28) and (32) do exist. Therefore
from Eqs. (28) and (32) we get the general volume-integral prior and post
forms of the scattering amplitude

tprior(k′,k) = 〈ψ−k′ |(h− ε)φk〉, (41)

tpost(k′,k) = 〈(h− ε)φk′ |ψ+
k 〉. (42)

These forms are consistent with the conventional theory. Indeed, in the light
of Eq. (1) we have

(h− ε)φk(r) = V φk(r). (43)

Therefore, the two forms given by Eqs. (28) and (32), respectively, are in fact
identical to the standard prior and post forms of the T-matrix

tprior(k′,k) = 〈ψ−k′ |V |φk〉, (44)

tpost(k′,k) = 〈φk′|V |ψ+
k 〉. (45)

Though the volume-integral definitions can be written without the limit pro-
cedure, there are a number of reasons for keeping definitions of the T-matrix
as in Eqs. (28) and (32). First of all, the latter with the explicit limit operation
carry a clear message on how the T-matrix must be calculated in practice. The
plane wave φ and scattering waves ψ± which define the T-matrix are rapidly
oscillating functions of r. On the other hand T-matrix does not depend on r.
Therefore, Eqs. (28) and (32) suggest that the scattering waves must be calcu-
lated in a reasonably large but limited space, then checked if r0 was sufficently
large to make the T-matrix independent of r0. Secondly, the surface-integral
forms of the scattering amplitude naturally follow from definitions (28) and
(32). We shall show in the following subsection that the T-matrices as written
in Eqs. (28) and (32) are more general and valid for arbitrary interaction po-
tentials provided the function on which the operator (h− ε) is applied is the
leading-order incident wave.

Concluding the subsection, it is interesting to note the close resemblance of
the new forms of the T-matrix to the representation of the number of scattered
particles crossing the surface element dr̂ per unit time at large distance r0.
Taking into account Eq. (11) we can write Eqs. (37) and (40) in the following
equivalent forms

tprior(k′,k) =− 1

2µ
lim

r0→∞
r2
0

∫
r̂dr̂

[
ψsc−∗

k′ ∇rφk − φk∇rψ
sc−∗
k′

]
r0

(46)
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=− 1

2µ
lim

r0→∞
r2
0

∫
dr̂

[
ψsc−∗

k′
∂φk

∂r
− φk

∂ψsc−∗
k′

∂r

]

r0

, (47)

and

tpost(k′, k) =− 1

2µ
lim

r0→∞
r2
0

∫
r̂dr̂

[
ψsc+

k ∇rφ
∗
k′ − φ∗k′∇rψ

sc+
k

]
r0

(48)

=− 1

2µ
lim

r0→∞
r2
0

∫
dr̂

[
ψsc+

k

∂φ∗k′
∂r

− φ∗k′
∂ψsc+

k

∂r

]

r0

. (49)

In getting these results we used Eq. (6) for ε′ = ε. These can now be compared
with the probability density flux which is written as

j =− i

2µ

[
ψsc+∗

k ∇rψ
sc+
k − ψsc+

k ∇rψ
sc+∗
k

]
r0

. (50)

Thus the flux is proportional to the square of the magnitude of the scattering
amplitude. While it is used for cross section calculations it cannot provide
the full information about the scattering amplitude. This comparison also
shows that the new definitions for the scattering amplitude obtained in this
subsection make the physical meaning of the amplitude very transparent.

2.3 Scattering via Coulomb-like interaction

Here we generalize the results of the previous subsection to the case of Coulom-
bic long range interactions. To be more specific we assume that interaction V
consists of some short-range part V S and the Coulomb potential V C = z1z2/r,
where z1 and z2 are the charges of the particles. A scattering state in a system
of two Coulomb particles is still the solution to the Schrödinger equation (7).
However, when the potential has the Coulomb tail the scattering wavefunc-
tion ψ+

k (r) asymptotically behaves like the Coulomb-modified plane wave and
a Coulomb-modified outgoing spherical wave

ψ+
k (r)

r→∞∼ eik·r+iγ ln(kr−k·r)[1 + O(1/r)]

+f(k̂ · r̂)
eikr−iγ ln(2kr)

r
[1 + O(1/r)], (51)

where γ = z1z2µ/k is the Zommerfeld parameter. The second suitable solution
ψ−k (r) asymptotically behaves like the Coulomb-modified plane wave and a
Coulomb-modified incoming spherical wave

ψ−k (r)
r→∞∼ eik·r−iγ ln(kr+k·r)[1 + O(1/r)]
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+f ∗(−k̂ · r̂)
e−ikr+iγ ln(2kr)

r
[1 + O(1/r)]. (52)

Note that k · r 6= ±kr, respectively for (51) and (52). If k · r = ±kr, the
the phases of distorted plane waves do not have limits due to the logarithmic
singularities. However, the strength of the present approach is that it explicitly
shows how contributions from these directions exactly cancel out before they
pose any problem. As we have shown in [17], in the asymptotic sense for which
Eqs. (51) and (52) are written these singularities merely distort δ-functions
emerging from the forward/backward directions (see Eq. (25)). Consequently,
in the asymptotic region the distorted plane waves can be treated much like
the ordinary plane wave.

We could separate ψ±k into the incident and the scattered parts according to

ψ±k (r) = φ̃±k (r) + ψ̃sc±
k (r), (53)

where φ̃±k (r) and ψ̃sc±
k asymptotically behave like the first and the second

terms of Eq. (51) and (52), respectively. The unscattered wave is the plane
wave, Coulomb-modified to all orders of magnitude, and given as [10]

φ̃±k (r) = eik·reπγ/2 U(∓iγ, 1,±ikr − ik · r), (54)

where U is the confluent hypergeometric function of the second kind. This
splitting follows from the fact that functions φ̃±k and ψ̃sc±

k satisfy the first and
the second parts of the asymptotic conditions (51) and (52). However, (for the
pure Coulomb interaction) φ̃±k alone is a solution to the original Schrödinger
equation

(ε− h)φ̃±k (r) = 0. (55)

Consequently, the corresponding scattered wave ψ̃sc±
k is a solution as well.

At the same time, since φ̃±k and ψ̃sc±
k are both irregular solutions they are

not eigenfunctions of the Hamiltonian h. Thus, as a result of separation (53)
the original Schrödinger equation for ψ±k splits into two equations making it
impossible to single out uniquely the important surface-integral components
in the full solution. Therefore representation (53) is not a satisfactory starting
point. It also leads to other anomalies associated with the Coulomb problem.
In particular, using Eq. (55) one can demonstrate that the Coulomb wave
function is a solution to a homogeneous Lippmann-Schwinger equation [58].

On the other hand, as the form of Eqs. (51) and (52) suggest, the leading order
terms in the asymptotic region already contain all the scattering information
we want. The next order terms simply repeat this information. Therefore, all
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we need for extracting the scattering amplitude is the leading-order asymptotic
term of the scattered wave ψsc±

k . Therefore, let us denote the leading-order
incident wave in Eqs. (51) and (52) as

φ
(0)±
k (r) = eik·r±iγ ln(kr∓k·r), (56)

and single it out in ψ±k according to

ψ±k (r) = φ
(0)±
k (r) + ψsc±

k (r). (57)

It is sufficient to know that ψsc+
k and ψsc−

k asymptotically behave as

ψsc+
k (r)

r→∞∼ O
(
φ

(0)+
k (r)/r

)
+ f(k̂ · r̂)

eikr−iγ ln(2kr)

r
[1 + O(1/r)] (58)

and

ψsc−
k (r)

r→∞∼ O
(
φ

(0)−
k (r)/r

)
+ f ∗(−k̂ · r̂)

e−ikr+iγ ln(2kr)

r
[1 + O(1/r)]. (59)

Thus the splitting according to Eq. (57) represents the logical fact that the
unscattered incident wave is coming from infinity and should be taken in a
form valid at asymptotically large distances.

With these prerequisites repeating the algebra of the previous subsection we
get

tprior(k′,k) = lim
r0→∞

〈ψ−k′|(h− ε)φ
(0)+
k 〉r0

, (60)

tpost(k′,k) = lim
r0→∞

〈(h− ε)φ
(0)−
k′ |ψ+

k 〉r0
. (61)

Here, as in Eqs.(17) and (18), the two integrals containing ε− V cancel each
other. One can argue that such integrals diverge unless V is short ranged.
This is true but only for the whole space. The canceled integrals are over the
limited space and are finite. This emphasizes the whole idea behind working
in a limited space which is to make potentially divergent terms disappear.

Another difference is that while evaluating integrals similar to those we had
in Eq. (24) we use an asymptotic form of the distorted plane waves φ

(0)±
k (r)

[17]:

17



eik·r±iγ ln(kr∓k·r) r→∞−→ 2π

ikr

[
eikr−iγ ln(2kr)δ(k̂ − r̂)− e−ikr+iγ ln(2kr)δ(k̂ + r̂)

]
.

(62)

The physical meaning of this replacement is quite obvious: the distorted plane
waves correspond to two different fluxes of particles; two particles approaching
each other are represented by the incoming wave and particles going away from
each other are described by the outgoing wave. In the absence of the long-range
distortion Eq. (62) transforms to the familiar asymptotic form of the plane
wave (Eq. (25)). We will address the question of the usage of the replacement
in Sect. 5.

Are the results given above consistent with conventional potential scattering
theory for short-range interactions? The existing formulation of scattering
theory relies on the condition that interaction V (r) decreases faster than the
Coulomb interaction when r →∞ [γ = 0 in Eqs. (51) and (52)], so that

φ
(0)±
k (r) → φk(r) = eik·r. (63)

Therefore, our results transform to Eqs. (28) and (32) which, in the light of
Eqs. (1) and (43), further reduce to Eqs. (44) and (45) in agreement with
the standard definitions of the T-matrix. Obviously, when interaction V has a
tail which does not disappear at infinity, φ

(0)+
k does not satisfy the Helmholtz

equation (1), and consequently Eq. (43) is not valid. As a result conventional
definitions become invalid for Coulomb–like potentials.

On the other hand, when the interaction is purely Coulomb (V S = 0), we can
proceed further with analytical methods. Then we have

(h− ε)φ
(0)±
k (r) =

γ2k

µr(kr ∓ k · r)
φ

(0)±
k (r). (64)

Therefore, Eqs. (60) and (61) transform to

tprior(k′,k) = 〈ψ−k′ |
γ2k

µr(kr − k · r)
|φ(0)+

k 〉, (65)

tpost(k′,k) = 〈φ(0)−
k′ | γ2k

µr(kr + k · r)
|ψ+

k 〉. (66)

Here ψ±k are the well known Coulomb waves (see, e.g. Ref. [10])

ψ±k (r) = eik·re−πγ/2Γ(1± iγ)1F1(∓iγ, 1,±ikr − ik · r), (67)
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with 1F1 being the usual confluent hypergeometric function. The matrix ele-
ments in Eqs. (65) and (66) have been evaluated in Ref. [59] in closed form
and lead to

tprior(k′,k)≡ tpast(k′, k) =
4πz1z2

|k′ − k|2
Γ(1 + iγ)

Γ(1− iγ)

[
4k2

|k′ − k|2
]iγ

, (68)

which is the well-known on-shell Coulomb T-matrix. This gives additional
support for the new definitions of the T-matrix.

2.4 Surface integrals in the offshell case

Before moving to the three-body problem let us investigate the surface in-
tegrals in the off-shell case. When ε 6= ε′ subtraction of Eq. (16) from (15)
gives

〈ψ−k′ |(ε− h)ψsc+
k 〉r0

− 〈(ε′ − h)ψ−k′|ψsc+
k 〉r0

= 〈ψ−k′|(h− ε)φk〉r0
, (69)

which can be written as

(ε− ε′)〈ψ−k′|ψsc+
k 〉r0

−
[
〈ψ−k′|h0ψ

sc+
k 〉r0

− 〈h0ψ
−
k′|ψsc+

k 〉r0

]

= 〈ψ−k′|(h− ε)|φk〉r0
. (70)

If we let r0 → ∞ on both sides of the equation the term on the RHS would
represent an off-shell extension of t(k′,k) according to our definition (28).
The second term on the LHS can be written as a surface integral. It has been
evaluated as r0 → ∞ and shown to reduce to (26). Consider the first term.
Using Eq. (11) we can write it as

(ε− ε′) lim
r0→∞

〈ψ−k′|ψsc+
k 〉r0

= (ε− ε′) lim
r0→∞

〈ψ−k′|ψ+
k − φk〉r0

= (ε′ − ε) lim
r0→∞

〈ψ−k′|φk〉r0
. (71)

The fact that limr0→∞ 〈ψ−k′|ψ+
k 〉r0

= 0 when ε 6= ε′ becomes evident when Eq.
(9) is referred to. As we can see the first term on the LHS of Eq. (70) is
proportional to the Fourier transformation of ψ−∗k′ (r) as r0 →∞.

Conclusion is that in the off-shell case the amplitude cannot take a purely
surface-integral form, though some part of the amplitude can still be written as
a surface integral. The term

[
〈ψ−k′|h0ψ

sc+
k 〉 − 〈h0ψ

−
k′|ψsc+

k 〉
]
which is the r0 →∞

limit of the term in the square brackets in Eq. (70), may seem a ”ghost” surface
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integral (i.e., equal to zero). However, Eq. (26) suggests that this integral
does exist. Since k 6= k′ it becomes infinitely oscillatory function as r0 →
∞. Therefore, if this surface-integral part comes inside another (external)
integral over k′, like it does in the integral equation or the formal solution
for the wavefunction, then it kills the integral everywhere except the point of
the singularity (the on-shell point) while itself transforming into the physical
scattering amplitude at the singularity. In other cases such an external integral
can only survive at a point where the integrand has a stationary phase, if there
is any.

In this connection we also emphasize that if off-shell surface integrals are used
in the Trojan Horse method in nuclear physics they are capable of nullifying
the final result. This and other related points will be discussed elsewhere [60].

3 Three-body scattering problem

3.1 Asymptotic boundary conditions

Let us consider a system of three particles of mass mα and charge zα, α =
1, 2, 3. We use a system of Jacobi coordinates where rα is the relative co-
ordinate, and kα is the relative momentum, between particles β and γ, ρα

is the relative coordinate of the center of mass of the pair (β, γ) and par-
ticle α, with qα being the canonically conjugate relative momentum. The
corresponding reduced masses are denoted by µα = mβmγ/(mβ + mγ) and
Mα = mα(mβ + mγ)/(mα + mβ + mγ). Here and throughout the paper,
β, γ = 1, 2, 3, α 6= β 6= γ. In addition, we use n and m to specify a full
set of quantum numbers of a state in a particular grouping (arrangement).
For further reference we note that

rβ = − µα

mγ

rα − εβαρα , ρβ = εβα
µβ

Mα

rα − µβ

mγ

ρα (72)

and

kβ = − µβ

mγ

kα − εβα
µα

Mβ

qα , qβ = εβαkα − µα

mγ

qα , (73)

where εβα = −εαβ is the antisymmetric symbol, with εβα = 1 for (βα) being
a cyclic permutation of (1, 2, 3), and εαα = 0.

We introduce a hyperradius in the six-dimensional configurations space ac-
cording to
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R =

(
µα

µ
r2
α +

Mα

µ
ρ2

α

)1/2

, (74)

where µ is an arbitrary mass constant introduced for convenience so that the
hyperradius has units of length 2 , and a five-dimensional hyperangle

ω = (r̂α, ρ̂α, ϕα) (75)

with

ϕα = arctan

[(
µα

Mα

)1/2 rα

ρα

]
, 0 ≤ ϕα ≤ π/2. (76)

Consider now scattering of particle α with incident momentum qαn off a bound
pair (β, γ) in initial state φαn(rα) of energy Eαn. Here n denotes a full set of
quantum numbers of the bound state (β, γ) in channel α. Assume that the
energy of the projectile q2

αn/2Mα is enough to break up the target. Thus we
are interested in

α + (β, γ)→





α + (β, γ)

β + (γ, α)

α + β + γ

(77)

which we call 2 → 3 processes. Note that there are two possible rearrange-
ment channels (β+(γ, α)). In order to find the amplitudes of direct scattering,
rearrangement and breakup in this collision we need the total scattering wave-
function developed from the initial channel αn and three different asymptotic
wavefunctions corresponding to three final-state channels. The same ampli-
tudes can be found in the so-called prior forms as well, which requires the
knowledge of the other three types of the total scattering wavefunctions being
developed to three different final state wavefunctions. Thus, in any case, we
need to specify a set of four total scattering wavefunctions together with their
corresponding asymptotic forms in all relevant asymptotic domains. In order
to specify these boundary conditions we should first define asymptotic do-
mains. There are two distinct types of asymptotic domains. Let us call Ω0 the
asymptotic domain, where all interparticle distances are large, i.e, rα → ∞,
ρα → ∞, so that rα/ρα is non-zero. In addition, we call Ωα the asymptotic
regime, where ρα →∞, however rα satisfies the constraint rα/ρα → 0.

2 As it will be seen later, the final results do not depend on this complementary
constant.
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The total three-body wavefunction describing the 2 → 3 processes satisfies
the Schrödinger equation

(E −H)Ψ+
αn(rα,ρα) = 0, (78)

with outgoing-wave boundary conditions, where H = H0+V is the three-body
Hamiltonian, and where H0 = −∆rα/2µα−∆ρα/2Mα is the free Hamiltonian
and V = v + Vα(rα) + Vβ(rβ) + Vγ(rγ) is the full interaction, including the
possibility of a three-body interaction potential v. We write the pair potentials
as

Vα(rα) = V S
α (rα) + V C

α (rα), V C
α (rα) =

zβzγ

rα

, (79)

with V C
α (V S

α ) being the Coulomb (short-range) interaction between particles
β and γ. E = Eαn + q2

αn/2Mα = k2
α/2µα + q2

α/2Mα is the total energy of the
system.

Index αn of the total wavefunction Ψ+
αn is referring to the fact that the wave-

function is being developed from the initial two-fragment channel αn. It is
convenient to split the wavefunction Ψ+

αn into the initial-channel wave Φ+
αn

and scattered wave Ψsc+
αn :

Ψ+
αn(rα,ρα) = Φ+

αn(rα,ρα) + Ψsc+
αn (rα,ρα), (80)

where the initial-channel wave is also separable and given by

Φ+
αn(rα, ρα) = χ+

αn(ρα)φαn(rα). (81)

The two-body bound state in the initial channel is determined from

(
1

2µα

∆rα − Vα(rα) + Eαn

)
φαn(rα) = 0. (82)

The wavefunction describing the relative motion of two clusters in the initial
channel is given by 3

3 Often in the literature this wavefunction is taken as the scattering state of two
clusters in the initial channel satisfying the equation

(
1

2Mα
∆ρα − Uα(ρα) +

q2
αn

2Mα

)
χ+

αn(ρα) = 0,

with the outgoing-wave boundary condition. Here Uα(ρα) describes the interaction
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χ+
αn(ρα) = eiqαn·ρα+iη̄α/qαn ln(qαnρα−qαn·ρα)[1 + O(1/ρα)] (83)

where

η̄α = zα(zβ + zγ)Mα. (84)

The complete and unambiguous asymptotic conditions for the solution of Eq.
(78) with outgoing waves have been derived in [50,51]. In Ω0 the scattered
wave Ψsc+

αn should satisfy the following asymptotic boundary conditions 4

Ψsc+
αn (rα,ρα)

Ω0−→ 1

(2π)5/2

(µαMα)3/2

µ2
T

(
µα

µ

κ

R
rα,

Mα

µ

κ

R
ρα

)

× κ3/2

R5/2
eiκR−iλ0 ln(2κR)−iσ0+iπ/4, (85)

where T is the amplitude for breakup of bound state αn (see [51]), κ =
(2µE)1/2 and

λ0 =
1

κ

∑

ν=1,2,3

(
µ

µν

)1/2
ην

sin ϕν

, (86)

σ0 =
2

κ

∑

ν=1,2,3

(
µ

µν

)1/2
ην ln(sin ϕν)

sin ϕν

, (87)

ηα = zβzγµα. (88)

of the incident particle α with the c.m. of the bound subsystem (β, γ) and is written
as

Uα(ρα) = Vβ(ρα) + Vγ(ρα).

This is an attempt to give to χ+
αn(ρα) more meaning than it is supposed to have. In

order to make our point clear, let us assume that there is no Coulomb interaction
between the cluster. Then for their relative motion we would use the simple plane
wave rather than the scattering state. Though for the purpose of derivations given
in the subsequent sections this choice is inessential, it may affect calculations of
the total wavefunction in direct numerical methods. Therefore, the scattering am-
plitudes extracted from it may change unless the surface-integral representations
given in the following sections of this work are used.
4 Here we give only the leading order terms without three-body correlation and
multiple scattering effects which are of higher order. In principle, all the derivations
can be done with these terms included, however this does not change the final
results.
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In Ωα we have [51]

Ψsc+
αn (rα,ρα)

Ωα−→ 1

(2π)5/2

(µαMα)3/2

µ2
T

(
µα

µ

κ

R
rα,

Mα

µ

κ

R
ρα

)

× κ3/2

R5/2
ψ−α

(
µα

µ

κ

R
rα, rα

)
eiκR−iλα ln(2κR)−iσα+iπ/4

−Mα

2π

∑
m

F (qαmρ̂α, qαn)

×eiqαmρα

ρα

e−iη̄α/qαm ln(2qαmρα)φαm(rα), (89)

where F is the amplitude for transition from channel αn into another two-
fragment channel state αm within the same arrangement (elastic scattering
and direct excitation),

λα =
1

κ

∑

ν=β,γ

(
µ

µν

)1/2
ην

sin ϕν

, (90)

σα =
2

κ

∑

ν=β,γ

(
µ

µν

)1/2
ην ln(sin ϕν)

sin ϕν

. (91)

The wavefunction ψ−α (kα, rα) satisfies the equation

[
1

2µα

∆rα + i
1

µα

kα∇rα − Vα(rα)

]
ψ−α (kα, rα) = 0. (92)

In other words, {φαn(rα), eikα·rαψ−α (kα, rα)} is a complete orthonormal set of
wavefunctions describing the state of the pair of particles β and γ, interacting
via the potential given by the sum of the Coulomb and short-range potentials
Vα = V C

α + V S
α . We emphasize that the continuum part eikα·rαψ−α (kα, rα)

has the incoming-wave boundary condition. The momentum of the scattered
particle α relative to the bound pair (β, γ) in state m is given by

qαm = [2Mα(E − Eαm)]1/2. (93)

In Ωβ we have [51]

Ψsc+
αn (rα,ρα)

Ωβ−→ 1

(2π)5/2

(µβMβ)3/2

µ2
T

(
µβ

µ

κ

R
rβ,

Mβ

µ

κ

R
ρβ

)
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× κ3/2

R5/2
ψ−β

(
µβ

µ

κ

R
rβ, rβ

)
eiκR−iλβ ln(2κR)−iσβ+iπ/4

−Mβ

2π

∑
m

G(qβmρ̂β, qαn)

×eiqβmρβ

ρβ

e−iη̄β/qβm ln(2qβmρβ)φβm(rβ), (94)

where G is the amplitude for transition from channel αn into two-fragment
channel state βm with rearrangement.

We now consider another scattering process which may take place within the
same three-body system at the same total energy E, but the one where in
the initial channel (in the time-reversed picture this will be the final state) all
three particles are in the continuum

α + β + γ→





α + (β, γ)

β + (γ, α)

α + β + γ

(95)

which we call a 3 → 3 scattering. The wavefunction Ψ−
0 describing this process

is also an eigenstate of the same Hamiltonian H, i.e.

(E −H)Ψ−
0 (rα,ρα) = 0, (96)

but with incoming scattered-wave boundary conditions.

In the total wavefunction Ψ−
0 (rα, ρα) we separate the part describing the un-

scattered state of three free particles, denoted Φ−
0 (rα, ρα) and which Ψ−

0 is
being developed to (in the absence of the Coulomb interaction this would
simply be the three-body plane wave),

Ψ−
0 (rα,ρα) = Φ−

0 (rα,ρα) + Ψsc−
0 (rα,ρα). (97)

The unscattered Coulomb-distorted three-body state Φ−
0 (rα, ρα) in Ω0 was

given by [61] and has the form of the three-body plane wave distorted by the
long-range Coulomb interaction between all three pairs of particles:

Φ−
0 (rα,ρα)

Ω0−→ eikα·rα+iqα·ρα
∏

ν=1,2,3

e−iην/kν ln ζ(kν ,rν), (98)

where
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ζ(kα, rα) = kαrα + kα · rα. (99)

In this domain the scattered part of the total wavefunction Ψsc−
0 has the

following boundary condition [52]

Ψsc−
0 (rα,ρα)

Ω0−→ 1

(2π)5/2

(µαMα)3/2

µ2
T̃

(
µα

µ

κ

R
rα,

Mα

µ

κ

R
ρα

)

× κ3/2

R5/2
e−iκR+iλ0 ln(2κR)+iσ0−iπ/4, (100)

where T̃ is the amplitude of 3 → 3 scattering.

In Ωα domain the incident three-body state Φ−
0 is written [53], in the leading

order, as 5

Φ−
0 (rα,ρα)

Ωα−→ eikα·rα+iqα·ραψ−α (kα, rα)
∏

ν=β,γ

e−iην/kν ln ζ(kν ,rν), (101)

and

Ψsc−
0 (rα,ρα)

Ωα−→ 1

(2π)5/2

(µαMα)3/2

µ2
T̃

(
µα

µ

κ

R
rα,

Mα

µ

κ

R
ρα

)
κ3/2

R5/2

×ψ−α

(
µα

µ

κ

R
rα, rα

)
e−iκR+iλα ln(2κR)+iσα−iπ/4

−Mα

2π

∑
n

F̃ (qαnρ̂α)
e−iqαnρα

ρα

eiη̄α/qαn ln(2qαnρα)φαn(rα),(102)

where F̃ is the amplitude for recombination of three free particles into a two-
fragment channel state αn [52].

In the Ωβ domain the unscattered three-body state Φ−
0 and the scattered

part Ψsc−
0 have the asymptotic forms similar to (101) and (102), with index α

replaced by β.

Thus we have fully specified two total scattering wavefunctions corresponding
to outgoing and incoming wave boundary conditions Ψ+

αn and Ψ−
0 and have

given their asymptotic forms in each asymptotic domain. The remaining two
wavefunctions Ψ−

αm and Ψ−
βm both having incoming-wave boundary condition

should develop to final states αm and βm, respectively. Therefore, they are
obtained from Ψ+

αn with complex conjugation and simultaneous reversal of all
momenta [56] (similar to Eq. (9)). We obtain various asymptotic forms of Ψ−

αm

and Ψ−
βm from the corresponding forms of Ψ+

αn in the same way.

5 For more detailed wavefunctions with higher-order terms see [53,62,63]
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A comment about the different scattering wavefunctions used in this work is
appropriate. As mentioned above, wavefunctions Ψ−

0 and Ψ+
αn are in fact two

forms of the total scattering wavefunction of the three-body system, having
two different starting points (boundary conditions). However, for breakup, it is
particularly important to clearly understand the differences in the continuum
parts of the asymptotic forms of the total scattering wavefunctions Ψ+

αn and
Ψ−

0 . Often in the literature the asymptotic form of Ψsc+
αn in Ω0, that is the scat-

tered part of Ψ+
αn, and wavefunction Φ−

0 , which is the unscattered part of Ψ−
0

are called two versions (the plane-wave and spherical-wave) of “one asymptotic
wavefunction” as if they were equivalent or represented the same function. Pe-
terkop [64] claimed that asymptotically they should coincide. This is not right.
Function Φ−

0 represents the initial unscattered state of the three “free” (un-
bound) Coulomb particles, i.e. the Coulomb-modified three-body plane wave.
Apart from the modification of the plane wave due to the long-range Coulomb
interaction between the three pairs, there is no scattering information in this
wavefunction. It is a state where the total scattering wavefunction Ψ−

0 ends
up developing to in the time reversed picture. In contrast, wavefunction Φsc+

αn

is formed when the scattering takes place and describes the breakup event.
Therefore, by definition, it should carry information about the breakup of the
initial bound state and has a form of the outgoing spherical scattered wave.
From Eqs. (100) and (102) we see that Ψ−

0 also has a spherical scattered part
(containing information about the 3 → 3 process) of the same order as in
the asymptotic form of Ψsc+

αn , however it is suppressed by the stronger contin-
uum term Φ−

0 . In other words, Φ−
0 and the asymptotic form of Φ+

αn in Ω0 are
completely different functions. Therefore, an attempt to unify the three-body
plane wave and the spherical scattered wave carrying away the information
about what happened during the collision is not justified.

3.2 Coulomb breakup amplitude in prior form

In this section we use Ψ+
αn and Ψ−

0 as starting points to derive amplitudes for
different scattering processes. For this we need an incomplete inner product
in the six-dimensional configuration space. An inner product of two arbitrary
functions Ψi and Ψf in the space of functions describing various states and
arrangements in a three-body system is written as a six-dimensional volume
integral

〈Ψf |Ψi〉=
∫

drαdραΨ∗
f (rβ, ρβ)Ψi(rα,ρα). (103)

As in the case of the two-body problem in scattering with three particles
we deal with non-square-integrable functions. Therefore, the inner product
defined above can be unbounded. In order to avoid difficulties associated with
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this fact, let us introduce an incomplete inner product according to

〈Ψf |Ψi〉R0
=

∫

R≤R0

drαdραΨ∗
f (rβ, ρβ)Ψi(rα,ρα), (104)

where the integration is limited to the volume of a six-dimensional hypersphere
of radius R0.

Taking into account Eq. (80) we can write Eq. (78) as

(E −H)Ψsc+
αn (rα,ρα) = (H − E)Φ+

αn(rα,ρα). (105)

Let us multiply Eq. (105) by Ψ−∗
0 (rα,ρα) from the left and integrate the result

over the volume of a hypersphere of radius R0:

〈Ψ−
0 |(E −H)Ψsc+

αn 〉R0
= 〈Ψ−

0 |(H − E)Φ+
αn〉R0

. (106)

We also have

〈(E −H)Ψ−
0 |Ψsc+

αn 〉R0
= 0, (107)

which is true for any R0 simply due to Eq. (96). Now we subtract Eq. (107)
from (106) to get

〈Ψ−
0 |(E −H)Ψsc+

αn 〉R0
− 〈(E −H)Ψ−

0 |Ψsc+
αn 〉R0

= 〈Ψ−
0 |(H − E)Φ+

αn〉R0
.

(108)

Despite of the fact that both Ψ−
0 and Ψsc+

αn are non-L2 functions, terms of the
form 〈Ψ−

0 |(E − V )|Ψsc+
αn 〉R0

are finite due to the limited space (regardless of
the long-range nature of the potential). Therefore, canceling them we get

−〈Ψ−
0 |H0Ψ

sc+
αn 〉R0

+ 〈H0Ψ
−
0 |Ψsc+

αn 〉R0
= 〈Ψ−

0 |(H − E)Φ+
αn〉R0

. (109)

Now we will investigate the limit of this equation as R0 →∞

lim
R0→∞

[
−〈Ψ−

0 |H0Ψ
sc+
αn 〉+ 〈H0Ψ

−
0 |Ψsc+

αn 〉
]
R0

= lim
R0→∞

〈Ψ−
0 |(H − E)Φ+

αn〉R0
.

(110)

What does limR0→∞ 〈Ψ−
0 |(H − E)Φ+

αn〉R0
on the RHS of Eq. (110) represent?

As in the two-body case, the meaning of this quantity will become clear when
we evaluate the limit of the LHS of the equation.

28



Parameter R0 can go to infinity with the system being in Ω0 or Ωα, α = 1, 2, 3.
An essential feature of the term on the LHS of Eq. (110) is that it is easily
transformed into an integral over the hypersurface of radius R0 so that the
result depends only on the behavior of the wavefunctions on this surface. For
this integral the knowledge of the wavefunctions anywhere inside the surface is
not required. Then it can be evaluated using the asymptotic forms of the wave-
functions, given in the previous subsection, in the corresponding asymptotic
domain.

Let us start from Ω0 domain. If R0 →∞ in Ω0 then for the LHS of Eq. (110)
we have

LHS = lim
R0→∞

∫

R≤R0

drαdρα

×
[
−Ψ−∗

0 (rα,ρα)H0Ψ
sc+
αn (rα,ρα) + Ψsc+

αn (rα,ρα)H0Ψ
−∗
0 (rα,ρα)

]

=
µ3

(µαMα)3/2
lim

R0→∞
R5

0

∫
dr̂αdρ̂α

π/2∫

0

dϕα sin2 ϕα cos2 ϕα

× 1

2µ

[
Ψ−∗

0 (rα,ρα)
∂

∂R
Ψsc+

αn (rα,ρα)

− Ψsc+
αn (rα,ρα)

∂

∂R
Ψ−∗

0 (rα,ρα)

]

R=R0

. (111)

Here we first transformed H0 into (R,ω)-variables and then made use of
Green’s theorem to transform the volume integral into the surface integral.
Now using Eq. (85) for Ψsc+

αn and Eqs. (97) , (98) and (100) for Ψ−
0 and per-

forming differentiation we get from Eq. (111), in the leading order,

LHS =
1

2

µ2

(µαMα)3/2
lim

R0→∞
R5

0

∫
dr̂αdρ̂α

π/2∫

0

dϕα sin2 ϕα cos2 ϕα

×
[
Φ−∗

0 (rα,ρα)
∂

∂R
Ψsc+

αn (rα,ρα)

−Ψsc+
αn (rα,ρα)

∂

∂R
Φ−∗

0 (rα,ρα) + Ψsc−∗
0 (rα,ρα)

∂

∂R
Ψsc+

αn (rα,ρα)

−Ψsc+
αn (rα,ρα)

∂

∂R
Ψsc−∗

0 (rα, ρα)

]

R=R0

=
1

2

µ2

(µαMα)3/2
lim

R0→∞
R5

0

∫
dr̂αdρ̂α

π/2∫

0

dϕα sin2 ϕα cos2 ϕα

×
[
i

(
κ +

√
µ

µα

kα · r̂α sin ϕα +

√
µ

Mα

qα · ρ̂α cos ϕα

)

29



×Φ−∗
0 (rα,ρα)Ψsc+

αn (rα,ρα)

+ i(κ− κ)Ψsc−∗
0 (rα,ρα)Ψsc+

αn (rα,ρα)
]
R=R0

. (112)

For brevity in the last equation we kept the short notations for the wave-
functions, however, here their asymptotic forms are assumed. As we can see
the second term in the square brackets disappears. For the two plane waves
present in Φ−

0 we use their asymptotic forms. Then we have

LHS =
2π2

ikαqα

µ

(µαMα)
lim

R0→∞
R3

0

π/2∫

0

dϕα sin ϕα cos ϕα

×
{(

κ +

√
µ

µα

kα sin ϕα +

√
µ

Mα

qα cos ϕα

)

× exp

[
−i

√
µ

µα

kαR0 sin ϕα − i

√
µ

Mα

qαR0 cos ϕα

]

× ∏

ν=1,2,3

exp

[
iην

kν

ln ζ(kν ,

√
µ

µν

R0 sin φνk̂ν)

]

×Ψsc+
αn

(√
µ

µα

R0 sin ϕαk̂α,

√
µ

Mα

R0 cos ϕαq̂α

)

+

(
κ−

√
µ

µα

kα sin ϕα −
√

µ

Mα

qα cos ϕα

)

× exp

[
i

√
µ

µα

kαR0 sin ϕα + i

√
µ

Mα

qαR0 cos ϕα

]

× ∏

ν=1,2,3

exp

[
iην

kν

ln ζ(kν ,−
√

µ

µν

R0 sin φνk̂ν)

]

×Ψsc+
αn

(
−

√
µ

µα

R0 sin ϕαk̂α,−
√

µ

Mα

R0 cos ϕαq̂α

)

+

(
κ +

√
µ

µα

kα sin ϕα −
√

µ

Mα

qα cos ϕα

)

× exp

[
−i

√
µ

µα

kαR0 sin ϕα + i

√
µ

Mα

qαR0 cos ϕα

]

× ∏

ν=1,2,3

exp

[
iην

kν

ln ζ(kν ,

√
µ

µν

R0 sin φνk̂ν)

]

×Ψsc+
αn

(√
µ

µα

R0 sin ϕαk̂α,−
√

µ

Mα

R0 cos ϕαq̂α

)

+

(
κ−

√
µ

µα

kα sin ϕα +

√
µ

Mα

qα cos ϕα

)

30



× exp

[
i

√
µ

µα

kαR0 sin ϕα − i

√
µ

Mα

qαR0 cos ϕα

]

× ∏

ν=1,2,3

exp

[
iην

kν

ln ζ(kν ,−
√

µ

µν

R0 sin φνk̂ν)

]

× Ψsc+
αn

(
−

√
µ

µα

R0 sin ϕαk̂α,

√
µ

Mα

R0 cos ϕαq̂α

)}
.

(113)

This is an extremely (in fact - infinitely) oscillatory integral as R0 → ∞ and
therefore, only points of stationary phase in ϕα, if there are any, should con-
tribute to the integral. The first two terms within the braces have a common

stationary-phase point at sin ϕα =
√

µ/µαkα/κ where cos ϕα =
√

µ/Mαqα/κ.
However, the second term is identically zero at the stationary point. The third
and fourth terms of the integrand have no stationary points and, therefore,
do not contribute to the integral. Thus we have to evaluate

LHS =
1

ikαqα

1

2
√

2π

(µαMα)1/2

µ
κ3/2

× lim
R0→∞

R
1/2
0

π/2∫

0

dϕα sin ϕα cos ϕαeiκR0−iλ0 ln(2κR0)−iσ0+iπ/4

×
(
κ +

√
µ

µα

kα sin ϕα +

√
µ

Mα

qα cos ϕα

)

× exp

[
−i

√
µ

µα

kαR0 sin ϕα − i

√
µ

Mα

qαR0 cos ϕα

]

× ∏

ν=1,2,3

exp

[
iην

kν

ln

(
2

√
µ

µν

R0 sin φνkν

)]

×T

(√
µα

µ
κ sin ϕαk̂α,

√
Mα

µ
κ cos ϕαq̂α

)
, (114)

where we used Eq. (85). Calculating the remaining integral by means of the
stationary-phase method [65] we arrive at

LHS =
1

i
√

2π
T (kα, qα) κ1/2 lim

R0→∞
R

1/2
0 eiκR0+iπ/4

×
π/2∫

0

dϕα exp

[
−i

√
µ

µα

kαR0 sin ϕα − i

√
µ

Mα

qαR0 cos ϕα

]

=
1

i
√

2π
T (kα, qα) κ1/2 lim

R0→∞
R

1/2
0 eiκR0+iπ/4

√
2π

κR0

e−iκR0+iπ/4
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= T (kα, qα) . (115)

Thus we get that the LHS of Eq. (110) is in fact equal to T (kα, qα). Therefore,
at least in Ω0 domain Eq. (110) is written as

T (kα, qα) = lim
R0→∞

〈Ψ−
0 |(H − E)Φ+

αn〉R0
. (116)

In other words, if scattering takes place into Ω0 domain then expression
limR0→∞ 〈Ψ−

0 |(H − E)Φ+
αn〉R0

represents nothing else but the breakup am-
plitude.

If after the collision the products of scattering turn out to be back in Ωα or
in Ωβ domains then we have to differentiate whether all three particles are
in continuum or just one is. If all three are in continuum then in similar way
we used for Ω0 we can show that limR0→∞ 〈Ψ−

0 |(H −E)Φ+
αn〉 again represents

the breakup amplitude. Thus, Eq. (116) defines the breakup amplitude in all
asymptotic domains.

3.3 Amplitudes for direct and rearrangement scattering in prior form

Another scenario is when after the collision the products of scattering form
a two-fragment channel. Then instead of Ψ−

0 we will need the total scatter-
ing wavefunction which develops into the wavefunction of this two-fragment
channel. We start from Ωα domain which corresponds to direct scattering. In
this case the total scattering wavefunction we need is Ψ−

αm.

Let us multiply Eq. (105) by Ψ−∗
αm(rα,ρα) from the left and integrate the result

over the volume of a hypersphere of radius R0:

〈Ψ−
αm|(E −H)Ψsc+

αn 〉R0
= 〈Ψ−

αm|(H − E)Φ+
αn〉R0

. (117)

We also need

〈(E −H)Ψ−
αm|Ψsc+

αn 〉R0
= 0. (118)

Now we subtract Eq. (118) from (117)

〈Ψ−
αm|(E −H)Ψsc+

αn 〉R0
− 〈(E −H)Ψ−

αm|Ψsc+
αn 〉R0

= 〈Ψ−
αm|(H − E)Φ+

αn〉R0
, (119)

which, for the same reasons as Eq. (108), reduces to
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−〈Ψ−
αm|H0Ψ

sc+
αn 〉R0

+ 〈H0Ψ
−
αm|Ψsc+

αn 〉R0
= 〈Ψ−

αm|(H − E)Φ+
αn〉R0

. (120)

We will again investigate the limit of this equation as R0 →∞

lim
R0→∞

[
−〈Ψ−

αm|H0Ψ
sc+
αn 〉+ 〈H0Ψ

−
αm|Ψsc+

αn 〉
]
R0

= lim
R0→∞

〈Ψ−
αm|(H − E)|Φ+

αn〉R0
. (121)

Since this time R0 →∞ in Ωα then for the LHS of Eq. (121) we have

LHS = lim
R0→∞

∫

R≤R0

drαdρα

×
[
−Ψ−∗

αm(rα,ρα)H0Ψ
sc+
αn (rα,ρα) + Ψsc+

αn (rα,ρα)H0Ψ
−∗
αm(rα,ρα)

]

=
1

2Mα

lim
R0→∞

R2
0

∫
drαdρ̂α

[
Ψ−∗

αm(rα,ρα)
∂

∂ρα

Ψsc+
αn (rα,ρα)

−Ψsc+
αn (rα,ρα)

∂

∂ρα

Ψ−∗
αm(rα, ρα)

]

ρα=R0

. (122)

Here we transformed only one of the volume integrals into the surface integral
(the other two-body space is limited).

As we mentioned earlier the asymptotic forms of the wavefunction Ψ−
αm are

obtained from those of Ψ+
αn with complex conjugation and simultaneous re-

versal of directions of all momenta. In particular the unscattered part of Ψ−
αm

(we split Ψ−
αm according to Ψ−

αm = Φ−
αm + Ψsc−

αm) is given as

Φ−
αm(rα,ρα) = χ−αm(ρα)φαm(rα). (123)

Using the asymptotic forms of the wavefunctions and performing differentia-
tion we get from Eq. (122), in the leading order,

LHS =
1

2Mα

lim
R0→∞

R2
0

∫
drαdρ̂α

×
[
−χ−∗αm(ρα)φ∗αm(rα)

∂

∂ρα

Mα

2π

∑

l

F (qαlρ̂α, qαn)

×eiqαlρα

ρα

e−iηαl/qαl ln(2qαlρα)φαl(rα)

+
Mα

2π

∑

l

F (qαlρ̂α, qαn)
eiqαlρα

ρα

e−iηαl/qαl ln(2qαlρα)φαl(rα)
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× ∂

∂ρα

χ−∗αm(ρα)φ∗αm(rα)

]

ρα=R0

. (124)

Taking into account the orthogonality of the the two-particle bound state
wavefunctions we arrive at

LHS =
1

4π
lim

R0→∞
R0

∫
dρ̂α

[
χ−∗αm(ρα)F (qαmρ̂α, qαn)

×eiqαmρα−iηαm/qαm ln(2qαmρα)(−iqαn + iqαm · ρ̂α)
]
ρα=R0

= F (qαm, qαn). (125)

In the last step we used Eq. (62) for the Coulomb-modified plane wave χ−αm

to evaluate the remaining integral. Thus we have established that Eq. (121)
is in fact written as

F (qαm, qαn) = lim
R0→∞

〈Ψ−
αm|(H − E)Φ+

αn〉R0
. (126)

In other words we have got a definition for the direct scattering (elastic and
excitation) amplitude.

Finally, taking R0 →∞ in Ωβ (i.e., the final state belongs channel channel β)
and calculating the LHS of Eq. (121) we get a definition for the amplitude of
the rearrangement scattering

G(qβm, qαn) = lim
R0→∞

〈Ψ−
βm|(H − E)Φ+

αn〉R0
. (127)

Calculations leading to this result are similar to those which lead to Eq. (126).

3.4 Scattering and breakup amplitudes for a Coulomb three-body system in
post form

In this section we derive amplitudes for various processes in the so-called post
form. Taking into account Eq. (97) we can write Eq. (96) as

(E −H)Ψsc−
0 (rα,ρα) = (H − E)Φ−

0 (rα,ρα). (128)

Let us take the complex conjugate of Eq. (128) and multiply it by Ψ+
αn(rα,ρα)

from right. Then integrating the result over the volume of a hypersphere of
radius R0 we get
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(〈(E −H)Ψsc−
0 |Ψ+

αn〉R0
= 〈(E −H)Φ−

0 |Ψ+
αn〉R0

. (129)

We also consider

〈Ψsc−
0 |(E −H)Ψ+

αn〉R0
= 0, (130)

which is again valid for any R0 due to Eq. (78). Now we subtract Eq. (130)
from (129)

〈(E −H)Ψsc−
0 |Ψ+

αn〉R0
− 〈Ψsc−

0 |(E −H)Ψ+
αn〉R0

= 〈(E −H)Φ−
0 |Ψ+

αn〉R0
, (131)

which reduces to

−〈H0Ψ
sc−
0 |Ψ+

αn〉R0
+ 〈Ψsc−

0 |H0Ψ
+
αn〉R0

= (〈Φ−
0 |(H − E))Ψ+

αn〉R0
. (132)

We again investigate the limit of this equation as R0 →∞

lim
R0→∞

[
−(〈Ψsc−

0 |H0)|Ψ+
αn〉+ 〈Ψsc−

0 |H0|Ψ+
αn〉

]
R0

= lim
R0→∞

〈(E −H)Φ−
0 |Ψ+

αn〉R0
. (133)

Calculations of the limit of the LHS of Eq. (133) are similar to those of Eq.
(110) leading to Eqs. (116), (126) and (127). Therefore, we skip the details
and simply give the final answer. Depending on whether the R0 →∞ limit is
taken in domains Ω0, Ωα or Ωβ we have

T (kα, qα) = lim
R0→∞

〈(E −H)Φ−
0 |Ψ+

αn〉R0
, (134)

F (qαm, qαn) = lim
R0→∞

〈(E −H)Φ−
αm|Ψ+

αn〉R0
, (135)

G(qβm, qαn) = lim
R0→∞

〈(E −H)Φ−
βm|Ψ+

αn〉R0
, (136)

respectively. Thus we get alternative representations for the breakup, scat-
tering and rearrangement amplitudes. These are called the post forms of the
amplitudes. In particular, the definition given in Eq. (134) resolves the long-
standing problem about the post form of the breakup amplitude mentioned
earlier.
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3.5 Surface-integral forms for the scattering amplitudes

Let us consider the post form of the breakup amplitude T post(kα, qα) given by
Eq. (134). Using Eq. (78) which is valid for any R0 we can write this as

T post(kα, qα) = lim
R0→∞

[
〈(E −H)Φ−

0 |Ψ+
αn〉+ 〈Φ−

0 |(E −H)Ψ+
αn〉

]
R0

= lim
R0→∞

[
〈H0Φ

−
0 |Ψ+

αn〉 − 〈Φ−
0 |H0Ψ

+
αn〉

]
R0

= lim
R0→∞

∫

R≤R0

drαdρα

[
Ψ+

αn(rα, ρα)H0Φ
−∗
0 (rα,ρα)

− Φ−∗
0 (rα, ρα)H0Ψ

+
αn(rα,ρα)

]
. (137)

Transforming the volume integral into a surface integral we get

T post(kα, qα) =− µ2

2(µαMα)3/2
lim

R0→∞
R5

0

∫
dr̂αdρ̂α

π/2∫

0

dϕα sin2 ϕα cos2 ϕα

×
[
Ψ+

αn(rα,ρα)
∂

∂R
Φ−∗

0 (rα, ρα)

− Φ−∗
0 (rα, ρα)

∂

∂R
Ψ+

αn(rα,ρα)

]

R=R0

. (138)

Thus the breakup amplitude in the post form is written as a five-dimensional
surface integral. In the prior form of this amplitude and also both in the
post and prior forms of scattering and rearrangement amplitudes only one
of the three-dimensional volume integrals can be transformed into a (two-
dimensional) surface integral. Consider, for instance, the prior form of the
breakup amplitude. Using Eq. (96) we get from Eq. (116)

T prior(kα, qα) = lim
R0→∞

[
〈Ψ−

0 |(H − E)Φ+
αn〉+ (〈(E −H)Ψ−

0 |Φ+
αn〉

]
R0

= lim
R0→∞

[
〈Ψ−

0 |H0Φ
+
αn〉 − 〈H0Ψ

−
0 |Φ+

αn〉
]
R0

= lim
R0→∞

∫

R≤R0

drαdρα

[
Ψ−∗

0 (rα,ρα)H0Φ
+
αn(rα,ρα)

− Φ+
αn(rα, ρα)H0Ψ

−∗
0 (rα,ρα)

]
. (139)

This can be written as

T prior(kα, qα) =− 1

2Mα

lim
R0→∞

R2
0

∫
drαdρ̂α

[
Ψ−∗

0 (rα,ρα)
∂

∂ρα

Φ+
αn(rα,ρα)
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− Φ+
αn(rα, ρα)

∂

∂ρα

Ψ−∗
0 (rα,ρα)

]

ρα=R0

. (140)

Above we took into account the fact that the surface integral in the other
two-body space is zero as rα →∞ (the function Φ+

αn falls off exponentially in
this variable). Similarly we get

F prior(qαm, qαn) = lim
R0→∞

[
〈Ψ−

αm|H0Φ
+
αn〉 − 〈H0Ψ

−
αm|Φ+

αn〉
]
R0

=− 1

2Mα

lim
R0→∞

R2
0

∫
drαdρ̂α

×
[
Ψ−∗

αm(rα,ρα)
∂

∂ρα

Φ+
αn(rα,ρα)

− Φ+
αn(rα,ρα)

∂

∂ρα

Ψ−∗
αm(rα,ρα)

]

ρα=R0

, (141)

Gprior(qβm, qαn) = lim
R0→∞

[
〈Ψ−

βm|H0|Φ+
αn〉 − (〈Ψ−

βm|H0)|Φ+
αn〉

]
R0

=− 1

2Mα

lim
R0→∞

R2
0

∫
drαdρ̂α

×
[
Ψ−∗

βm(rα,ρα)
∂

∂ρα

Φ+
αn(rα,ρα)

− Φ+
αn(rα,ρα)

∂

∂ρα

Ψ−∗
βm(rα, ρα)

]

ρα=R0

, (142)

and in post forms

F post(qαm, qαn) = lim
R0→∞

[
〈H0Φ

−
αm|Ψ+

αn〉 − 〈Φ−
αm|H0Ψ

+
αn〉

]
R0

=− 1

2Mα

lim
R0→∞

R2
0

∫
drαdρ̂α

×
[
Ψ+

αn(rα,ρα)
∂

∂ρα

Φ−∗
αm(rα, ρα)

− Φ−∗
αm(rα,ρα)

∂

∂ρα

Ψ+
αn(rα,ρα)

]

ρα=R0

, (143)

Gpost(qβm, qαn) = lim
R0→∞

[
〈H0Φ

−
βm|Ψ+

αn〉 − 〈Φ−
βm|H0Ψ

+
αn〉

]
R0

=− 1

2Mβ

lim
R0→∞

R2
0

∫
drβdρ̂β

×
[
Ψ+

αn(rβ, ρβ)
∂

∂ρβ

Φ−∗
βm(rβ,ρβ)

37



− Φ−∗
βm(rβ, ρβ)

∂

∂ρβ

Ψ+
αn(rβ,ρβ)

]

ρα=R0

. (144)

3.6 Conventional forms of the scattering and breakup amplitudes

Here we show consistency of the new definitions for the scattering and breakup
amplitudes with the conventional forms. In the previous subsection we gave
the prior and post forms of the breakup amplitude in surface-integral forms.
The surface integrals in Eqs. (138) and (140) are similar to those calculated in
Sec. 3.2 and 3.4. They can be calculated using the same analysis and shown to
yield the same result, i.e. the breakup amplitude. This is the proof that Eqs.
(110) and (133) are identities and that both sides of these equations represent
the breakup amplitude. The same is true for the surface-integral representa-
tions of the direct scattering and rearrangement amplitudes. Therefore, Eqs.
(116), (126) and (127) can in fact be written as

T prior(kα, qα) = 〈Ψ−
0 |(H − E)Φ+

αn〉, (145)

F prior(qαm, qαn) = 〈Ψ−
αm|(H − E)Φ+

αn〉, (146)

Gprior(qβm, qαn) = 〈Ψ−
βm|(H − E)Φ+

αn〉 (147)

and Eqs. (134)–(136) as

T post(kα, qα) = 〈(E −H)Φ−
0 |Ψ+

αn〉, (148)

F post(qαm, qαn) = 〈(E −H)Φ−
αm|Ψ+

αn〉, (149)

Gpost(qβm, qαn) = 〈(E −H)Φ−
βm|Ψ+

αn〉. (150)

We note that when the interactions between all three pairs are short ranged
then

Φ±
αn(rα, ρα)→ eiqαn·ραφαn(rα). (151)

This state satisfies the equation

(H0 + Vα − E)eiqαn·ραφαn(rα) = 0. (152)

At the same time if we have 3 particles in the final channel then

Φ−
0 (rα,ρα)→ eikα·rα+iqα·ρα , (153)

which is the solution to
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(H0 − E)eikα·rα+iqα·ρα = 0. (154)

Then in view of Eqs. (152) and (154) we would have

(H − E)Φ−
0 (rα, ρα) = V eikα·rα+iqα·ρα , (155)

(H − E)Φ±
αn(rα,ρα) = V αeiqαn·ραφαn(rα), (156)

(H − E)Φ−
βm(rβ,ρβ) = V βeiqβm·ρβφβm(rβ). (157)

where V α = V − Vα. Therefore, Eqs. (155)-(157) reduce the new generalized
forms of the amplitudes (145)-(150) to the standard definitions

T prior(kα, qα) = 〈Ψ−
0 |V α|φαn, qαn〉, (158)

F prior(qαm, qαn) = 〈Ψ−
αm|V α|φαn, qαn〉, (159)

Gprior(qβm, qαn) = 〈Ψ−
βm|V α|φαn, qαn〉 (160)

and

T post(kα, qα) = 〈qα,kα|V |Ψ+
αn〉, (161)

F post(qαm, qαn) = 〈qαm, φαm|V α|Ψ+
αn〉, (162)

Gpost(qβm, qαn) = 〈qβm, φβm|V β|Ψ+
αn〉. (163)

When the interactions have the Coulomb tail Eqs. (155)-(157) are not satisfied.
For this reason the standard definitions (158)-(163) become invalid.

In computation we suggest the usage of the scattering amplitudes as defined in
Eqs. (116), (126), (127), (134) – (136), even in case of short-range potentials.
Since these contain explicit limit operations they indicate how the amplitudes
can be calculated in practice. The various asymptotic channel wavefunctions
and scattered waves which define the relevant amplitudes are oscillatory func-
tions of R0. In some cases these waves can even be divergent. On the other
hand the amplitudes do not depend on R0. Therefore, the limiting procedure
indicates that in practical calculations the scattered waves are calculated at
reasonably large but limited space. When R0 is sufficiently large the required
amplitude becomes independent of R0. Also, the surface-integral forms of the
scattering amplitudes obtained in the previous section naturally follow from
the forms containing the limits.

3.7 Computational methods for extracting the scattering amplitudes

If we want to calculate the amplitude of 2 → 3 breakup process then it is
natural to extract it from the scattering wavefunction Ψ+

αn which describes

39



this process, though the same can be extracted from Ψ−
0 describing the time

reversed process. The same is true for direct and rearrangement scattering
amplitudes. In other words, the post form represents a more natural choice.
Therefore, let us make a few comments of practical relevance about the post
forms. Since when rα →∞ the incident part of Ψ+

αn disappears, Eq. (138) can
be written as

T post(kα, qα) =− µ2

2(µαMα)3/2
lim

R0→∞
R5

0

∫
dr̂αdρ̂α

π/2∫

0

dϕα sin2 ϕα cos2 ϕα

×
[
Ψsc+

αn (rα,ρα)
∂

∂R
Φ−∗

0 (rα,ρα)

− Φ−∗
0 (rα, ρα)

∂

∂R
Ψsc+

αn (rα,ρα)

]

R=R0

. (164)

We also can write

F post(qαm, qαn) =− 1

2Mα

lim
R0→∞

R2
0

∫
drαdρ̂α

×
[
Ψsc+

αn (rα, ρα)
∂

∂ρα

Φ−∗
αm(rα,ρα)

− Φ−∗
αm(rα,ρα)

∂

∂ρα

Ψsc+
αn (rα,ρα)

]

ρα=R0

, (165)

Gpost(qβm, qαn) =− 1

2Mβ

lim
R0→∞

R2
0

∫
drβdρ̂β

×
[
Ψsc+

αn (rβ,ρβ)
∂

∂ρβ

Φ−∗
βm(rβ,ρβ)

− Φ−∗
βm(rβ, ρβ)

∂

∂ρβ

Ψsc+
αn (rβ, ρβ)

]

ρα=R0

. (166)

However, the reason why the incident wave part of Ψ+
αn does not contribute

here is different. First of all, as R0 → ∞, due to the orthogonality of bound
state wavefunctions present in the incident waves Φ+

αn and Φ−
αm, the momenta

describing relative motion of the clusters sit on the energy shell. Then ac-
cording to the results of Sec. 2.1 the surface integral of two plane waves of
the same energy is zero. It is not difficult to show the same to be the case if
we have Coulomb-modified plane waves instead. For similar reasons, we can
replace Ψ−

0 , Ψ−
αm and Ψ+

βm by Ψsc−
0 , Ψsc−

αm and Ψsc−
βm in Eqs. (140), (141) and

(142), respectively. These replacements are not valid in volume-integral forms
where all parts of the space contribute 6 .

6 For example, it is incorrect to write T post(kα, qα) = 〈(E −H)Φ−0 |Ψsc+
αn 〉.
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What is the advantage of the surface-integral representations over the volume-
integral forms? As we can see from the surface-integral forms for the ampli-
tudes, they are ideal for full practical calculations in partial waves. E.g., let
us expand the wavefunctions in bipolar spherical harmonics of a pair of unit
vectors r̂α and ρ̂α:

Ψsc+
αn (rα,ρα) =

∑

λ

R+
λ (rα, ρα)Yλ(r̂α, ρ̂α), (167)

Φ−
0 (rα,ρα) =

∑

λ,λ′
R−

λ,λ′(kα, qα; rα, ρα)Y∗λ′(k̂α, q̂α)Yλ(r̂α, ρ̂α), (168)

where we used a combination notation λ = {lα, Lα, J,K}. The bipolar spher-
ical harmonics are defined as [66]

Ylα,Lα,J,K(r̂α, ρ̂α) =
∑

mα,Mα

CJK
lαmαLαMα

Ylα,mα(r̂α)YLα,Mα(ρ̂α), (169)

where CJK
lαmαLαMα

are the Clebsch-Gordan coefficients, lα is the angular mo-
mentum of the pair (β, γ), Lα is the angular momentum corresponding to
the relative motion of particle α relative to the pair (β, γ) and J is the total
angular momentum, mα, Mα and K are their projections, respectively. For
convenience, one can set K = 0.

Then we immediately get an expansion for the breakup amplitude:

T post(kα, qα) =
∑

λ

Tλ(kα, qα)Y∗λ(k̂α, q̂α), (170)

where Tλ are the partial breakup amplitudes defined as

Tλ(kα, qα) =− µ2

2(µαMα)3/2
lim

R0→∞
R5

0

π/2∫

0

dϕα sin2 ϕα cos2 ϕα

×
[
R+

λ (rα, ρα)
∂

∂R
R−∗

λ,λ(kα, qα; rα, ρα)

− R−∗
λ,λ(kα, qα; rα, ρα)

∂

∂R
R+

λ (rα, ρα)

]

R=R0

. (171)

Expansion (167) transforms Eq. (105) into an infinite set of two-dimensional
second-order partial differential equations for radial waves R+

λ . Then the infi-
nite set is truncated and solved in a two-dimensional (rα, ρα) lattice, e.g. using
standard numerical techniques like finite-element or finite-difference methods,
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imposing proper boundary conditions specified earlier. Thus the radial coef-
ficients R+

λ (rα, ρα) come from the solution of the Schrödinger equation. How
about radial functions R−

λ,λ(kα, qα; rα, ρα)? These are the partial waves of the
three-body plane wave. When there is no Coulomb interaction they take a
simple form

R−
λ,λ(kα, qα; rα, ρα) = (4π)2ilα+Lαjlα(kαrα)jLα(qαρα), (172)

where jl(kr) is the spherical Bessel function. When there is the Coulomb
interaction the corresponding partial waves have been given in [52]. They have
a complicated form. However, the main advantage of the surface forms is that
the asymptotic channel state wavefunctions Φ−

0 , Φ−
αm and Φ−

βm necessary for
the breakup, scattering and rearrangement amplitudes, respectively, do not
have to be exact. Moreover, they can be replaced by other suitable functions
making sure that magnitudes of the amplitudes are still calculated exactly.
The phase parts can be inserted afterwards, if necessary [67,68].

As we have emphasized, the main benefit from using the surface-integral forms
for the scattering amplitudes is that they depend only on the asymptotic be-
havior of the relevant wavefunctions but not on their values anywhere in the
limited space. Though the scattering wave Ψ+

αn is obtained in a numerical
form, in their surface-integral forms the scattering amplitudes are calculated
from this wave at asymptotically large distances. At these distances Ψ+

αn actu-
ally takes the asymptotic forms (but, of course, in numerical representation)
specified in Sect. 3.1 and the amplitudes are in fact factorized. Therefore, by
projecting the numerical wavefunction at large distances on a suitable trial
function we can get rid of all other factors except the amplitudes. This is of
course only possible due to ambiguity-free asymptotic wavefunctions given in
Sect. 3.1. Thus, the asymptotic channel state wavefunctions Φ−

0 , Φ−
αm and Φ−

βm

necessary for the breakup, scattering and rearrangement amplitudes, respec-
tively, do not have to be exact. The question is what kind of properties trial
functions, capable of replacing aforementioned three functions, should posses?

Let us assume that as a result of solving the Schrödinger equation scattering
wave Ψ+

αn (or Ψsc+
αn ) became available. First consider the way of extracting the

direct scattering amplitude. According to Eq. (143) (or Eq. (165)), in order to
extract this amplitude we need Φ−

αm of Eq. (123), or its partial waves. Consider
the following trial surface integral instead

FR0(qαm, qαn)≡
[
〈H0Φαm|Ψ+

αn〉 − 〈Φαm|H0Ψ
+
αn〉

]
R0

, (173)

(here and below we use this short volume integral as a schematic representation
of the surface integral which immediately follows it after using Green’s theorem
as in Eq. (143)) where
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Φαm = eiqαmραφαm(rα). (174)

After some algebra similar to what we have used in the previous section we
arrive at

lim
R0→∞

FR0(qαm, qαn) = F (qαm, qαn) lim
R0→∞

exp [−iηαm/qαm ln(2qαmR0)] ,

(175)

with a divergent phase. From this result we conclude that

| lim
R0→∞

FR0(qαm, qαn)|= |F (qαm, qαn)|. (176)

Similarly, for the magnitude of the rearrangement amplitude we get

|G(qαm, qαn)|= | lim
R0→∞

GR0(qαm, qαn)|, (177)

where

GR0(qαm, qαn)≡
[
〈H0Φβm|Ψ+

αn〉 − 〈Φβm|H0Ψ
+
αn〉

]
R0

, (178)

and

Φβm = eiqβm·ρβφβm(rβ). (179)

Finally we consider breakup. The breakup amplitude in terms of Ψ+
αn is given

by Eq. (134) as a volume integral and Eq. (138) as a surface integral. These
forms require Φ−

0 . Though the latter is known, its partial waves have compli-
cated analytical form [52]. Therefore we consider the following surface integral

IR0(kα, qα) =
[
〈H0Φ̃0|Ψ+

αn〉 − 〈Φ̃0|H0Ψ
+
αn〉

]
R0

, (180)

where Φ̃0 is a trial function. The trial function can be the three-body plane
wave or any other function containing the three-body plane wave as a lead-
ing term at large distances. Another requirement is that it must be easily
expandable in partial waves. Consider the case when

Φ̃0(rα, ρα) = eikα·rα+iqα·ρα . (181)

Then we get, after some algebra [47,52],
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lim
R0→∞

IR0(qα, qα) = T (qα, qα) lim
R0→∞

exp [−iλ0 ln(2κR0)− iσ0] . (182)

The phase factor on the RHS diverges logarithmically as R0 → ∞. However,
we can again write that

| lim
R0→∞

IR0(qα, qα)|= |T (qα, qα)|. (183)

Thus in order to extract the magnitude of the scattering amplitudes it is not
necessary to use the exact asymptotic state. The same can be done using much
simpler trial functions. And that is the main advantage of the surface-integral
representations.

A similar approach to atomic ionization problem is known as the Peterkop
effective-charge formalism [48,69,70]. Peterkop introduced a trial integral

Iz1,z2(qα, qα) = 〈(H − E)Φ−
z1,z2

|Ψ+
αn〉, (184)

where Φ−
z1,z2

is a trial function taken as a product of two Coulomb waves of
effective charges z1 and z2

Φz1,z2
(rα,ρα) = ψ−z1

(rα)ψ−z2
(rβ). (185)

Eq. (184), which is identical to Eq. (180) after transformation into the sur-
face integral, is known as the Peterkop integral. For this integral Peterkop
obtained a relationship similar to Eq. (182) with a divergent phase factor on
the right-hand side. He also showed that provided the effective charges satisfy
a certain dynamic condition [48] the divergent phase simply disappears. Since
the Peterkop condition turned out to be impossible to satisfy in practice, for
almost four decades the Peterkop formalism had looked like an elaborate the-
ory without practical implications. A breakthrough came in the form of ECS
method [71]. These authors practically demonstrated that there was no need
to satisfy the Peterkop condition and one can directly proceed to Eq. (183).
Moreover, they showed that for calculations of the breakup amplitude using
integral representation of Eq. (180) it is more convenient to choose the trial
function Φz1,z2

as a combination of two two-particle scattering states. In the
hydrogen ionization problem this corresponds to taking z1 = z2 = 1 in Eq.
(185). Since these two-particle scattering states are orthogonal to bound-state
wavefunctions of the relevant pair of particles, this lead to faster convergence
of the resulting integral [71]. Notice, however, that Eq. (183) is valid for the
full amplitude only while the ECS calculations are made in partial waves.
Generalization of Eq. (183) to partial wave amplitudes is given in Ref. [52].

In more general case the ECS-type choice of the trial function would corre-
spond to
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Φ̃0(rα, ρα) = ψ−kα
(rα)ψ−kβ

(rβ), (186)

where ψ−k satisfies Eq. (7) but with V = V S + V C. However, this choice is
suitable only when one of the particles is significantly heavier than the other
two. Otherwise it would demand the whole approach to the problem be for-
mulated in so-called V-coordinates (in contrast to Jacobian T-coordinates we
use in this work). However, in the general case of three particles with arbi-
trary masses such a formulation would lead to significantly more complicated
asymptotic wavefunctions due to artificially created so-called non-direct inter-
action potentials. When one of the particles is infinitely heavier such non-direct
interactions disappear.

The CCC method [45], another successful approach to atomic breakup prob-
lem, takes start from a representation similar to the Peterkop trial inte-
gral, though it does not use the surface-integral technique for calculating
the breakup amplitude. The CCC choice of effective potentials correspond
to z1 = 0 for more energetic of the electrons and z2 = 1 for the other (before
the antisymmetrization).

Thus the new post form of the breakup amplitude given in Eq. (148) in par-
ticular explains the origin of the Peterkop integral, a cornerstone of the highly
successful ECS and CCC approaches to Coulomb breakup problems in atomic
physics. Comparison of Eq. (184) with Eq. (148) shows that the Peterkop in-
tegral is simply an approximation to the exact breakup amplitude in its post
form, where the exact three-body state Φ−

0 is replaced by the trial function
Φz1,z2

. Remarkably, it turns out that with any choice of the effective charges
the difference between the breakup amplitude and Peterkop’s integral reduces
to a phase factor which does not affect the calculated cross sections [47,52]
provided Ψ+

αn is accurate and R0 is asymptotically large.

When R0 is large, for reasons explained in the very beginning of this subsection
the total wavefunction Ψ+

αn in the trial surface integrals (173), (178) and (180)
can be replaced by Ψsc+

αn . With this the final working expressions for calculating
the magnitudes of the scattering amplitudes read

|F post(qαm, qαn)|= 1

2Mα

∣∣∣∣∣∣
lim

R0→∞
R2

0

∫
drαdρ̂α

×
[
Ψsc+

αn (rα, ρα)
∂

∂ρα

Φ∗
αm(rα,ρα)

− Φ∗
αm(rα, ρα)

∂

∂ρα

Ψsc+
αn (rα,ρα)

]

ρα=R0

∣∣∣∣∣∣
, (187)
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|Gpost(qβm, qαn)|= 1

2Mβ

∣∣∣∣∣∣
lim

R0→∞
R2

0

∫
drβdρ̂β

×
[
Ψsc+

αn (rβ,ρβ)
∂

∂ρβ

Φ∗
βm(rβ,ρβ)

− Φ∗
βm(rβ,ρβ)

∂

∂ρβ

Ψsc+
αn (rβ,ρβ)

]

ρα=R0

∣∣∣∣∣∣
, (188)

|T post(kα, qα)|= µ2

2(µαMα)3/2

∣∣∣∣∣∣∣
lim

R0→∞
R5

0

∫
dr̂αdρ̂α

π/2∫

0

dϕα sin2 ϕα cos2 ϕα

×
[
Ψsc+

αn (rα, ρα)
∂

∂R
Φ̃∗

0(rα,ρα)

− Φ̃∗
0(rα,ρα)

∂

∂R
Ψsc+

αn (rα,ρα)

]

R=R0

∣∣∣∣∣ , (189)

for direct scattering, rearrangement and breakup, respectively.

4 Generalized wave operators

In our derivations in the preceding sections we did not refer to the Green’s
function and the formal solution of the Schrödinger equation in the integral
form. Therefore, in order to derive definitions for the scattering amplitudes
we did not have to know anything about complicated analytic structure and
the asymptotic behavior of the two-body and three-body Green’s functions.
In particular, this can be considered as another confirmation of the result
obtained in Ref. [17] for the two-body case based on the formal solution of
the Schrödinger equation in an integral form. In addition to definitions of the
scattering amplitudes in [17] generalized definitions of wave operators have
also been given. It has been established that the generalized wave operators
are defined according to

ω± = 1 + g(ε± i0)(h− ε), (190)

where g = (ε ± i0 − h)−1 is the resolvent operator which defines the total
two-particle Green’s function. Operators ω± transform the incident wave into
the scattering wave. When they act on the plane wave the generalized wave
operators introduced above act exactly like the usual Möller (M) ones:

ωM± = 1 + g(ε± i0)V. (191)
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In the three-body case, the conventional wave operator depends on the initial
state and is written as

ΩM±
α = 1 + G(E ± i0)V α, (192)

if the wave operator is supposed to act on a two-fragment channel, and

ΩM±
0 = 1 + G(E ± i0)V, (193)

if in the initial state we have three free particles. Here G = (E ± i0−H)−1 is
the resolvent operator corresponding to the total three-body Green’s function.
These definitions are channel dependent. However, using Eqs. (80), (105), (97)
and (128) we can write formal solutions to Eqs. (78) and (96) as

Ψ± = Φ± + G(E ± i0)(H − E)Φ±. (194)

From this result we can read that the three-body wave operators should be
defined according to

Ω± = 1 + G(E ± i0)(H − E). (195)

We emphasize that they are independent of the state on which they are acting
and independent of the fact whether the interactions are short ranged or long
ranged. It is not difficult to see that Ω± can be written as ΩM±

α and ΩM±
0 pro-

vided the interactions are short-ranged and the initial arrangement of particles
is known. This is another satisfying outcome of the present formulation.

5 Discussion

All the results presented in this work rely on the asymptotic forms of the
plane wave and the Coulomb-distorted plane waves given by Eqs. (25) and
(62), respectively. While Eq. (25) is correct, strictly speaking Eq. (62) is just
a replacement. This is because the latter is obtained assuming convergence of
the partial-wave expansions for the scattering amplitude and the scattering
wave in the presence of the Coulomb interaction. It is well known that such
expansions are divergent if considered in the sense of ordinary functions. How-
ever, Taylor [72] has shown that these expansions converge as distributions.
Following Taylor, let us introduce auxiliary functions ϕ±(z) according to

ϕ± ∈ C2[−1, +1] and ϕ−(−1) = 0, ϕ+(+1) = 0, (196)
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where z = k̂ · r̂. In other words, functions ϕ±(z) are twice continuously dif-
ferentiable on [−1, +1]. In addition, function ϕ+(z) vanishes in the forward
direction and ϕ−(z) does so in the backward direction. Mathematically, these
requirements are made to ensure convergence of the partial wave expansions in
the presence of the Coulomb interaction. Physically, according to Taylor, the
requirements correspond to the well-known fact that in Coulomb scattering it
is impossible to measure a meaningful forward cross section. This corresponds
to backward cross section in the time-reversal picture.

Let us indicate by the symbols D± that distributions are meant in the above
sense. Then instead of Eq. (62) we obtain two separate equations

eik·r−iγ ln(kr+k·r) r→∞∼ 2π

ikr
eikr−iγ ln(2kr)δ(k̂ − r̂), D− (197)

and

eik·r+iγ ln(kr−k·r) r→∞∼ − 2π

ikr
e−ikr+iγ ln(2kr)δ(k̂ + r̂), D+. (198)

Now if we use Eqs. (197) and (198), respectively, whenever the asymptotic
forms of eik·r−iγ ln(kr+k·r) and eik·r+iγ ln(kr−k·r) are required in the derivations of
the earlier chapters, we arrive at the same results. It is remarkable that when
we use Eq. (62) in deriving the amplitudes in the post form only the term
given by Eq. (197) contributes. Alternatively, when deriving the amplitudes
in the prior form only the term given by Eq. (198) contributes. Contribu-
tions from the corresponding second terms simply vanish on the energy shell
and, in addition, due to the absence of stationary-phase points in integrals
of infinitely-oscillatory functions in the three-body case. In other words, the
notorious forward/backward logarithmic singularities cancel out before they
cause any problems. Thus the auxiliary functions introduced above merely
regularize problems in parts of the configuration space which ultimately do
not contribute. This justifies the use of replacement (62) for Eqs. (197) and
(198). For this reason we can claim that in the present approach the aforemen-
tioned partial-wave expansions can be considered convergent without introduc-
ing the auxiliary functions. 7 In order to highlight this remarkable feature of
the present formalism we opted to use Eq. (62) in this work. Also, by using Eq.
(62) there was no need to give a separate proof of the results for short-range
interactions as, in this case, Eqs. (197) and (198) combined give exactly Eq.
(25). Nevertheless, from a mathematical point of view, Eq. (62) must always
be understood in the sense of Eqs. (197) and (198). From a practical point of

7 Whether or not these partial-wave expansions can always be considered conver-
gent is a separate question and goes beyond the framework of this paper.
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view, the bottom line is that such a mathematically strict treatment does not
change the results given in this paper.

Another essential feature of the formulation presented in this work is that it
avoids any reference to the Green’s function and a formal solution of the SE
for the scattering wavefunction in an integral form. This leads to more gen-
eral definitions for the scattering amplitude and wave operators valid for both
sort-range and Coulombic long-range interactions. Not surprsingly, the SE for
the scattering wavefunction with properly formulated asymptotic boundary
conditions completely and unambiguously define all quantities necessary for
the description of the collision process. We emphasise that in our approach
non-Hermitian operator (H − E) defines the scattering amplitude instead of
Hermitian operator V . On the surface, this looks at odds with one of the
general principles of quantum mechanics which states that all operators lead-
ing to physical observables are Hermitian. So is the transition operator V
(interaction potential) used in the standard scattering theory. But there is a
subtle point here. The Hermicity of good operators in physics is required in
the Hilbert space. The wavefunctions we deal with in scattering theory do not
belong to the Hilbert space. Rather, they belong to the so-called rigged Hilbert
space[55]. Strictly speaking operators leading to scattering do not have to be
Hermitian. The operator (H −E) is Hermitian only when used in the Hilbert
space.

Solving a scattering problem is twofold. First, one has to find the total wave-
function describing the scattering process. The second part consists in the
extraction of the necessary scattering amplitudes for the purpose of calcu-
lating the cross sections. In this work we have resolved some outstanding
problems of scattering theory related to extracting the information about the
scattering event. When the total scattering wavefunction is available the scat-
tering amplitudes can be reliably extracted from it using the new definitions
regardless the long-range nature of the interactions. Once the amplitudes are
available calculations of corresponding cross sections are straightforward (see,
e.g., [1,73]).

As to the first part of the problem, there are sophisticated numerical meth-
ods which can provide reliable numerical solution to the Schrödinger equation
in special cases. However, in case of three distinguishable particles where re-
arrangement is possible the Schrödinger equation cannot provide a unique
answer. This is because of the fact that it is impossible to specify all asymp-
totic boundary conditions using one set of the Jacobi variables. To overcome
this difficulty Faddeev suggested a set of equations which incorporates all the
required asymptotic boundary conditions. However, as mentioned earlier in
case of charged particles the Faddeev equations become noncompact. In other
words they cannot be solved using standard numerical techniques though non-
compactness generally does not exclude existence of analytic solutions. At the
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same time the present work shows that problems with the Faddeev equations
are more serious than noncompactness. Equivalent sets of the Faddeev equa-
tions can be written for the wavefunction, resolvent of the Green’s function
or T-matrix. Let us take the equations for components of the three-body T-
matrix. The starting point for these equations are Eqs. (158)–(163) which are
not correct for charged particles. This implies that any results derived from
Eqs. (158)–(163) are valid strictly for short-range potentials. For the Coulom-
bic potentials they might be simply incorrect. Thus, the Faddeev equations
in the presence of long-range Coulomb interactions require careful inspection.
We believe it may be possible to formulate the Faddeev equations in a form
that would not require screening and renormalization along the lines of the
formalism presented in this manuscript. We are currently working on this
problem.

6 Summary

The conventional formulation of scattering theory is only valid for short-range
interactions. In this paper we have given a general formalism of scattering the-
ory which is applicable to two-body and three-body systems with long range
interactions with Coulombic tails. The new formulation is based on a surface-
integral approach and is made possible by the recently obtained analytic forms
of the three-body asymptotic wavefunctions. New definitions for the poten-
tial scattering amplitude valid for arbitrary interactions are presented. For a
Coulombic potential these generalized definitions of the amplitude give the
physical on-shell amplitude without recourse to a renormalization procedure.
We have derived prior and post forms of the breakup amplitude for a three-
body system that are valid for both short-range and Coulombic potentials.
The latter, in particular, resolves a long-standing problem about the conven-
tional post form of the breakup amplitude for the long-range Coulombic inter-
actions. The new forms for the potential scattering and breakup amplitudes
have equivalent surface-integral forms well suited for practical calculations.
The surface-integral representations are extended to amplitudes of direct and
rearrangement scattering processes taking place in an arbitrary three-body
system. Different practical methods of calculations are suggested. Finally, we
emphasize that the formalism presented in this manuscript has developed from
the analysis of the extraordinarily successful exterior complex scaling (ECS)
and convergent close coupling (CCC) methods used for solving breakup prob-
lems in atomic physics.
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