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Robust eigenstructure assignment in the computation of
friends of output-nulling subspaces

Lorenzo Ntogramatzidis and Robert Schmid

Abstract— In this paper we develop a strategy for the compu-
tation of basis matrices of output-nulling subspaces, as well as
of reachability and stabilisability output-nulling subspaces, with
the simultaneous computation of the corresponding friend that
also delivers a robust closed-loop eigenstructure. We showthat
the methods introduced in this paper offer considerably more
robust eigenstructure assignment than the other commonly used
methods employing subspace recursions.

I. INTRODUCTION

In this paper we introduce a new computational frame-
work for the robust computation of friends of characteristic
subspaces of linear time-invariant (LTI) systems. In the last
forty years, geometric control has played a central role in the
understanding of several structural properties of dynamical
systems and in the solution of important control and estima-
tion problems. The monographs [19], [2], [17], [4] provide
surveys of the extensive literature in this area.

The subspaces that underpin the classic geometric theory
of LTI systems are the so-called output-nulling subspaces.
Two related families of subspaces, that also play a fun-
damental role in control and estimation problems, are the
reachability and stabilisability output-nulling subspaces.

The computation of friends of output nulling spaces has
been considered by many authors and the texts [2] and [4]
included publicly available MATLABR© toolboxes. However,
none of the methods offered in those texts have considered
the problem of obtaining friends that also deliver a robust
closed-loop eigenstructure that renders the closed-loop eigen-
values as insensitive to perturbations in the state matrices as
possible.

In this paper we consider alternative computational meth-
ods for obtaining these subspaces via the system Rosenbrock
pencil matrix [12]. An early work in this direction was made
by Moore and Laub in [8], who proposed an algorithm for
the computation of the largest reachability output-nulling
subspace. That paper made a number of restrictive assump-
tions, and perhaps consequently the methods in [8] have only
been given marginal attention. To the best of the authors’
knowledge, the recent paper [10] was the first in the past
few decades to further develop and extend the algorithms that
were presented in [8] under less restrictive assumptions, and
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to adapt them to a wider class of output-nulling subspaces.
In this paper we continue this investigation, and consider
the problem of computing the associated friends. In Section
VI we offer a comprehensive parametric formula for all the
friends of the largest reachability output-nulling subspace,
and in Section VII we use this parametric form to address the
problem of robust eigenstructure conditioning. We propose
a nonlinear unconstrained optimisation problem to find a
friend that minimises the Frobenius condition number of
the matrix of closed-loop eigenvectors. We consider some
example systems and compare the robustness performance
of the friend delivered by our method against that of the
friend computed by theGA toolbox of [2], and theLinear
Systems Toolkit of [4]. We observe that our method delivers
dramatically improved eigenvalue insensitivity.

For the sake of simplicity of exposition, in this paper we
restrict our attention to the case of distinct eigenvalues and
invariant zeros.

Notation. Throughout this paper, the symbol 0q stands for
the origin of the vector spaceRq. The image and the kernel
of matrix A are denoted by imA and kerA, respectively.
The Moore-Penrose pseudo-inverse ofA is denoted byA†.
Given a linear mapA : X −→ Y and a subspaceS of Y ,
the symbolA−1S stands for the inverse image ofS with
respect to the linear mapA. If J ⊆ X , the restriction of
the mapA to J is denoted byA |J . If X = Y andJ is
A-invariant, the eigenvalues ofA restricted toJ are denoted
by σ (A |J ). If J1 andJ2 are A-invariant subspaces and
J1⊆J2, the mapping induced byA on the quotient space
J2/J1 is denoted byA |J2/J1. The symbol⊕ stands for
the direct sum of subspaces. Given a mapA : X −→ X
and a subspaceB of X , we denote by〈A,B〉 the smallest
A-invariant subspace ofX containing B. The symbol i
stands for the imaginary unit, i.e.,i =

√
−1. The symbol

α denotes the complex conjugate ofα ∈ C. Given a matrix
M, we denote byMi its i-th row and byM j its j-th column,
respectively. The normal rank of a rational matrixM(λ ) is
defined as normrankM(λ ), max

λ∈C
rankM(λ ).

II. PRELIMINARIES

Consider an LTI systemΣ modelled by

Σ :

{

ẋ(t) = Ax(t)+Bu(t), x(0) = x0,
y(t) =C x(t)+Du(t),

(1)

where, for allt≥0, x(t)∈X = Rn is the state,u(t)∈U =
Rm is the control input,y(t)∈Y = R p is the output, andA,
B, C andD are appropriate dimensional constant real-valued



matrices. Let the systemΣ described by (1) be identified
by the quadruple(A,B,C,D). We assume with no loss of

generality that all the columns of
[

B
D

]

and all the rows of

[C D ] are linearly independent.

We define the Rosenbrock system matrix pencil as

PΣ(λ ),
[

A−λ I B
C D

]

, λ ∈ C, (2)

[8]. Recall that the invariant zeros ofΣ are the values of
λ ∈C for which the rank ofPΣ(λ ) is strictly smaller than its
normal rank, and the invariant zero structure is given by the
zeros, multiplicity included, of the greatest common divisor
of the minors of ordern+min{m, p} of PΣ(λ ), see [7], [1].
We denote byZ the set of invariant zeros ofΣ.

We use the symbolNΣ(λ ) to denote a basis matrix for the
null-space ofPΣ(λ ), and we denote byd(λ ) the dimension
of this null-space. Letd , n+m−normrankPΣ(λ ). Clearly
d(λ ) = d, unlessλ is an invariant zero ofΣ (in which case
d(λ )> d).

For any matrix M with n + m rows, we defineπ{M}
and π{M} by taking the uppern and lowerm rows of M,
respectively.

Geometric background. Geometric objects extensively
used in this paper are defined here. A controlled invari-
ant subspaceV of the pair (A,B) is a subspace ofX
satisfying AV ⊆ V + imB. An output-nulling subspace of
Σ = (A,B,C,D) is a controlled invariant subspaceV of Σ
which satisfies

[

A
C

]

V ⊆ (V ⊕0p)+ im
[

B
D

]

or, equivalently,

for which two matricesΞ and Ω exist such that
[

A
C

]

V =
[

V
0

]

Ξ+
[

B
D

]

Ω, whereV is a basis matrix ofV .

These conditions are equivalent to the existence of a matrix
F ∈Rm×n such that(A+BF)V ⊆ V ⊆ ker(C+DF). Any
such matrixF is referred to as afriend of V . The largest
output-nulling subspace ofΣ is denoted withV ⋆, and repre-
sents the set of all initial statesx0 of (1) for which a control
u exists such that the corresponding outputy is identically
zero. Such input function can always be implemented as a
static state feedback of the formu(t) = F x(t) where F is
a friend of V ⋆. The so-called largestreachability output-
nulling subspace on V ⋆, here denoted with the symbolR⋆,
is the smallest(A+BF)-invariant subspace ofX containing
the subspaceV ⋆∩B kerD, where F is a friend of V ⋆.
Loosely speaking, this subspace represents the states that
are reachable from the origin on a state trajectory for which
the output is zero, [17, Ch. 8], [9]. IfF is a friend ofV ⋆,
it is also a friend ofR⋆. The spectrumσ(A + BF |R⋆)
is assignable, whereas the spectrumσ(A+BF |V ⋆/R⋆) is
fixed, and its elements are the invariant zeros ofΣ. Similarly,
if we denote byR0 the reachability subspace from the
origin, i.e., R0 = 〈A, imB〉 = im[B AB . . . An−1 B], the
spectrumσ(A+BF |V ⋆ +R0/V

⋆) is assignable, whereas
the spectrumσ(A+BF |X /V ⋆+R0) is fixed.

III. C OMPUTATION OF R⋆

The first aim of this section is to provide a generalisation
of a series of results, see e.g. [8, Proposition 4], on the
relationship existing between the largest reachability output-
nulling subspace with the null-space of the Rosenbrock
system matrix pencil.

Given a set ofh self-conjugate complex numbersL =
{λ1, . . . ,λh} containing exactlys complex conjugate pairs,
we say thatL is s-conformably ordered if the first 2s values
of L are complex while the remaining are real, and for
all odd k ≤ 2s we haveλk+1 = λ k. For example, the sets
L1 = {1+ i,1− i,3,−4}, L2 = {10i,−10i,2+2i,2−2i,7}
andL3 = {3,−1} are respectively 1-, 2- and 0-conformably
ordered.

The following theorem constitutes the main result of this
section. It provides a method to construct a basis forR⋆ and
simultaneously a friendF that assigns the eigenstructure of
the closed-loop restricted toR⋆. This theorem also identifies
the degree of freedom that can be exploited in order to
develop the theory for the robust eigenstructure assignment
established in Section VII.

Theorem 3.1: Let r = dimR⋆. Let L = {λ1, . . . ,λr} be
s-conformably ordered and such thatL ∩Z = /0. Let K ,

diag{K1, . . . ,Kr}, where Ki ∈ Cd (recall that d = n+ m−
normrankPΣ) for eachi ∈ {1, . . . ,2s}, and for all oddi ≤ 2s,
we haveKi = Ki+1, whereasKi ∈ R

d for i ∈ {2s+1, . . . ,r}.
Let MK be an(n+m)× r complex matrix given by

MK ,
[

NΣ(λ1) NΣ(λ2) . . . NΣ(λr)
]

K (3)

and let for all j ∈ {1, . . . ,r}

mK, j ,











Re{M j
K} if j ≤ 2s is odd

Im{M j
K} if j ≤ 2s is even

M j
K if j > 2s

(4)

Finally, let

XK , π {[mK,1 mK,2 . . . mK,r ]}, (5)

YK , π {[mK,1 mK,2 . . . mK,r ]}. (6)

For almost every choice of the parameter matrixK =
diag{K1, . . . ,Kr}, the rank ofXK is equal tor. Moreover, for
all K is such that rankXK = r, there holdsR⋆ = imXK , and
the set of all friends ofR⋆ such thatσ(A+BF |R⋆) = L
is parameterised as

FK = YK X†
K . (7)

We now present a simple numerical case, which will be
used as a running example in this paper.

Example 3.1: Consider a quadruple(A,B,C,D) where

A =





0 0 0
0 3 0
0 0 0



 , B =





1 0
2 0
0 3



 ,

C =
[

0 0 0
]

, D =
[

0 4
]

.



The only invariant zero of this system isz = 0. It is easy to
verify thatR⋆ is spanned by the first two canonical basis vec-
tors ofR3. Hence,r = dimR⋆ =2. Let us choose for example
L = {λ1,λ2}= {−2,−4}. Basis matrices for kerPΣ(−2) and
kerPΣ(−4) are given respectively byNΣ(−2) = [5 4 0 | −
10 0]T andNΣ(−4)= [7 8 0 | −28 0]T. Thus, (3) becomes

MK =









5 7
4 8
0 0

−10 −28
0 0









K, where K =

[

k1 0
0 k2

]

.

By choosingk1 = k2 = 1, we find XK =

[

5 7
4 8
0 0

]

and YK =
[

−10 −28
0 0

]

. Thus, as expected imXK =R⋆, andFK =YK X†
K =

[

8/3 −35/6 0

0 0 0

]

is a friend ofR⋆. Indeed, it can be immediately

verified that(A+BFK)R⋆ ⊆R⋆ ⊆ ker(C+DFK). Moreover,
with this choice ofF the eigenvalue of(A+BFK) restricted
to R⋆ are indeed{−2,−4}. �

Remark 3.1: The fact that Theorem 3.1 assumes the
knowledge of the dimension ofR⋆ does not constitute
a limitation in the calculation of a basis forR⋆ and of
the corresponding friend. Indeed, one can progressively
compute the submatricesNΣ(λ1), NΣ(λ2), and so on, for
different values ofλi, until a valueλk is found for which
rank[NΣ(λ1)| . . . |NΣ(λk−1)] = rank[NΣ(λ1)| . . . |NΣ(λk)]. The
dimension ofR⋆ equals the rank of[NΣ(λ1)| . . . |NΣ(λk)].
Theorem 3.1 guarantees that almost any choice of theλi

will lead to the determination of a basis forR⋆.

IV. A SSIGNING THE OUTER EIGENSTRUCTURE OFR⋆

In the previous section, we showed how to construct a
friend F of the subspaceR⋆ that arbitrarily assigns all the
eigenvalues of the closed-loop restricted toR⋆. However,
we also know that the spectrum induced by the mapA+BF
on the quotient spaceR0+R⋆/R⋆ = R0/R

⋆ (whereR0 ,

〈A, imB〉 is the classic (Kalman) reachable subspace from the
origin) is assignable using a friendF . The following result
shows how Theorem 3.1 can be adapted to this case.

Theorem 4.1: Let r = dimR⋆ and r0 = dimR0. Let
Lin = {λ1, . . . ,λr} be sin-conformably ordered with ele-
ments all different from the invariant zeros, and letLout =
{µ1, . . . ,µr0−r} be sout-conformably ordered with elements
all different from the uncontrollable eigenvalues of the pair
(A,B) with Lin ∩ Lout = /0. Let K , diag{k1, . . . ,kr} be
defined as in Theorem 3.1 forL =Lin. Moreover, letK′ ,
diag{k′1, . . . ,k

′
r0−r}, wherek′i ∈Cm for eachi∈ {1, . . . ,2sout},

and for all oddi ≤ 2sout, we havek
′
i = k′i+1, whereask′i ∈Rm

for i ∈ {2sout+1, . . . ,r0− r}. Let MK,K′ be an(n+m)× r0

complex matrix given by

MK,K′ = [NΣ(λ1) . . . NΣ(λr)

SΣ(µ1) . . . SΣ(µr0−r) ]diag{K,K′}, (8)

whereSΣ(µ) represents a basis matrix for ker[A− µ In B ],

and letmK,K′ , j be defined as

mK,K′ , j =



































Re{M j
K,K′} if j ≤ 2sin odd or r < j < r+2sout

is such thatr+ j is odd
Im{M j

K,K′} if j ≤ 2sin even orr < j < r+2sout

is such thatr+ j is even
M j

K,K′ if j ∈ {2sin +1, . . . ,r}
∪{r+2s0+1, . . . ,r0}

Finally, let XK,K′ = π {[mK,K′,1 . . . mK,K′,r0
]} and YK,K′ =

π {[mK,K′,1 . . . mK,K′,r0
]}. For almost every choice ofK

and K′ we have rankπ {[mK,K′,1 . . . mK,K′ ,r ]} = r and
rankXK,K′ = r0. Moreover, the set of all friends ofR⋆ such
that σ(A+BF |R⋆) = Lin and σ(A+BF |R0/R

⋆) = Lout

is parameterised inK andK′ as

FK,K′ = YK,K′ X†
K,K′ , (9)

whereK andK′ are such that rankXK,K′ = r0 (and therefore,
for such K and K′, the matrixXK,K′ represents a basis for
R0 adapted toR⋆).

A proof of this result can be carried out following the same
arguments of the proof of Theorem 3.1, and is omitted.

Example 4.1: Consider the system in Example 3.1. Since
the pair (A,B) is reachable, we can compute a friend
F of R⋆ by assigning a further eigenvalue of(A + BF)
which corresponds to the map induced byA+ BF on the
quotient spaceR0/R

⋆ = X /R⋆. Assume thatLin = L =
{−2,−4} and Lout = {−6}. We have already computed
NΣ(−2) = [5 4 0 | −10 0]T and NΣ(−4) = [7 8 0 | −
28 0]T. A basis matrix of ker[A − (−6) I3 B ] is given

by SΣ(−6) =
[

3 4 0 −18 0
0 0 −1 0 2

]T

. Thus, choosing for example

K = diag{k1,k2} = diag{1,1} and K′ = k′1 =
[

0
1

]

we get

XK,K′ = diag
{[

5 7
4 8

]

,−1
}

and YK,K′ =
[

−10 −28 0
0 0 2

]

. Then,

with FK,K′ = YK,K′ X†
K,K′ = YK,K′ X−1

K,K′ =
[

8/3 −35/6 0

0 0 −2

]

, we

find (A+BFK,K′)R⋆ ⊆R⋆ ⊆ ker(C+DFK,K′). The eigenval-
ues of(A+BFK,K′ |R⋆) are{−2,−4}, while the eigenvalue
induced by(A+BFK,K′) on R0/R

⋆ is −6.

V. COMPUTATION OF V ⋆

The following theorem adapts Theorem 3.1 to the case of
the subspaceV ⋆.

Theorem 5.1: Let r = dimR⋆. Let all the invariant zeros
of the system be distinct. LetZ = {z1,z2, . . . ,zt} be thesz-
conformably ordered set of invariant zeros ofΣ. Let L =
{λ1, . . . ,λr} be s-conformably ordered such thatL ∩Z =
/0. Let the column vectorsmK, j, for all j ∈ {1, . . . ,r}, be
constructed as in (4). LetH , diag{h1, . . . ,ht}, wherehi ∈
CdimkerPΣ(zi) for eachi ∈ {1, . . . ,2sz}, and for all oddi ≤ 2sz,
we havehi = hi+1, whereashi ∈ RdimkerPΣ(zi) for i ∈ {2st +
1, . . . ,r}. Let MH be a complex matrix given by

MH =
[

NΣ(z1) NΣ(z2) . . . NΣ(zt)
]

H (10)



and let for all j ∈ {1, . . . , t}

mH, j =











Re{M j
H} if j ≤ 2sz is odd

Im{M j
H} if j ≤ 2sz is even

M j
H if j > 2sz

(11)

Finally, let

XK,H = π {[mK,1 . . . mK,r mH,1 . . . mH,t ]}, (12)

YK,H = π {[mK,1 . . . mK,r mH,1 . . . mH,t ]}. (13)

For almost every choice of the parameter matrices
K = diag{k1, . . . ,kr} and H = diag{h1, . . . ,ht} we have
rankXK,H = r+ t. Moreover, the set of all friends ofV ⋆ such
that σ(A+BF |V ⋆) = L ∪Z is parameterised inK andH
as

FK,H = YK,H X†
K,H . (14)

whereK,H are such that rankXK = r+ t.

The proof can be carried out along the same lines of the
proof of Theorem 3.1, taking into account [8, Proposition
5]. Notice that the same procedure can be used for the
computation ofV ⋆

g , by considering only the minimum-phase
invariant zeros in the setZ .

Example 5.1: Consider again the system in Example 3.1.
We want to compute a basis forV ⋆ and a friend ofV ⋆ such
thatσ(A+BF |R⋆)= {−2,−4}. Since this system has an in-
variant zero at the origin, this task can be accomplished with
a friend such thatσ(A+BF |V ⋆) = {−2,−4,0}. We have
already computedNΣ(−2) = [5 4 0| −10 0]T, NΣ(−4) =
[7 8 0 | −28 0]T. A basis matrix for ker[A−0 · In B ] is

given byNΣ(0) =
[

1 0 0 0 0
0 0 1 0 0

]T

. Hence, we can compute

MK =













5 7 1 0
4 8 0 0
0 0 0 1

−10 −28 0 0
0 0 0 0



















k1 0 0
0 k2 0
0 0 k′3
0 0 k′′3






.

Choosing for examplek1 = k2 = 1, k′3 = 0 andk′′3 = 1, we find

XK =
[

5 7 0
4 8 0
0 0 1

]

, YK =
[

−10 −28 0
0 0 0

]

, which yield FK = YK X†
K =

[

8/3 −35/6 0

0 0 0

]

. Clearly, (A + BFK)V ⋆ ⊆ V ⋆ ⊆ ker(C +

DFK) and σ(A+BFK |V ⋆) = σ(A+BF) = {0,−2,−4} as
required. �

VI. COMPUTATION OF FRIENDS WITH OUTER SPECTRAL

ASSIGNMENT

We now show that it is always possible to parameterise all
the friends that assign the internal and external eigenstructure
of V ⋆ by means of a formula

FK = YK X−1
K ,

i.e., where this timeXK is square and invertible (for almost
all choices of the parameter matrixK). This step is crucial in
the robust computation of friends. For the sake of simplicity
of exposition, we assume that all the internal/external eigen-
values to be assigned, as well as all the invariant zeros and

uncontrollable modes of the pair(A,B) are real and distinct.
The complex conjugate case follows straightforwardly by
applying the result in Theorem 4.1.

Theorem 6.1: [PARAMETERISATION OF FRIENDS OFV ⋆

WITH INNER-OUTER SPECTRUM ASSIGNMENT]
Let r = dimR⋆. Let Lin = {λ1, . . . ,λr} be sin-conformably

ordered. LetZ = {z1, . . . ,zt} be the set of invariant zeros.
Let Lout= {µ1, . . . ,µq} be sout-conformably ordered, where
q = dim(R0+V ⋆)−dim(V ⋆). Finally, let G = {g1, . . . ,gη}
represent the uncontrollable eigenvalues of(A,B), whereη =
n−dimR0. We assume without loss of generality thatLin∩
Z = /0 and thatLout∩G = /0. Define

MK =
[

NΣ(λ1) . . . NΣ(λr) NΣ(z1) . . . NΣ(zt)

SΣ(µ1) . . . SΣ(µq) SΣ(g1) . . . SΣ(gη )
]

K,

whereK = diag{Kλ ,Kz,Kµ ,Kg}, and

• Kλ = diag{kλ
1 , . . . ,k

λ
r }, with kλ

i ∈ Rd , and whered =
dimkerPΣ(λ ) whenλ is not an invariant zero;

• Kz = diag{kz
1, . . . ,k

z
t }, with kz

i ∈ R
dz , and dz =

dimkerPΣ(z) when z ∈ Z ;
• Kµ = diag{kµ

1 , . . . ,k
µ
q }, with kµ

i ∈ Rm, since m =
dimkerSΣ(λ ) when λ is not an uncontrollable eigen-
value of the pair(A,B);

• Kg = diag{kg
1, . . . ,k

g
η}, with kg

i ∈ Rmg , and wheremg =
dimkerSΣ(g) wheng is an uncontrollable eigenvalue of
the pair(A,B).

Finally, define

XK = π{MK} ∈ R
n×n and YK = π{MK} ∈ R

m×n.

For almost every choice ofK, the matrixXK is invertible, and
the set of all friends ofV ⋆ such thatσ(A+BF |R⋆) = Lin,
σ(A+BF |V ⋆/R⋆) = Z and σ(A+BF |R0+V ⋆/V ⋆) =
Lout – and therefore obviouslyσ(A+BF |X /R0+V ⋆) =
G – is parameterised inK as

FK = YK X−1
K , (15)

whereK is such thatXK is invertible. Moreover, for suchK
the first r columns ofXK are a basis forR⋆, the first r+ t
columns ofXK are a basis forV ⋆ and the firstr+ t + q are
a basis forV ⋆+R0.

VII. T HE COMPUTATION OF FRIENDS FOR ROBUST

EIGENSTRUCTURE

In this section we consider the problem of obtaining
friends of output-nulling subspaces that also yield a robust
closed loop eigenstructure. For any square matrixM, it was
shown in [18] that the sensitivity of the eigenvalueλi to
perturbations inM can be measured by the condition number

ci =
‖yi‖‖vi‖
|yT

i vi|
, (16)

where vi and yi are the right and left eigenvectors ofλi,
respectively. We usec∞ , maxi ci to denote the worst-case
eigenvalue sensitivity. Furthermore, in [6] the sensitivity of
the eigenvalues is linked to measures of the conditioning of



the matrixX of eigenvectors ofM, in terms of the Euclidean
and Frobenius norms:

c∞ ≤ κ2(X)≤ κFRO(X), (17)

where κ2(X) , ‖X‖2 · ‖X−1‖2 and κFRO(X) , ‖X‖FRO ·
‖X−1‖FRO are the condition numbers ofX with respect to
the 2−norm and the Frobenius norm respectively.

For pairs(A,B), the problem of finding a gain matrixF
that assigns a certain set of desired eigenvaluesL to the
matrix A+BF and also minimises these condition numbers
is known as therobust pole placement problem, and has
an extensive literature. Notable contributions include [6],
[16] and the recent paper [11]. For quadruples(A,B,C,D)
we introduce therobust friend computation problem, which
involves obtaining a friend of an output-nulling subspace
that assigns a certain desired set of internal and external
closed-loop eigenvalues, and also a robust closed-loop eigen-
structure. Despite several authors explicitly acknowledged
the need for a development of robust techniques within the
geometric framework [8], [5], to date there have been no
results on this problem.

We now consider how the parameterisation of the friends
given in Theorem 3.1 can be adapted for this problem.
According to Theorem 6.1, if all eigenvalues to be assigned,
invariant zeros and uncontrollable eigenvalues are real, we
can expressX – where from now on we omit the dependence
upon the parameter matrixK – as

X = π{[G1 . . . Gν ]}diag{k1, . . . ,kν},

whereGi is a basis of the kernel of either the Rosenbrock
matrix NΣ(λi) (or NΣ(zi)), or of the matrix pencilSΣ(λi) (or
SΣ(gi)). Moreover, we define the column vector

ξ ,





k1
k2

...
kν



 ,

and we denote byli the number of components ofki, so
that ξ hasr d+ t dz + qm+η mg = l1+ . . .+ lν components.
With these definitions, we can now exploit a crucial result
in [3], which says that minimisingκFRO(X) is equivalent to
minimising the alternative objective function

f2(ξ ), ‖X(ξ )‖2
FRO+ ‖X−1(ξ )‖2

FRO.

In order to use gradient descent methods to obtain local
minima of this function, the first and second derivatives of
‖X‖FRO and ‖X−1‖FRO are employed. The full computation
of the derivatives is outlined in [13]. Then, using either New-
ton’s method or quasi-Newton one, we achieve a solution to
the problem of minimisingκFRO(X), thereby providing good
robustness for the eigenvalues of the closed-loop system.

VIII. A N ILLUSTRATIVE EXAMPLE

Consider the following quadruple

A =

















0 6 −4 0 0 0 0 0
−2 0 0 0 0 7 0 0
0 −9 −9 −10 8 0 0 6
2 0 0 0 0 −2 −4 0
0 0 0 0 0 0 −3 6
9 0 1 0 −1 0 0 0
0 0 −8 0 0 0 −3 0
−3 0 0 −10 −3 0 8 0

















, B =

















0 0 0
9 2 5
0 0 0
0 −5 0
0 0 0
0 0 −6
0 0 0
0 0 −3

















,

C = [−7 0 −4 0 0 0 0 0] , D = [0 0 0] .

In this example, we haveV ⋆ = R⋆, dimR⋆ = 6, and the
pair (A,B) is reachable, so thatR0 = X . This system has
no invariant zeros. We want to find a friendF of R⋆ such
that Lin = {−1,−2,−3,−4,−5,−6} andLout= {−7,−8}.
Using the routineeffesta.m in the toolboxGA [2], we
find that a friend that accomplishes this task is given by

F1=

[−0.0648−3.3046−0.1467 0.0853 0.4753 −0.7881−0.0953−1.0966
−1.1223−1.5083 0.9430 0.8138 0.2027 −0.3425−1.0706−0.1055
−0.3199 3.9952 0.7620 −0.5444−0.8419 0.1628 0.5686 2.0574

]

Using the routineatea.m in the toolboxLinear Systems
Toolkit [4], we find that an alternative friend that achieves
the same goal, and is given by

F2=

[ 3.3163 −1.3615−1.1872−0.4456 0.8412 −0.7835−0.0651−0.9233
−2.9733−2.7000 1.6130 1.0320 −0.1698−0.3660−0.9051−0.3408
−5.3155 0.4780 2.8057 −0.1256−2.2519 0.0498 1.4428 1.0926

]

Using the gradient iterative method developed in this paper,
we obtain

F3=

[−0.1495−0.8175−0.3581 2.0241 −0.4644−0.7285−0.5987−1.8265
−1.0727−3.0008 1.0185 −0.3810 0.8063 −0.3769−0.7796 0.3626
−0.1783−0.3409 0.8712 −4.0825 0.9965 0.0659 1.3905 3.4818

]

To compare these friends ofV ⋆, we consider several perfor-
mance measures. Computing the conditioning measurec∞ in
(16) arising from each friend, we observe thatc∞(F1) = 624
while c∞(F2) = 7144, c∞(F3) = 61.7, indicating that our
method gives reduced eigenvalue sensitivity, by one and two
orders of magnitude, respectively. We may also compare
norms of these gain matrices. We obtain‖F1‖2 = 5.20,
‖F2‖2 = 8.18, while‖F3‖2 = 6.42, indicating that our method
used somewhat higher gain that ofeffesta.m, but less
than atea.m for this example. By further considering a
weighted robustness and gain minimisation problem,

min
ξ
{α f2(ξ )+ (1−α)‖F‖2

F} (18)

we can sacrifice some robustness in exchange for reduced
gain. Choosingα = 0.001, we were able to obtain a matrix

F4=

[−0.0914−1.8620−0.8391 0.8569 0.0904 −0.7584−0.2856−1.4403
−1.1672−2.3583 1.3484 0.3826 0.4125 −0.3600−0.9600 0.0853
−0.5807 1.5595 1.9179 −1.7291−0.2776 0.1125 0.8822 2.5786

]

yielding eigenvalue sensitivityc∞(F4) = 67.63 and gain
‖F4‖2 = 4.94, and thus offering improvement overF1 on both
criteria.

Another performance consideration is the accuracy of
the pole placement achieved by each method. We use the
measure

∆(F), max{|eigi(A+BF)−λi| : λi ∈ L } (19)



which represents the largest absolute value difference be-
tween each eigenvalue ofA+BF, and the correspondingλi in
L . We obtained∆(F1) = 1.16×10−12, ∆(F2) = 2.34×10−11

and∆(F3) = 3.20×10−14, ∆(F4) = 3.74×10−14, indicating
that our method achieved more accurate pole placement,
again by some orders of magnitude.

IX. CONCLUDING REMARKS

This paper provides new procedures for the computation of
bases matrices for the fundamental output-nulling subspaces
R⋆, V ⋆ and V ⋆

g as well as of their corresponding friends
which robustly assigns their free internal and external eigen-
structure. We compared the method introduced in this paper
against the two most widely known and used MATLABR©

toolboxes for the computation of such subspaces to show
the dramatic improvement of the eigenvalue sensitivity.

An important direction of future research is the exploita-
tion of the results presented in this paper to the problems
of designing linear state feedback control laws that yield an
non-overshooting and non-undershooting step response for
an LTI systems as studied in [14] and [15], based on the
computation of the Rosenbrock matrix.
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