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ABSTRACT: The azo dye, sunset yellow, is a prototypical, chromonic liquid crystal in which assembly in 

aqueous solution at high volume fraction leads to lyotropic mesophases with a "package of properties 

distinct in almost every aspect" (Lydon, J. Curr. Opin. Colloid Interfac. Sci. 2004, 8, 480). In particular, the 

isotropic to nematic transition in such phases, the consequence of stacking of dye molecules in chains, is 

difficult to bring into correspondence with athermal theories for rigid rods as well as modifications that 

consider chain interactions with one another. Chromonic mesogens, small molecules that stack to form 

lyotropic liquid crystals, prompt structural questions that have yet to be answered; a full understanding of 

structure should inform colligative properties. Herein, the single crystal structure of a guanidinium salt of 

the sunset yellow dianion, a known chromonic mesogen, is reported.  The compound crystallizes as a 

dihydrate, tetrahydrofuran solvate in the orthorhombic space group Pnna, with a = 6.8426(5) Å, b = 

20.048(1) Å, c = 21.466(2) Å. The sunset yellow molecules, point group approximately Cs, are disordered 

about a crystallographic diad axis. The structure is informative because pairwise interactions in the 

disordered crystal structure show a remarkable correspondence with the stereochemistry of sunset yellow 

molecules in solution and in the liquid crystal phase. The solution structure is here simulated by the 

combination of molecular dynamics, metadynamics, and quantum chemical computations. The 

comparable disorder in the fluid and solid states suggests the possibility that stacked aggregates adhere 

to growing crystals intact. Computations evaluated proposals that stacking faults and branching points 

lower the X-ray correlation lengths while preserving extended structures. Evidence is found for stacking 

faults but not branches. The solution stereochemistry and stereodynamics has implications for the 

geometry of long rods, for which understanding is a prerequisite for reckoning properties of vexing 

chromonic mesophases. 
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!INTRODUCTION 

A class of mesophases discovered a century ago1 has reemerged in recent years, the so-called lyotropic 

chromonic liquid crystal (LCLC)2,3,4,5,6,7 LCLCs are aqueous phases of supramolecular assemblies of 

small molecules, often sulfonated dyes. Chromonic mesogens may contain other hydrophilic groups on 

their perimeters such as carboxylates, as in the case of the anti-asthmatic drug sodium 

cromoglycate,8,9,10,11 the compound whose name is given to this class of compounds,12 and whose study 

brought LCLCs to the attention of contemporary researchers. Unlike typical lyotropic liquid crystal 

mesogens, the components of LCLCs lack long chains and are not micelle-forming amphiphiles. LCLCs 

have been used as polarizers,13 display components,14 and sensors,15 but the detailed structures of 

chromonic aggregates are still largely unknown.5 

One of the most well studied LCLCs is formed from concentrated solutions of sunset yellow FCF, a food 

coloring (SSY, disodium 6-hydroxy-5-[(4-sulfophenyl)azo]-2-naphthalenesulfonate, also known as 

orange yellow S, FD&C yellow 6, edicol, or as CAS 2783-94-0, Colour Index No. 

1598516).17,18,19,20,21,22,23,24,25,26 SSY is a disulfonated azo dye at neutral pH. SSY aggregates in aqueous 

solution, eventually forming a nematic, lyotropic LCLC phase above ~30 wt% and a hexagonal, columnar 

phase above ~40 wt%. A variety of analytical methods have been trained on SSY mesophases with the 

aim of establishing the supramolecular structure of aggregates. Single crystals of SSY have not been 

reported and, to date, to the best of our knowledge only a few LCLC-forming compounds afford single 

crystal structures that would provide direct evidence of self-association geometries (cromoglycate27,28,29 

and a perylenemonoimide30).  

Our long-standing interest in dyeing crystals has led us to generate many mixed crystals containing 

sulfonated dyes.31,32,33,34 SSY in micromolar concentrations had earlier been studied in crystals of 

K2SO4,
35,36 and by our group37,38 and others in KH2PO4

.39,40,41 These mixed crystals grow at solution 

concentrations of SSY known to favor the formation of dimers and trimers, on their way to chromonic 

aggregates. Understanding SSY assembly is essential for understanding the structure of these mixed 

crystals. Moreover, the associations of sulfonated dyes are not only of interest in the dyeing of crystals 

but also in the dyeing of tissues.42 For instance, histologists have recognized that Congo red clusters are 

the active agents in the staining of amyloid plaques associated with neurodegenerative disorders43,44,45,46 

while other self-associating azo dyes inhibit HIV protease and reverse transcriptase.47,48 Therefore, the 

supramolecular chemistry of SSY and congeners has relevance in a variety of areas of contemporary 

chemistry. 

Herein, we report a single crystal structure of SSY with guanidinium counter ions ((CH6N3)+
2SSY2- or 

simply G2SSY). Although the structure is disordered, rather than being confounding the disorder clarifies, 

and provides experimental evidence of the stereochemical complexity of proto-chromonic stacks.49 
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Recently, a molecular dynamics (MD) simulation study of SSY in water provided vivid insights into 

some aspects of its intermolecular association.49 In order to achieve a fuller correspondence between this 

view of SSY assembly and the stereochemical implications of the crystallographic packing, we extended 

the MD simulations with modifications to the potentials while providing supplementary quantum 

chemical computations of dimer structures and stereochemistry in vacuo using a vdW-aware DFT 

functional. Ultimately, the potential energy surfaces for interacting dimers were computed with the 

metadynamics enhanced sampling technique.50  

 

Scheme 1. Chemical structures of sunset yellow (SSY) tautomers 

!EXPERIMENTS AND RESULTS 

Crystal Growth. Guanidinium tetrafluoroborate, GBF4, was prepared from 10 g of G2CO3 (Sigma) and 

14 mL of HBF4 (48% in H2O, Sigma) mixed and stirred for 5 hours, after which all the solvent was 

removed by rotary evaporation to yield the white GBF4 solid. One gram of SSY (disodium salt, Sigma-

Aldrich) was converted to the neutral disulfonic acid through ion exchange of a 50 mL aqueous solution 

on Amberlyst 36 resin (Sigma-Aldrich). To this solution was added 1.2 g of GBF4. Water was then 

removed by rotary evaporation. The remaining red solid was washed thoroughly with acetone to give 

about 0.9 g pure G2SSY as determined by 1H-NMR spectroscopy. 

Twenty mg G2SSY was dissolved in 0.4 mL water in an open 4 mL vial inside a closed 20 mL vial 

containing 5 mL THF. THF vapor diffused into the aqueous solution at room temperature over a period of 

one week after which elongated red crystals were deposited. 1H-NMR spectroscopy indicated that the 
crystals contained two equivalents of H2O and one equivalent of THF. Their composition was 

G2SSY.THF.2H2O. The crystals were plank-like with principal faces {100}, {010}, and {001} (see 

Supporting Information). The long axis was <100> and the largest faces were {100}. The crystals were 

strongly dichroic and most absorbing when the incident light was plane-polarized parallel to <010>, 

perpendicular to the needle axis. 

X-ray Crystallography.  

Single Crystal. A G2SSY.THF.2H2O crystal described above, measuring 0.29 × 0.34 × 0.53 mm3, was 

mounted on a microloop. Crystals of G2SSY.THF.2H2O turned opaque upon standing in air at room 

temperature, presumably due to solvent efflorescence. The lattice parameters of another crystal contracted 

slightly on cooling from 295K (V = 3105(1)Å3) to 100K (V = 2978.0(9)Å3), but no phase changes were 

observed (See supporting information for thermo-gravimetric analysis). The geometry and intensity data 
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were collected with a Bruker SMART APEXII CCD area detector on a D8 goniometer at 100 K. The 

temperature during the data collection was controlled with an Oxford Cryosystems Series 700+ 

instrument. Preliminary lattice parameters and orientation matrices were obtained from three sets of 

frames. Data were collected using graphite-monochromated and 0.5 mm-MonoCap-collimated MoKα 

radiation (λ = 0.71073 Å) with the ω scan method. Data were processed using the APEX2 software51 for 

cell refinement and SAINT for frame data reduction. The final unit cell parameters were a = 6.8426(5) Å, 

b = 20.048(1) Å, c = 21.466(2) Å, V = 2944.7(4) Å3 for an orthorhombic-P lattice. Multi-scan absorption 

corrections were applied by using SADABS. The structure was solved using SHELXT, which confirmed 

the space group Pnna, no. 52 and the structure was refined with SHELXL on F2.52 Non-hydrogen atoms 

were refined with anisotropic displacement parameters. Hydrogen atoms in SSY and G were placed in 

idealized positions (C-H = 0.95 Å, N-H = 0.88 Å, and O-H = 0.84 Å) and included as riding with Uiso(H) 

= 1.5 Ueq(non-H). Hydrogen atoms on water molecules were found from the differential electron density 

maps and refined with a restrained geometry (O-H = 0.84 Å and H...H distance = 1.40 Å). Except for the 

SO3
- groups, one water molecule, and one G+, other atoms in the structure are disordered. Distance 

restraints were applied to the disordered part in the SSY anion to fit the idealized geometry of the azo 

tautomer of SSY. The distance restraints were also applied to the disordered G+. The THF solvent 

molecule could not be modeled sufficiently using the residual peaks from the differential electron density 

maps, therefore its contribution was subtracted from the diffraction data by the SQUEEZE command in 

PLATON.53 SQUEEZE estimated that each void has a volume of 128 Å3 and can hold approximate 42 

electrons, which corresponds to a THF (C4H8O, 40 electrons in total). The data is consistent with the 

formula derived from NMR. 

Powder X-Ray Diffraction. Powder X-ray diffraction (PXRD) was performed with a Bruker D8 

Discover Microdiffractometer with the General Area Detector Diffraction System (GADDS) equipped 

with a VÅNTEC-2000 2D detector. The X-ray beam was monochromated with a graphite crystal (λ Cu-

Kα = 1.54178 Å) and collimated with a 0.5 mm capillary (MONOCAP). The powder of 

G2SSY.THF.2H2O was loaded in a 0.8 mm Kapton capillary and mounted in a horizontal configuration on 

a sample stage affixed to a five-circle Eulerian cradle. The two-dimensional (2D) diffraction data 

collection was controlled by the GADDS software.54 Two scans with the rotation of the capillary were 

acquired at the incident angle (θ1) = detector angle (θ2) = 11° and 26°, respectively. At each angle, the 

exposure time was 10 minutes. The sample-to-detector distance was 150 mm. One-dimensional 

diffraction patterns were generated by integrating the 2D XRD data using XRD2EVAL in the Bruker 

PILOT software.54 The integrated 1D pattern was analyzed by the software DIFFRACplus EVA55. The 

simulated 1D powder pattern was calculated by the software Mercury.56 From the powder data, there was 

no evidence of any phases in the bulk sample other than G2SSY.THF.2H2O. 
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Gas Phase Density Functional Theory Calculations. Density functional theory (DFT) 

calculations were performed with the SIESTA code57 using the non-local van der Waals method vdW-

DF258 to describe exchange-correlation. The effective potentials due to the nucleus and core electrons 

were described using Troullier and Martins59 norm-conserving pseudopotentials. Electronic wave 

functions were expanded in a basis set of atom-centered numerical atomic orbitals. Geometries were 

optimized using a double-zeta plus polarization (DZP) basis set, while final energies were calculated 

using an optimized triple-zeta plus polarization (TZP) basis set, an approach that has been shown to 

accurately model geometries and energies. Hartree and exchange correlation energies were evaluated on a 

uniform real-space grid of points with a kinetic energy cutoff of 300 Ry. The geometries of the SSY 

monomer and dimer configurations considered here were fully optimized in a 3D periodic unit cell, with a 

vacuum region of approximately 20 Å to prevent interaction between periodic images. The binding 

energy Ebinding of each dimer was calculated as Edimer - 2 × Emolecule, where Edimer is the energy of each 

optimized dimer configuration, and Emolecule is the energy of an isolated SSY molecule. To account for 

basis set superposition error (BSSE), the binding energies were corrected using the Counterpoise (CP) 

correction method.60,61  

Implicit Solvent Gas Phase Molecular Mechanics Calculations. An estimate of the solvation 

free energies of monomers and dimers was calculated using the COSMIC methodology,62 an extension of 

the COSMO model,63 implemented in the GULP code. The default GULP van der Waals radii were used. 

Several additional parameters were also required, the dielectric constant of water, 78.4, the 

radius of water used to generate the solvent accessible surface (SAS) (1.4 Å), and the radius shift 

of water (1.3 Å). The number of points and segments per atom that control the fineness of the 

SAS, were both set equal to 194. A smoothing range of 0.2 Å was used to ensure continuous 

behavior of the energy surface. 

Gas Phase Molecular Mechanics Calculations. The GULP code64 was used to optimize the gas 

phase monomer and dimers produced from the DFT calculations so as to calculate their phonons. The 

GAFF force field65 was used to model the SSY dianion with RESP-A1A partial atomic charges calculated 

using the RESP ESP charge Derive (RED) Server web service.66 The sodium cation potentials were taken 

from Åqvist.67 The interatomic potentials were tapered to zero using a Mei-Davenport-Fernando68 

function between 8 and 10 Å. 

Molecular Dynamics Simulations. MD simulations used the same potentials for SSY and Na+ as the 

gas phase molecular mechanics calculations. Water was treated with the SPC/Fw model69 optimized to 

reproduce the thermodynamic, structural, and kinetic properties of liquid water. MD simulations were 

performed using the LAMMPS code.70 Unless otherwise specified, all MD simulations were performed in 

the NVT ensemble at 300 K with a 1 fs time step. The temperature was controlled by a length 5 Nosé-
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Hoover chain of thermostats with a relaxation time of 1 ps. The same cut off distances and tapering 

functions were used as for the GULP calculations, requiring an in-house modification of LAMMPS. The 

long-range electrostatic interactions were calculated with the PPPM algorithm and an accuracy of 10-6. 

The partial atomic charges used and all force field parameters in LAMMPS format are given in the 

Supporting Information.  

Free Energy Calculations. The PLUMED2 plugin71 was used to calculate the relative free energy of 

the stereoisomers of the SSY dimer in water with the metadynamics technique, 50 here augmented with the 

well-tempered72 and multiple-walkers approaches.73 In order to achieve a convergence of the free energy 

hyper-surface and an optimal exploitation of our supercomputer facilities, we used a starting Gaussian 

height of kBT, a bias factor of 5 for the well-tempered algorithm and 30 independent “walkers”, which ran 

for a combined time of 400 ns. 

!RESULTS AND DISCUSSION 

Chromonic Liquid Crystals. LCLCs are lyotropic liquid crystals made from non-covalent 

associations of small molecules. Small molecules are atypical lyotropic mesogens as they lack micellar 

structure or covalent, polymeric chains. SSY is among the most well studied LCLC mesogen. Evidence of 

the LCLC phases of SSY were apparently first reported in PhD theses.74,75,76,77 A subsequent thesis of 

Horowitz in 200578 was followed by a full paper17 that provoked numerous studies in the past decade 

aimed at determining the structure of SSY mesophases.18-26 In water, SSY exhibits a nematic lyotropic 

LCLC phase above ~30 wt% and a hexagonal, columnar phase above ~40 wt%. Like many aromatic 

LCLCs, SSY mesophases have an X-ray scattering peak at 3.4 Å indicative of close stacking of planar π 

systems in the aggregates.79,95 XRD also indicates that the stacks are one molecule wide with a cross 

section area of ~1.2 nm2.78 Despite a considerable effort at structure determination by small angle XRD, 

multinuclear NMR spectroscopy, magnetochemistry, rheology, dynamic light scattering, optical 

absorption spectroscopy, neutron scattering, and polarized light microscopy, no complete picture has 

emerged from experiment.17-25  

Solid State Structure. Sulfonated dyes tend to be difficult to crystallize.80,81 This judgment is 

supported by our experience as well as anecdotal evidence.82,83 On the other hand, the Cambridge 

Structural Database has been enriched with sulfonated organic compounds in recent years, following the 

discovery that sulfonated aromatic compounds are very well organized by guanidinium 

counterions.84,85,86,87,88 Our attempts to crystallize SSY with a variety of simple cations (Na+, K+, NH4
+, 

H3N+-CH2CH2-NH3
+, as well as protonated glycine and L-alanine) produced very fine anisotropic red 

needles too small for X-ray analysis. We therefore sought to crystallize SSY in a so-called guanidinium-

sulfonate (GS) framework, a strategy previously employed with sulfonated azobenzenes.89,90  
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Despite the fact that the C-S bonds in SSY are not co-linear, bent disulfonates have crystallized with G+ 

ions to form puckered lamellar GS frameworks. 91,92,93,94 Distorted GS hydrogen bond sheets can pucker 

thereby serving to accommodate even disulfonates without parallel C-S bonds. These data suggested that 

SSY, a banana shaped disulfonate with non-colinear C-S bonds, can be also crystallized with G+ ions.  

X-ray analysis revealed that SSY2- and G+ do not crystalize as a classical GS framework, but rather as co-

linear, disordered, one-dimensional stacks of SSY molecules where G+ ions fill the voids, in addition to 

two equivalents of water and one of THF. The SSY molecules are planar in the crystal structure 

(excepting the sulfonate oxygen atoms). The molecules are disordered about the diad axes parallel to c 

(1/4, 0, z), as illustrated in Figure 1a. These disordered virtual pairs are adjacent to a second disordered 

virtual pair – virtual because the two sites related by the diad axes cannot both be occupied 

simultaneously –  directly above and below by ±a/2 or ~3.4 Å. The pairs are related to one another by a 

glide reflection as shown in Figure 1b. The stacking along the a axis is responsible for the elongation of 

the crystals in this direction. Given a disordered pair and another pair immediately above or below 

(Figure 1b), two distinct geometries for adjacent SSY molecules in the crystal in the absence of disorder 

can be gleaned, an enantiomorphous pair of dimers of symmetry C2 and a centrosymmetric dimer Ci, as 

depicted in Figure 2. Figure 3 illustrates explicitly how the positions in adjacent unit cells, constrained by 

the necessity of placing anionic moieties on opposite sides of a stack, produce an average cell with four 

half-molecules related to one another by a site of approximate C2h symmetry (though crystallographically 

only a site of Ci symmetry). Even though the disorder muddles the distinction between the hydrazone and 

azo tautomers (Chart 1), NMR spectroscopy95 and Raman scattering96 clearly support the hydrazone 

tautomer and the analyses here were performed under this assumption. The two symmetry independent G+ 

ions in the G2SSY.THF.2H2O structure connect neighboring SSY disordered dimers through a series of 

one-dimensional hydrogen bonded ribbons (along the a axis).  

 

Figure 1. (a) A pair of sunset yellow molecules disordered about a diad axis. Each has crystallographic occupancies 

of 0.5.. The skeleton of one of the molecules is superimposed in white. (b) Two adjacent pairs of disordered sunset 

yellow molecules in parallel planes separated by a/2. 
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Figure 2. Schematic sunset yellow dimers and relative gas-phase quantum chemical (force field) energies in kJ/mol 
relative to the centric structure, Ci, in the upper left corner. Gray molecules are below black molecules. Only the 
sulfur atoms and the carbonyl oxygen atom are denoted explicitly in these representations. The symmetry 
descriptors refer to the relationships between molecules. Equi-energetic Ci and C2 structures are observed in the 
disordered crystal structure. The are enclosed in black boxes. 

 

 

Figure 3. Crystal packing of G2SSY. THF.2H2O. (a) Viewed along the a axis, and (b) along the b axis. 
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Figure 4. Averaging of the contents of adjacent red and blue unit cells (top) in which molecules related by 
approximate diad axes and centers of symmetry conspire to place tetrads of molecules at half occupancy 
surrounding an approximate special position of C2h symmetry, now purple (bottom). With respect to the first 
molecule at left, shaded disks denote SSY molecules with their enantiotopic faces exposed on the left side. 
 

Stereochemistry. The pairwise associations observed in the crystal structure of G2SSY.THF.2H2O, have 

symmetries C2 and Ci as illustrated in Figures 2 and 4. Based on the observations of Chami and Wilson49 

that stacks of SSY molecules in solution are dynamic, we envisioned a series of possible stationary points 

on the potential energy hypersurface of a dimer of SSY. These are reproduced in Figure 2. Optimized gas 

phase structures were initially computed using DFT using the vdW-DF2 functional, where the Na+ 

counterions were positioned within the sulfonate oxygen triads along the C-S axes. The quantum 

mechanical calculations predicted that Ci is more stable than C2, by just 0.1 kJ/mol; the two 

crystallographic dimers have nearly equal energy. They are enclosed in black boxes in Figure 2. Both 

crystallographic dimers position their sulfonates on opposite sides while maximizing dispersion forces. 

The disordered crystal structure represents a superposition of C2 and Ci pairs (Figure 4). C2 and C2' 

indicate orthogonal diad axes along the long and short axes of the molecules respectively. Cs indicates a 

pair of molecules related by translation along the axis perpendicular to the mean molecular planes. As the 

molecules are themselves flat, barring sulfonate oxygens, this pair is related by mirror symmetry. 

Structures with perfectly eclipsing sulfonates C2' and Cs are much higher in energy by 50.6 and 68.0 

kJ/mol, respectively. These structures can distort by skewing the top structure clockwise or 

counterclockwise with respect to the bottom structure (in gray). (P)-C2' and (M)-C2" are diastereomers 

derived from C2' by clockwise or plus (P) and counterclockwise or minus (M) rotations of the top 

structure with respect to the one below it (set colored red). Note: Ordinarily, a pair of isomers (P) and (M) 
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might indicate a pair of enantiomers. Here, the 'plus' and 'minus' indicates deviations from the fully 

eclipsed structure C2'. Diastereomeric (M)-C2” and (P)-C2’ configurations have relative energies of 10.1 

and 18.7 kJ/mol, respectively.  (P)-C1 and (M)-C1 (14.8 kJ/mol) are indeed enantiomers derived from Cs 

by clockwise and counter clockwise rotations, respectively. The energies from the interatomic potential 

calculations are also included in Figure 2 parenthetically. The structures above the median line in Figure 2 

can interconvert with one another by rotations around the stacking axis, as can the structures below the 

median line. Structures in either half of the figure can only interconvert by flipping over, an energetically 

prohibitive process.  

We were unable to define the nature of the stationary points using DFT due to the high computational cost 

of evaluating the second derivatives for calculating the phonon spectra of the dimers. Such calculations 

with interatomic potentials are computationally cheap, however, especially when the computational 

engine used has analytical expressions for the second derivatives, as in GULP. The quality of the 

interatomic potentials can be assessed by comparing the energy differences and geometries calculated by 

the force field with the results of DFT. The agreement between the two methods is exceptional with a 

maximum deviation in the calculated energy differences of only 3 kJ/mol. The structures of each 

stationary point calculated using the two methods again agree well (In each case, they are near-perfectly 

superimposed as shown in the Supporting Information.) and the interatomic potentials employed are 

reliable from this point of view. The GULP calculations show that the Cs and C2’ configurations are not 

minima as they have at least one large negative phonon. The remaining stationary points are all minima, 

although the (M,P)-C1, (M)-C2” and (P)-C2’ are shallow. The optimized configurations of all three had a 

negative phonon at ~ -5 cm-1, which could only be removed by restraining the Na+ counterions to 

positions within the sulfonate oxygen triads along the C-S axes. 

The gas phase binding energy of the dimers is given by Ebinding = Edimer - 2 × Emolecule and for the most 

stable dimer is calculated to be -82.6 kJ/mol by DFT and -88.2 kJ/mol using potentials.  

It is a simple matter to build a polymer structure from a stack of pairwise Ci and C2 relationships. In a 

random distribution of pairwise interactions, we can presume that there will exist lengths related by only 

the center of symmetry, lengths related by only the long axis diad, and lengths in which there is a 

stochastic arrangement of dimers with these two pairwise relationships. Borrowing the language of 

conventional polymer stereochemistry,97 we will call these syndiotactic, isotactic, and atactic. In 

syndiotactic stretches the stereogenic elements – the pairwise orientations of the SSY molecules in a stack 

– are related by a symmetry operation of the second kind. In isotactic stretches, the stereogenic elements 

are related by a proper rotation, a symmetry operation of the first kind. There is no persistence in atactic 

lengths. Correlations in the crystal structure could be assessed through an analysis of the diffuse 

scattering, an analysis we will aspire to make in future.  



 
 
 
 

 
 
 
 

11 

Stereodynamics. Stereodynamics of SSY aggregates were first investigated by Chami and Wilson.49 

They described reorientations within pre-chromonic stacks by rotations of 180° around the stacking axis 

and monitored conformational changes in their simulations by plotting the dot product of C=O vectors in 

parallel planes in a centric Ci stack (a syndiotactic block as pictured in Figure 5). The cosine of this angle 

was described as oscillating between ±1, however. Inspection of the published traces indicates that the 

cosine actually varied between -1 and +0.7, with a small number of very brief excursions to +1. The mean 

position of the molecules is characterized by cos(~0.7) or ~45°. The molecules do rotate about the 

stacking axis but not all the way around. Rotations of one molecule by 180°in a C2 or Ci pair will 

produce the transition state geometries with eclipsing sulfonate groups C2' and Cs respectively, as depicted 

in Figure 2. Eclipsing of like-charge groups is unlikely on electrostatic grounds, and consequently it is 

poorly populated in the Chami and Wilson MD simulations. Quantum mechanical simulations support 

this observation, with C2' and Cs configurations having relative energies of 50.6 and 68.0 kJ/mol, 

respectively, compared with the non-eclipsed dimer configurations, which have energies ranging from 0-

18.0 kJ/mol. Simulations of a centric Ci stack provide no information about the C2 regime (Figure 2) of 

SSY molecules as a Ci dimer cannot be transformed to a C2 dimer via rotation about the stacking axis. 

This can only occur by the prohibitively energetic process of exchanging faces of SSY molecules, that is, 

flipping. Consequently, we performed long timescale (100 ns) MD simulations on a dimer in a 50 Å3 box 

of water, starting from both a Ci and C2 dimer configuration. 

In Figure 6, a plot of the dot product of the C=O vector on each molecule is presented for the two 

simulations corresponding to Ci pairs (Figure 6a) and C2 pairs (Figure 6b). Figure 6a shows that starting 

from the Ci dimer, the carbonyl varies from a strictly antiparallel Ci configuration (180°) to something 

falling far short of fully eclipsed with a cosine of ~0.6. This value is smaller than the 0.7 observed by 

Chami and Wilson49 because we are analyzing isolated dimers rather than the central dimer in a stack of 

four molecules, and because of differences in water and point charge models (Chami and Wilson did not 

indicate which charge model they used).   The transitions for the C2 dimer are even more interesting. The 

 
 
Figure 5. Stack of ten SY molecules with pairwise relationships derived from the crystal structure. With respect to 
the first molecule at left, shaded disks have their molecule's enantiotopic face exposed on the left side. Diad axes 
exchange enantiotopic faces. Centers of symmetry do not. 
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dimers stays in the C2 configuration for ~52 ns, then jumps to the (P)-C2’ structure with antiparallel C=O 

vectors can shown in Figure 2. This dimer is short-lived; it transforms back to C2 after 8 ns, where it 

remains for 16 ns. Then it converts to (P)-C2’ again but this time for only 4 ns. It transitions back to C2 at 

80 ns and then to (M)-C2” at 90 ns and remains in this configuration until the end of the simulation at 100 

ns. It is noteworthy that the angle between C=O vectors is a good discriminator between (M)-C2” and (P)-

C2’ dimers but it does not discriminate well between C2 and (M)-C2” (although careful inspection of 

Figure 6b reveals that the former oscillates about ~0.25, whereas the latter oscillates about ~0.5, although 

the oscillations have a magnitude in excess of 0.5).  

 

 

Figure 6. (a) Dot product of the carbonyl unit vectors for the structure in the Ci regime, and (b) for the C2 regime.  
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Despite running long simulations (100 ns each), we did not observe a large enough number of transitions 

to be able to calculate the relative free energy of the stereoisomers via a simple population analysis. We 

therefore turned to metadynamics to better characterize the relative stability. Here, the sampling of 

configurational space was enhanced so as to retrieve a free energy hyper-surface that connects all the 

stereoisomers of SSY. For a full description of the method we refer the reader to the published literature98 

as only a brief description of its working principles is provided here. Metadynamics is based on two 

ideas: (i) the dimensional reduction of the configurational space from the 3N-3 degrees of freedom to a 

few collective variables (CVs) that describe the process of interest, and (ii) the addition of a time 

dependent potential that discourages the system from remaining in the same configuration. The time-

dependent potential is constructed by periodic additions of Gaussian functions to the sub-space of the 

potential energy surface defined by the CVs. It can be demonstrated that upon convergence of the 

simulation the final bias potential is equal to the inverse of the system free energy, projected on the CV's 

sub-space. An essential prerequisite to a meaningful free energy hyper-surface from a Metadynamics 

calculation is that the chosen CVs clearly discriminate among the various minima and closely 

approximate the true reaction coordinate through the various transitions states. We have previously 

demonstrated the dot product of the C=O vectors does not clearly discriminate between all the SSY 

stereoisomers. More discriminating CVs are requisite. We chose three CVs that effectively discriminate 

all the stereoisomers and describe their interconversion. They are the two intra-dimer S-S distances 

corresponding to the phenyl and naphthyl S atoms on one molecule with that on the other molecule, 

respectively, and the dot product between two unit vectors normal to the naphthyl rings. Trajectories from 

the long MD simulations emerged as a testing ground for these new CVs, albeit producing 4D free energy 

surfaces that were difficult to visualize. Therefore, extensive use of projections of the free energy surface 

on a subset of these CVs is more practical 

The two unique S---S vectors do not uniquely describe configurational space. It is indeed possible to have 

quite different structures with the same pair of S---S distances, but most of these structures are much 

higher in energy and are therefore not represented on the metadynamics potential energy surfaces. The 

third CV is used to distinguish between the possible stacking arrangements, the dynamic Ci and C2 spaces. 

If the SSY molecules are stacked in the Ci regime the third CV has a value of +1, while if they are stacked 

in the C2 regime it assumes a value of -1. Thermal movement during the MD simulations causes 

fluctuations to values less than |1|. The two main branches of the potential energy surface are designated 

"cosθ > 0" and "cosθ < 0" for the ±1 configurations, respectively. 

In Figure 7, we show the free energy maps as a function of the two S-S distances for limiting Ci and C2 

configurations. These were obtained by considering separately the Gaussians for the positive cosθ (Figure 

7a) and negative cosθ (Figure 7b) stacking and by calculating the thermodynamic average along the cosθ 

CV. The positive cosθ stacking map recognizes the two free energy minima as Ci and (M,P)-C1 
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enantiomers. Ci conformation represents the global free energy minimum for the system and all the free 

energies are reported relative to its energy. The C1 state, composed of the two enantiomers (M,P)-C1 is 

only marginally higher in free energy (~5 kJ/mol) with respect to the Ci state and it is likely to be found in 

solution. The interconversion between the two conformations has a moderate activation energy (5-10 

kJ/mol) and was observed multiple times during the unbiased MD simulation. The transformation of one 

structure does not occur as a simple rotation of one molecule with respect to the other, but there can be a 

partial translation or detachment of the molecules to facilitate the passage of one sulfate group around the 

other while minimizing electrostatic repulsion.  The enthalpy difference in vacuum is ~2.5 times higher 

than the free energy difference in water, indicating that the medium has significantly stabilized the C1 

state compared to Ci. Molecular arrangements compatible with the C2
' structure, although never 

completely eclipsed, were observed only a couple of times during the metadynamics calculations with the 

classical force field, which suggests that this is not a free energy minimum, consistent with the gas phase 

enthalpy calculations using the same force field.  
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In the free energy map for the negative cosθ stacking (Figure 7b), two minima correspond to C2 and (M)-

C2” with the latter around 2.5 kJ/mol higher (compared to 11.3 kJ/mol in the gas phase). Unlike the 

previous case, the inter-conversion between the two conformers can occur via two channels, a wide 

 
 

 

 

 

Figure 7.  2D free energy maps obtained from the metadynamics simulations as a function of the two S-S 
distances for the positive cosθ (a) and negative cosθ (b) stacking of the molecules in the dimer configurations. 
Molecular arrangements corresponding to various regions of the free energy maps are also shown. Cn± and Cp± are 
dimer configurations that could lead to stacking faults (c).79  
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looping channel which has the (P)-C2’ structure as an intermediate configuration, and a narrow pathway 

where the transition state does not show any stacking of the aromatic rings. In both cases, the free energy 

barrier for the inter-conversion between the C2 and (M)-C2” conformers is moderate (~10 kJ/mol) and can 

be easily overcome during the unbiased simulations.  

Despite the fact the conformers in the Ci and C2 regime have very similar energies (ΔG ~ 2 kJ/mol), they 

are separated by a free energy barrier of the order of 28 kJ/mol, a consequence of the necessity of 

breaking van der Waals contacts and increasing the aqueous solvation of the aromatic moieties. Inter-

conversion will be a rare event at room temperature. The metadynamics indicate that interconversion 

occurs through disassociation/reassociation of separated pairs, as opposed to a coordinated SSY flip. 

Because of the size of our simulation cell (~50 Å) and of the constraint we imposed on the S-S distances 

to be shorter than 22 Å we did not completely explore the dimer dissociation process. Assuming that the 

free energy barrier for the change in stacking is smaller than that for a complete dissociation, the barrier 

for the rupture of the dimer will be larger than 28 kJ/mol. The binding free energy of a dimer in water was 

also calculated using the COSMIC implicit solvation scheme, which predicts a value of 28.5 kJ/mol, in 

surprisingly good agreement with the metadynamics result. . 

Stereochemistry and Colligative Properties. Chains in LCLCs grow by attractive interactions in 

water, compensated by a decrease in entropy as the number of aggregates decreases. The average number 

of molecules <n>99 in a polydisperse distribution aggregates is given by <n>= 𝜙𝑒!!/!, where the 

scission free (α) energy in units of kBT is independent of chain length, and φ is the volume fraction of the 

dye.  

One of the outstanding puzzles in LCLC science is the failure of Onsager's theory of rigid rods100,101,102 to 

predict the volume fraction of the isotropic-to-nematic transition. Onsager's athermal theory of the 

transition predicts that φ(L/D) ≈ 4, where  φ  is the volume fraction of the aggregates, L is the average 

length of a stack, and D the diameter. Tomasik and Collings reviewed related theoretical and 

computational contributions subsequent to Onsager.103 For SSY, with L = 3.5 nm and D = 1 nm, 

parameters from X-ray diffraction, the product φ(L/D) is only 1.3.79,103,104 In order to account for this 

discrepancy, it was proposed that the actual length of rods, L, may indeed by longer than the correlation 

length ξL obtained by experiment. It was proposed that 'connectedness' might persist for much larger 

distances with shift junctions (stacking faults) or Y-junctions (forks) that lead to a lower apparent length, 

ξL.79 NMR measurements of diffusion lengths support the notion of aggregates larger than those given by 

ξL.22 An explicit conformational analysis coupled with detailed simulations can in principle refute or 

support such structural considerations. The metadynamics simulations show that shift junctions 

corresponding to regions of the free energy surfaces labeled Cn± (predominantly naphthyl ring overlap) 
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and Cp± (predominantly phenyl ring overlap) are populated.79 In particular, the Cn- configuration, 

although being higher in energy than the C2 structure, sits in a flat free energy basin and can therefore 

have a lifetime long enough to accommodate the adsorption of other SSY molecules. On the other hand, 

forks do not occur for two reasons: (1) The bridging molecule provides an Cn-type overlap to one column 

and the less stable Cp- overlap to the other column, and (2) each column is negatively charged so they will 

be highly repellent in close proximity; only a fraction of the Na+ counterions are bound by the SSY 

molecules at any given time. To evaluate the stability Y-junctions, we placed such a structure with 4 SSY 

molecules (Figure 9a) in each 'tyne' in a 50 Å cube box of water and ran molecular dynamics for 100 ns. 

The Y-junction quickly devolved into isolated stacks containing 4 and 5 SSY molecules (Figure 9b) 

within 1 ns, with the originally shared SSY molecule joining the stack where it had the Cn-type overlap. 

The two stacks remained independent for the remaining 99 ns of the simulation.   

The metadynamics calculations, as discussed above, predict a scission energy of about 28 kJ/mol. The 

scission energy of ~7 kBT (18-19 kJ/mol), based on the correlation length established from the full width 

at half maximum of the 3.4 Å X-ray peak17,79 or by the spectral changes as a function of 

concentration,3,17,79 is smaller than that estimated by metadynamics for the disassociation of a dimer. (The 

value of ~7 kBT is more or less a consensus value for the scission energy at room temperature at volume 

fractions below which the mesophases form, but other values have been reported too.21) This is to be 

expected if the correlation length is controlled by slipped stacks, rather than discrete stacks, as the free 

energy to slip a stack is significantly less than the energy required to completely separate them.  Indeed 

Figure 7b shows that the free energy required to create the Cn- configuration is ~15 kJ/mol, which is a 

much better match to the experimental estimate, providing further evidence that slipped stacks control the 

correlation length. 
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Figure 8. Defective sunset yellow columns, adopted from ref. 79, proposed in order to establish a correspondence 
with X-ray scattering data and theories for predicting the concentration of the isotropic to nematic transition. (a) 
Slipped stack. Stacking fault in Ci stack which serves to lessen the correlation length ξL while preserving 
connectedness in much longer structures of length L. (b) Y-junction, likewise in Ci stacks. 

 

 

Figure 9. Y-junctions (a) are not stable with respect to molecular dynamics simulations, and quickly devolve into a pair stacks 
(b). This is because only a fraction of the sodium ions (green dots) are bound, leaving stacks with appreciable negative charge on 
their perimeters. 
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!CONCLUSIONS 

A single crystal structure of a guanidinium salt of SSY, a prototypical LCLC, is reported. The 

disorder in the crystal structure captures the rich stereochemistry of LCLC stacks built from 

dissymmetric flat molecules. Quantum chemical, molecular dynamical, and metadynamical 

computational studies of the associations of pairs of SSY molecules reveals that the dimer 

configurations observed in the crystalline state also are built into chromonic stacks in solution. 

Despite the rapid motions of molecules around the stacking axis revealed by computation, 

relationships between molecules are fixed in separate regions of the overall potential energy 

surface and likely interconvert at room temperature only by scission and reformation of chains. 

The combined computational analyses served to evaluate two earlier proposals79
 that had aimed 

at bringing into correspondence X-ray scattering experiments of LCLCs and the failure of 

Onsager's theories of isotropic to lyotropic phase transition concentration. Our computational 

analyses indicate that the proposed shifts or stacking faults are possible but so-called Y-junctions 

are not consistent with the dynamic stereochemistry of SSY aggregates. The equi-energetic 

configurations of SSY predicted for solution aggregates in water are matched exactly by the 

arrangement of molecules in the disordered crystal structure. It is as if the crystal preserves a 

record of the SSY condition in solution. SSY may therefore grow by the incorporation of 

aggregates into the crystal intact, a growth mechanism currently being explored in other 

systems.105,106,107 
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Key input files for the SIESTA, GULP and LAMMPS simulations in this work, along with 

selected output files, are provided at http://bit.ly/1fq7mYK for reference. They are assigned the 

following DOI: 10.4225/06/4ED6B979EBGE6. Pages S1-S21: Crystal of G2SSY•THF•2H2O with 

indexed faces, NMR spectra, thermal gravimetric analysis, partial charges, interatomic potentials, and 

overlaid structure computed by vdW-DFT and the GAFF force-field, and crystallographic information 

file. This material is available free of charge via the Internet at http://pubs.acs.org.  
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Synopsis (60 words) 
A single crystal structure of sunset yellow shows a remarkable correspondence with the stereochemistry 
of molecules in solution and in the liquid crystal phase as established by molecular dynamics, 
metadynamics, and quantum chemical computations. The solution stereochemistry and stereodynamics 
has implications for the geometry of long rods, for which understanding is a prerequisite for reckoning 
properties of vexing chromonic mesophases. 


