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Abstract 

Low Earth Orbiting (LEO) satellites are usually complex, large, and expensive spacecraft built for 

different space missions and earth science applications. Precise orbits of LEO satellites with accuracy 

at a few cm to dm levels are essential for some of these applications and are achievable using precise 

orbit determination (POD) methods. Technology advancements brought the opportunity to build and 

launch smaller satellites from the commercial-off-the-shelf (COTS) components in 10 cm-sized 

cubes, known as CubeSats. It would significantly reduce the complexity and the cost of having more 

satellites in orbit and expand space missions to research institutes and the private sector capable of 

building these miniature satellites. However, CubeSats are faced with some limitations, mainly due 

to 1) the limited onboard power and 2) the quality of COTS sensors. These limitations significantly 

reduce CubeSats' applicability in missions requiring high orbital accuracy. Therefore, the aim of this 

thesis is to investigate the limitations of the CubeSats in the POD and develop algorithms and 

remedies to reach high orbital and clock accuracies. The outputs would help in increasing CubeSats' 

applicability in future space missions.  

Investigating the first limitation shows that the limited onboard power causes the duty cycles in the 

power budget of sensors in the bus and payload. Consequently, applying various data constraints, 

such as the unavailability of GNSS observations and attitude information, is inevitable for low-power 

CubeSats. An efficient post-mission POD based on various data constraints is developed in the thesis 

and implemented in Bernese GNSS software. The validations confirm that the sub-dm level of orbital 

accuracy is achievable with observations collected under various duty cycles. Adding simultaneous 

data constraints such as lower sample intervals or the limited number of channels for tracking GNSS 

satellites negatively impacts the orbital accuracy. Other constraints, such as the lack of attitude 

information, the arc length, and the latency of the required orbits, are extensively analysed in the 

thesis. Based on the analysis of these factors, recommendations are provided for the CubeSats 

developers and mission designers to find appropriate combinations for the data constraint to achieve 

the required orbital accuracy in post-mission mode.  

The quality of the COTS components is the second limitation that affects CubeSats POD and is 

investigated in the thesis. It starts with developing a new weighting model based on Signal-to-Noise-

Ratio (SNR) to optimally represent the stochastic behaviour of the onboard observations due to the 

inter-satellite geometry in space, something which is not achievable using the widely-used elevation 

angle-dependant models. The internal validation methods, such as comparing overlapping arcs, the 

goodness of fit, and residual analysis, confirm the orbital improvements due to applying the proposed 

weighting model in the POD of CubeSats. 
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The short-term stabilities of the estimated clocks in CubeSat's POD, which is crucial for high-rate 

applications such as GNSS Radio Occultation (GNSS-RO), is another investigated point relevant to 

the quality of COTS components. The limitations in 1) the CubeSats POD and 2) the quality of COTS 

components are specified as the main sources for clock instabilities. The primary reasons for these 

limitations are categorised as the presence of a significant number of outliers, biases due to thermal 

variations, unmodelled phase centre variations, the J2 effect, and the quality of the onboard 

oscillators. The impacts of each factor are analysed, and the applicable remedies with the analysis of 

their influences on stability improvements are provided. A practical method to solve the issue of time-

tagging the high-rate GNSS-RO observations using unstable clocks is addressed. Evaluating the 

GNSS-RO product from the Spire Global constellation confirms the quality of the CubeSats' products 

and the benefits of replacing large and expensive LEO satellites with CubeSats.  

Besides the abovementioned limitations, the onboard POD using GNSS observations requires real-

time corrections for clocks and orbits of GNSS satellites in space. In this sense, the accuracy and the 

stability of corrections from the new generation of Australian and New Zealand Satellite-Based 

Augmentation Systems (AU/NZ SBAS, known as, SouthPAN) and the Japanese navigation system 

(QZSS) are studied. The limitations and the structure of these corrections with the implementation 

points in the POD are addressed. Extending the CubeSats POD to the real-time mode and using these 

corrections result in achieving sub dm to dm levels of orbital accuracy.  

Considering CubeSat's limitations for onboard processing, a new software for absolute and relative 

kinematic POD, named LeoPod, was developed during this PhD study. The structure and models 

implemented in LeoPod are thoroughly explained in the thesis. A relative kinematic POD approach 

augmented with the precise inter-satellite ranges from the ground-based reduced-dynamic POD is 

developed to remove the receiver-dependent errors and meet the limited processing capacity of 

CubeSats in formation flying scenarios. The structure of implementing this approach and the derived 

orbital accuracy based on the length of the inter-satellite ranges are discussed. 

Although the significant limitations of CubeSats and their impacts on the POD are discussed in this 

dissertation, some areas need further investigation. It includes extending the CubeSats POD to the 

use of multi-frequency multi-constellation GNSS mode, using undifferenced-uncombined 

observations, and applying the concept of PPP-IAR and the array-aided PPP for integer ambiguity 

resolution and precise attitude determination using GNSS.
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COTS   Commercial Off-The-Shelf 
CRF   CubeSat’s reference frame 
 
D 
DCB   Differential Code Biases 
DD   double differences 
DF   dual-frequency 
DLR   German Space Operations Center 
DOF   degrees of freedom 
DORIS  Doppler Orbitography and Radiopositioning Integrated by Satellite 
 
E 
ECEF   earth-centered earth-fixed 
ECOM   Empirical CODE orbit Model 
EGM   earth gravitational model 



17 
 
 
EKF   extended Kalman filter 
EOP   earth orientation parameters 
ESA   European Space Agency 
 
F 
FDE   fault detection and exclusion 
FES   Finite Element Solution 
FPGA   Field Programmable Gate Arrays 
 
G 
GAST   Greenwich Apparent Sidereal Time 
GEO   geostationary earth orbit 
GHOST  GPS high precision orbit determination software tools 
GNSS   Global Navigation Satellite Systems 
GNSS-RO  Global Navigation Satellite Systems’ radio occultation 
GPC   ground processing centre 
GPST   GPS time 
GRACE  Gravity Recovery and Climate Experiment 
GRACE-FO  GRACE Follow-On 
GRAPHIC  Group and phase ionospheric correction 
GRAS   GNSS Receiver for Atmospheric Sounding 
GSN   GRAS Support Network 
 
I 
IAR   Integer ambiguity resolution 
IAU   International Astronomical Union 
ICRF   International Celestial Reference Frame 
IERS   International earth rotation and reference systems service 
IF   Ionosphere-free 
IGS   International GNSS Service 
IMU   Inertial measurement unit 
In-SAR  Interferometric synthetic aperture radar 
ITOE   Inertial true of epoch frame  
ITRF   International terrestrial reference frame 
IV&V   Independent Verification and Validation 
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J 
JAXA   Japan Aerospace Research and Development Agency 
JPL    Jet Propulsion Laboratory 
JPL DE  Jet Propulsion Laboratory Development Ephemeris 
 
K 
KBR   K-band ranging 
KGE   Kling-Gupta Efficiency metric 
Kin   kinematic 
Kin-POD  Kinematic POD 
 
L 
LEO   Low Earth Orbit 
LINZ   Land Information New Zealand 
LTAN   Local Time of Ascending Node 
LTDN   Local Time of Descending Node 
 
M 
MADOCA  Multi-GNSS Advanced Demonstration Tool for Orbit and Clock Analysis 
MDEV   modified Allan deviation 
MetOp   Meteorological Operational 
 
N 
NCEI   National Centers for Environmental Information 
NEU   North, East Up 
NWP   numerical weather prediction 
 
O 
O-C   observed-minus-computed 
 
P 
PCO   phase center offsets 
PCV   phase center variations 
PNT   Positioning, Navigation, and Timing 
POD   Precise orbit determination 
PPP   Precise point positioning 
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Q 
QWG   Quality Working Group 
QZSS   Quasi-Zenith Satellite System 
 
R 
RD   reduced-dynamic 
RD-POD  reduced-dynamic POD 
RETICLE  Real-Time Clock Estimation system 
R-MAC  Rubidium Miniature Atomic Clock 
RMS   root mean square 
RMSE   root-mean-squared error 
RO   Radio Occultation 
RTCM   radio technical commission for maritime services 
RTS   IGS real-time service 
 
S 
SDR   software-defined radio 
SLR   satellite laser ranging 
SNR   Signal-to-Noise Ratio 
SPP   single point positioning 
SRF   satellite reference frame 
SRP   solar radiation pressure 
SSR   State Space Representation 
STD   standard deviation 
STF-1   Simulation To Flight-1 
 
T 
TLE   two-line elements 
 
U 
UCAR   University of Corporation for Atmospheric Research 
UKF   unscented Kalman filter 
USO   ultra-stable oscillator 
UTLS   Upper troposphere-lower stratosphere
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1 Introduction 

1.1 Background 

Human beings have an old desire to explore the outer part of the Earth. This desire motivated the 

design of space missions and the building of complex spacecraft. Most of these satellites are launched 

in the Low Earth Orbit (LEO), particularly with an altitude of 300-1500 km, which is suitable for 

remote sensing and communicating applications. Based on the considered application, the orbits of 

these satellites should be determined with a certain level of accuracy. The word “orbit” here refers to 

the spacecraft's location in its motion around the Earth.  

LEO satellites are below the Medium Orbit Earth (MEO) satellites of the Global Navigation Satellite 

Systems (GNSS). To benefit from this fact, LEO satellites nowadays are equipped with GNSS 

antennas and receivers to coarsely determine their position using code observations in a Single Point 

Positioning (SPP) solution with an accuracy of several meters. The satellite's motion mainly results 

from the Earth's central gravitational force and is disturbed by various forces acting on the satellite. 

Knowing and using more information about these forces result in higher accuracy in determining the 

satellite's orbit. Therefore, the estimated orbit onboard a LEO satellite from GNSS sensors can be 

integrated with the force models that affect the dynamics of the satellite in space to reach a better 

orbit determination accuracy. However, forces on miniature LEO satellites, such as CubeSats, are 

modelled with low degrees and orders due to the limitation in their onboard processing. Combining 

this procedure with the output of other sensors in the satellite, mainly the Attitude Determination and 

Control System (ADCS), can result in orbit determination with meter-level accuracy. However, this 

accuracy level does not fulfill the requirements of many applications.  

Precise orbits with accuracy at the cm- to dm-level are achievable for large LEO satellites equipped 

with powerful ADCS in the post-mission mode. In this process, the GNSS observations collected 

onboard these satellites should first be screened for outliers. Next, the filtered observations are 

corrected for known delays and errors that affect the GNSS signals in space. These steps are similar 

to the Precise Point Positioning with Integer Ambiguity Resolution (PPP-IAR) method used for 

ground applications, except for the tropospheric delays that are not considered for the LEO satellites 

as they are flying above this layer (Zhang et al. 2021). Dynamic models are also used to deal with the 

acting forces on satellites, and stochastic accelerations are estimated to compensate for the 

deficiencies in the models. This procedure results in estimating the precise orbits of LEO satellites. 

Reaching a high level of orbital accuracy for large LEO satellites is indebted to the use of refined 

POD algorithms and the satellite's high-quality bus and payload components. Although GNSS 

receivers and antennas represent only a small fraction of the cost of the satellites, the combined high-
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quality sensors and complexity in design, build, and launch leads to an increased cost of building 

large LEO satellites, the so-called geodetic satellites, in space. Examples of these expensive missions 

are: 

• GRACE-FO: $520 million (Smith 2018) 

• Sentinel 1-6: $3.83 billion (ESA 2019) 

• COSMIC 1-2: $560 million (Yen 2014) 

However, the recent technology advancements in Commercial-Off-The-Shelf (COTS) sensors and 

related developments in satellite launchers opened a new era for building small satellites, particularly 

CubeSats. These satellites are built from COTS components in 10 cm-sized cube units 

(10×10×10 cm =1U) and are usually categorized as nanosatellites. Their applicability increases with 

increasing their sizes, such as 3U and 6U, as more payloads and better quality sensors can be used. 

Currently, the cost of having a CubeSat in space varies from $20k to $ 200k based on the size of the 

CubeSat and its payloads, which is considerably smaller than the costs mentioned earlier for large 

LEO satellites. This low-cost feature makes CubeSats affordable and favourable among space 

research centres and interested industries, which would increase the CubeSats' applicability in space 

exploration, remote sensing, weather forecasting, Earth monitoring, environmental activities, and 

many more.  

Most missions mentioned above need highly accurate orbits at the decimetre level or, even better, 

with low latencies of a few hours or less. In GNSS radio occultation, for example, orbital accuracy 

of 5-20 cm and velocity accuracy of 0.05-0.2 mm/s, as well as the short-term stabilities of the onboard 

oscillators, are required in near-real-time (Kursinski et al. 1997, Montenbruck 2017). The accuracy 

of the orbits required for SAR missions is at the decimetre level (Eineder et al. 2011). In satellite 

altimetry, the mean sea level is determined with mm- to cm accuracy, and the uncertainties in the 

satellite position, i.e. its orbit determination, in the radial direction should be less than 1-2 cm (Cerri 

et al. 2010). Therefore, the orbital accuracy of CubeSats needs to be determined with high accuracy 

to make them usable in these missions. 

The low-cost feature of CubeSats comes at the cost of experiencing some limitations that significantly 

affect the orbital and clock accuracy either in post-mission or for the onboard POD. Like the large 

LEO satellites, the CubeSats' orbits determined onboard are mostly performed using code-only 

observations, which cannot provide accuracy better than several meters (Gangestad et al. 2013, Kovář 

et al. 2022). In contrast to the large LEO satellites, CubeSats have less power and processing 

capabilities. Therefore, the dynamic models that can be applied for POD are compromised, which 
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may not even be an option for low-power CubeSats (e.g. 1U). Most of the existing CubeSats have a 

limited power budget which cannot operate all sensors at the same time, and thus the power is required 

to be rotated among various sensors, called duty-cycling. This limitation affects the capability of 

continuously using spaceborne receivers and collecting GNSS observations (Mander and Bisnath 

2013, Foster et al. 2015, Wesam et al. 2017, Wang et al. 2020), especially in the eclipse regions. The 

interrupted observations significantly reduce the orbital accuracy and can sometimes terminate the 

POD. In the absence of GNSS observations, integrating a two-body orbital model can thus be used to 

approximate the position of the CubeSat in space. However, the resulting orbit is prone to drift over 

time due to external disturbances and should be corrected by switching on the receiver; its accuracy 

can otherwise be degraded to the km level (Personal Communication with CubeSat developers). 

Another issue for CubeSats is the quality of the COTS components used (Roscoe et al. 2018), 

including the onboard oscillator and ADCS, which can substantially affect the orbital accuracy. 

Moreover, due to the limited power and processing budget onboard these satellites, most CubeSats 

are equipped with a single-frequency GPS-only receiver (Omar et al. 2018, Vidal-Valladares et al. 

2022), providing fewer observations compared to the use of dual-frequency receivers. The low 

number of satellite tracking channels that resulted in a low number of GNSS observations is another 

issue that may affect the final orbit.  

Storing and transmitting the required information for POD to the ground station may also be 

interrupted for various reasons. In such a case, the CubeSat's orbit is computed using Two-Line 

Elements (TLE) data and some simplified general perturbations (SGP) models such as the SGP4 

software package (Vallado and Crawford 2008, San-Juan et al. 2017). The TLEs consist of CubeSat 

ID, epoch, six Keplerian orbital elements (eccentricity, semimajor axis, inclination, longitude of 

ascending node of the orbit, argument of Perigee, and true anomaly of the satellite), and an 

atmospheric drag coefficient term called the ballistic coefficient. The CubeSat operators use the TLEs 

to avoid collision between CubeSats or between CubeSats and space debris by applying proper 

manoeuvres. The TLE parameters for most CubeSats are available online at http://celestrak.com and 

https://space-track.org. The accuracy of these orbits is typically at km-level (Kahr et al. 2013, Li et 

al. 2021), which is not usable for CubeSats positioning in Earth science missions such as space 

meteorology, satellite altimetry, and gravimetry. 

POD of CubeSats should fulfil the critical requirements of control and guidance, the linkage between 

the onboard sensors, the parameters being sensed in space, and the ground stations that support data 

collection and facilitate dissemination. None of the current methods discussed above is appropriate 

http://celestrak.com/
https://space-track.org/
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for high-accuracy applications. Precisely determining the CubeSats' orbit for future space applications 

is essential and, thus, is investigated in this thesis. 

1.2 Research Questions 

The main research problem addressed in this study is: Can we achieve high-precision orbits for 

CubeSats at a close level to geodetic LEO satellites? To be more specific, the following research 

questions are defined:  

1. What are the gaps in the existing POD methods to be utilized for CubeSat? 

2. What are the main limitations in CubeSats that may affect the POD? 

3. What are the requirements for achieving high-precision orbits for CubeSats in post-mission 

and real-time modes? 

1.3 Objectives 

Answering the above research questions requires addressing the challenges associated with the 

CubeSats' limitations and developing POD methods suitable for them, which form the main objectives 

of this research. POD accuracy at sub dm- to dm-level is targeted, compared to the current accuracy 

of several meters to even kilometres for CubeSats.  The following specific objectives are identified 

to address the research questions of this thesis: 

1.  Investigate state-of-the-art POD methods for LEO satellites and define the specifications of 

each method based on CubeSats' limitations 

2. Develop and validate an efficient post-mission POD approach for CubeSats that experience 

data constraints 

3. Develop and validate a novel weighting model suitable for the observations collected by 

COTS sensors 

4. Investigate the parameters affecting the receiver clock estimation as an associated process to 

the CubeSat POD 

5. Demonstrate the potential of replacing the geodetic satellites with CubeSats using a real-data 

example 

6. Extend the CubeSats POD for (near) real-time application based on using real-time PPP 

corrections received in space and investigate the accuracy and limitations of these products 

7. Develop real-time absolute and relative Kinematic POD algorithms that address the CubeSats 

processing limitations 
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The realization of this framework will help in achieving autonomous guidance and control systems 

for CubeSats and would expand the CubeSats' applicability in many space missions. The thesis is 

among the first to address the CubeSats POD and its applications in space missions and Earth 

sciences. 

1.4 Outline of the Thesis 

In summary, after the introduction, this research starts with a comprehensive review of POD methods, 

including the dynamic, kinematic, and reduced-dynamic approaches in Chapter 2. It identifies the 

gaps for achieving continuous and precise CubeSat POD considering the limitations of these 

satellites. A reduced-dynamic and kinematic POD based on interrupted observations and other 

constraints that may impact CubeSats are developed and implemented using Bernese GNSS software. 

These steps are extensively explained in Chapter 3 to provide a framework for post-mission POD, 

using CubeSats' limited data and resources, for the rest of the thesis. A sensitivity analysis is carried 

out in Chapter 4 with the developed reduced-dynamic and kinematic POD considering CubeSats data 

constraints due to the power limitations. The quality of the COTS components is another limiting 

factor of CubeSats that affects POD results. The stochastic behaviour of the GNSS observations 

collected by COTS sensors onboard CubeSats requires better models than the traditional stochastic 

functions. Therefore, an SNR-based weighting function is developed and evaluated in Chapter 5 using 

actual CubeSats data from the Spire Global constellation. The receiver clock offset is another output 

of the CubeSats POD process, which is significantly impacted by the quality of the onboard oscillators 

and deficiencies in the CubeSats POD. The short-term stability of the receiver clocks required for 

high-rate applications such as GNSS-RO is investigated in Chapter 6. All suspected factors in the 

hardware part and the POD models are comprehensively analysed, and some remedies are proposed 

to overcome these limitations. The replacement of geodetic satellites with CubeSats for the GNSS-

RO mission is also studied in Chapter 6. The atmospheric products of LEO and CubeSats 

constellations are compared and evaluated using external observations, and the benefits of using 

CubeSats constellations are explained. Real-time PPP corrections in space make the (near) real-time 

POD possible; therefore, the developed POD methods for CubeSats in the previous chapters are 

extended in Chapter 7 to implement these corrections through space links. Next, the real-time POD 

based on sequential least-squares filtering is developed in Chapter 8 and extended to the relative POD 

augmented by the precise inter-satellite ranges, which will aid the onboard CubeSats POD either for 

a single CubeSat or a set of CubeSats in a formation flying. The conclusions and a summary of the 

results obtained in the thesis are given in Chapter 9, with a look at future potential studies in this field. 

The validations are performed using GPS observations since, at the time of preparing the thesis, there 

was no available multi-GNSS receiver onboard a CubeSat.   
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The detailed structure of the thesis is as follows: 

Chapter 2: Precise Orbit Determination of LEO Satellites Based on Undifferenced GNSS 

Observations                 

The first objective of the thesis listed above is addressed in the following publication forming Chapter 

2 of the thesis: 

• Allahvirdi-Zadeh, A., Wang, K., & El-Mowafy, A. (2022). Precise Orbit Determination of 

LEO Satellites Based on Undifferenced GNSS Observations. Journal of Surveying 

Engineering, 148(1) (pp 1-13), 03121001. DOI: 10.1061/(ASCE)SU.1943-5428.00003 

This review paper investigates the fundamental knowledge of precise orbit determination of LEO 

satellites. The principles of dynamic orbit determination are based on solving the equation of motion 

of the satellite as a second-order differential equation, and the affecting physical forces on this 

equation are introduced. After pointing out the deficiencies in the pure dynamic method, the 

kinematic and the reduced-dynamic POD are explained in detail for both post-mission and real-time 

processing modes. This procedure includes providing the used measurement, dynamic, and error 

models, discussing the data screening steps, and addressing possible solution and validation 

approaches. The benefits and drawbacks of each solution method in both the post-mission and real-

time modes are discussed from the perspective of small, low-power CubeSats. This study discusses 

the essential points that need to be considered in the POD, considering CubeSats' limitations, such as 

data interruption, low quality of sensors, and limited processing capability and capacity. An efficient 

CubeSats POD in post-mission based on these limitations is developed in the next chapter. 

Chapter 3: Post-mission CubeSats POD 

The power and quality of the COTS sensors are the main constraints of CubeSats that may affect the 

POD. Therefore, a reduced-dynamic POD factoring these limitations is developed in this chapter and 

implemented in the Bernese GNSS Software v5.2 (Dach et al. 2015). The model is extended for 

Kinematic POD, which is useful for periods with uninterrupted GNSS observations. All models 

required for data processing, screening steps, transformations between frames, propagating the orbits 

and estimating the variational equations, and estimating the unknowns are extensively explained to 

provide fundamental knowledge and processing tools for the rest of the chapters. The developed POD 

method addresses the second objective of the thesis. The next chapter will study different constraints 

in data acquisition and their impacts on the CubeSats POD. 

Chapter 4: A sensitivity study of POD using dual-frequency GPS for CubeSats data limitation 

and resources 
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The following publication covers this chapter to complement addressing the second objective of the 

thesis: 

• Wang, K., Allahvirdi-Zadeh, A., El-Mowafy, A., & Gross, J. N. (2020). A sensitivity study 

of POD using dual-frequency GPS for CubeSats data limitation and resources. Remote 

Sensing, 12(13) (pp 1-21), 2107. DOI: 10.3390/rs1213210 

The paper provides an extensive sensitivity analysis of the CubeSat POD concerning the continuity 

of GNSS observations, which is limited by the onboard power budgets and duty cycle tasks. This 

analysis starts with discussing the shortage of observations for real CubeSats due to duty cycling and 

its impact on POD. The variation of duty cycles and the resulting orbital accuracies are discussed 

based on utilizing phase-based reduced-dynamic POD. The GRACE-FO 1 is used as an example of 

LEO satellites to generate the duty-cycled data, investigate their impact, and test the developed POD 

in various scenarios. These scenarios include the orbital accuracy assessment when:  

1) Specific elevation mask-angles are set to remove the satellites with low elevations;  

2) The number of tracked GNSS satellites is limited to a specific number in the receivers;  

3) Storing and broadcasting GNSS observations at lower sample intervals, which are inevitable 

due to power issues or broadcasting limitations; 

4) Applying different latency requirements of the final precise orbits in the mission, which would 

require using various GNSS precise orbit and clock products; 

5) Considering the case when attitude information from the star tracker sensor is not available 

for the CubeSats due to duty cycling or broadcasting issues; 

6) Considering the varying arc lengths in POD computations, which are inevitable because of 

CubeSats' limitations. 

The outcome of this paper is helpful for the CubeSats developers and the mission planners to ensure 

achieving the required orbital accuracy in post-mission mode. 

In addition to the data constraints due to the power limitations, the quality of COTS components and 

the changing inter-satellite geometry of GNSS satellites with respect to the CubeSats have high 

impacts on the quality of CubeSats POD. The next chapter provides a new model to cope with the 

GNSS observations collected by the COTS sensors in the CubeSats POD. 

Chapter 5: Precise Orbit Determination of CubeSats Using Proposed Observations Weighting 

Model 

The following publication covers the third objective of the thesis in this chapter: 
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• Allahvirdi-Zadeh, A., El-Mowafy, Wang, K. (2022). Precise Orbit Determination of CubeSats 

Using Proposed Observations Weighting Model. In: International Association of Geodesy 

Symposia. Springer, Berlin, Heidelberg. DOI: 10.1007/1345_2022_160 

This paper proposes a new weighting model for the CubeSats POD based on the Signal-to-Noise 

Ratio (SNR) and evaluates the proposed model by testing its POD performance with actual CubeSats 

observations. The results show that the new model outperforms the elevation-angle dependent 

weighting functions, and the targeted sub-dm to dm-level accuracy is achievable for the tested 

CubeSats. 

The receiver clock offsets are the other outputs of the CubeSats POD process, which are influenced 

by the quality of the COTS sensors, i.e., the onboard oscillators, and the deficiencies in the CubeSats 

POD. The next chapter is dedicated to the investigation of this primary issue. 

Chapter 6: Stability of CubeSat Clocks and Their Impacts on GNSS Radio Occultation 

The following publication addresses the fourth and fifth objectives of the thesis: 

• Allahvirdi-Zadeh, A., Awange, J., El-Mowafy, A., Ding, T., & Wang, K. (2022). Stability of 

CubeSat Clocks and Their Impacts on GNSS Radio Occultation. Remote Sensing, 14(2) (pp 

1-26), 362. DOI: 10.3390/rs14020362 

In the first part of this publication, the parameters that affect the stability of CubeSat clocks are deeply 

investigated, and the impact of each parameter in the receiver clock estimation in CubeSats POD is 

specified. Remedies are suggested to reduce the instabilities in the estimated clocks. The impacts of 

these remedies on the stability improvements are investigated. 

The second part of the paper covers the fifth objective of this dissertation. The quality of the GNSS 

radio occultation (RO) products, i.e., the atmospheric profiles, are compared to the similar products 

of a large LEO constellation. It is shown that CubeSats' profiles can compete with large LEO 

satellites, and they could cover the entire Earth at a significantly lower cost compared with a 

constellation of large LEO satellites. This is a clear example of the potential and benefit of replacing 

expensive and complicated LEO satellites with CubeSats for some applications.  

To this point in the thesis, the limitations in CubeSats POD in post-mission modes, mainly due to the 

data constraints and the quality of COTS sensors, are extensively investigated. The algorithms to cope 

with these limitations are developed, and the remedies are proposed, resulting in achieving the 

targeted accuracy for CubeSats POD. Extending the developed CubeSats POD to the real-time 

scenario based on using the space-based PPP corrections is the topic of the next chapter.  
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Chapter 7: POD of small LEO satellites based on precise real-time MADOCA and SBAS-aided 

PPP corrections 

The following publication covers this chapter to address the sixth objective of this dissertation: 

• Allahvirdi-Zadeh, A., Wang, K., & El-Mowafy, A. (2021). POD of small LEO satellites based 

on precise real-time MADOCA and SBAS-aided PPP corrections. GPS solutions, 25(2), (pp 

1-14). DOI: 10.1007/s10291-020-01078-8 

In the absolute positioning, precise orbits and clocks of the GNSS satellites estimated from the 

processing of a global network are used to correct the orbital errors and the satellite clock offsets of 

the GNSS satellites. These products are now available in space thanks to, for example, the new 

generation of the Australian/New Zealand SBAS, known as the SouthPAN service (Geoscience of 

Australia 2020), and the Japanese Quasi-Zenith Satellite System (QZSS). This step is significant 

toward reaching high accuracy in real-time POD for LEO satellites, including CubeSats. The chapter 

extensively analyses the products broadcasted in space under the so-called “SBAS-aided L5 PPP” 

and “MADOCA L6E PPP” services. The network density and constellations, the different update 

intervals, the dynamic models used for the network adjustment, and the bandwidth limitation for the 

GEO link used were discussed to address the better quality of the used MADOCA products compared 

to the testbed SouthPAN products. The structure of both products and the way to apply them in the 

POD are provided in Chapter 8 (cf. section 8.1, point 1a). These products (SouthPAN and QZSS) are 

tested for the near-real-time POD of LEO satellites with the onboard observations affected by 

different duty cycles. The accuracy achieved can fulfil most applications that need near-real-time 

orbits of the LEO satellites. The targeted sub-dm- to dm- level of accuracy is fulfilled. 

Real-time POD requires an efficient algorithm to be developed based on all limitations for onboard 

processing. The aim of the next chapter is to implement that algorithm in a new POD software.    

Chapter 8: Real-time CubeSats POD with a new software  

Bernese software used for the previous chapter processes the orbits in a batch least-squares 

adjustment and generates the orbits with high accuracies. However, it is not suitable for real-time 

scenarios and onboard processing. Therefore, a new software, named “LeoPod”, is developed to 

perform real-time POD based on sequential least-squares filtering in both the absolute and relative 

kinematic modes. In developing this software, the limitation of the processing units of CubeSats is 

considered and tested with the low-power CPUs that may be available onboard CubeSats. This 

chapter explains the structure of LeoPod software and the models used to perform the CubeSats POD. 

A kinematic relative POD method is also developed and augmented by suggested precise inter-

satellite ranges derived from reduced-dynamic POD. The proper structure for implementing this 



29 
 
 
approach for a formation flying or a constellation of CubeSats is proposed, and the results are 

provided based on the length of the inter-satellite ranges. The proposed approach would be a step 

toward augmented navigation using smart constellations of CubeSats. 

Chapter 9: Conclusions 

The last chapter summarises the outputs of this thesis and provides the potential direction of studies 

and future works related to achieving high accuracy and reliable POD of CubeSats.
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2 Precise Orbit Determination of LEO Satellites Based on Undifferenced GNSS 

Observations 

 

This thesis starts by comprehensively investigating the state-of-the-art POD methods and the required 

observation, dynamic, and stochastic models. This investigation includes studying the benefits and 

drawbacks of each method in post- and real-time processing for CubeSats limitations. The chapter 

provides essential fundamentals of POD of CubeSats for the rest of this PhD research and is covered 

by the following publication: 

Allahvirdi-Zadeh, A., Wang, K., & El-Mowafy, A. (2022). Precise Orbit Determination of LEO 

Satellites Based on Undifferenced GNSS Observations. Journal of Surveying Engineering, 148(1) 

(pp 1-13), 03121001. DOI: 10.1061/(ASCE)SU.1943-5428.00003
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Introduction

The low Earth orbit (LEO) satellites, including CubeSats, have an
orbital altitude that ranges from 300 to 1,500 km. They are used in
different space missions, including satellite gravimetry, interferometric
synthetic aperture radar (In-SAR), global navigation satellite systems
(GNSS) radio occultation, satellite altimetry, global Earth mapping
and monitoring, formation flying, and positioning using megaconstel-
lations. Orbits with high accuracy, mainly at the subdecimeter level,
are required for almost all these missions (Montenbruck 2017). Precise
orbit determination (POD) methods are categorized into three main
types: dynamic, kinematic, and reduced-dynamic POD.

The dynamic POD incorporates dynamic models of forces that
affect the satellite motion. Such models are used to solve the sat-
ellite equation of motion [Eq. (1)] using numerical integration to
determine the best-fitting orbit. The equation of motion for a LEO
satellite can be considered as a second-order differential equation
relating its movement to the accelerations (a) that perturb the orbit.
These perturbation accelerations depend on time (t), position (r),
velocity (v), and physical forces (f) affecting the motion. The equa-
tion of motion is expressed as follows (Dach et al. 2015):

d2r
dt2

¼ aðt; r; v; fÞ ¼ −GM r
krk3 þ ap ð1Þ

where a = total acceleration; GM = product of the gravitational
constant and the mass of the Earth, the vector r denotes the position
vector of LEO satellite; and k · k forms the norm of a vector. The
first term on the right side of Eq. (1) is the central gravity term,
which has the dominant effect on the LEO satellite. The other per-
turbations, represented as ap, are caused by other physical forces
that impact the LEO motion. These forces are categorized into
gravitational (fg) and nongravitational (fng) forces. The gravita-
tional forces include higher-order terms of the Earth gravity (fho),
the gravitational attractions by the Sun, Moon, and the other
celestial planets (fsmp), the solid Earth, pole, and ocean tidal effects
(fti), and the general relativistic effects (frel), combined into the
following equation:

fg ¼ fho þ fsmp þ fti þ frel ð2Þ

The nongravitational forces are independent of the satellite mass
and include the atmospheric drag (fd), solar radiation pressure
(SRP) denoted as (fr), and the Albedo effect (fal) as follows:

fng ¼ fd þ fr þ fal ð3Þ

The atmospheric drag is the friction of the satellite with the
Earth atmosphere, the SRP is the acceleration due to the absorption
or reflection of solar photons, and the Albedo effect is caused by the
solar energy flux reflected from the Earth. The aforementioned
forces have been discussed in detail by Montenbruck and Gill
(2000), and approximate values of these accelerations on an exam-
ple of LEO satellites were given in Table 32.2 of Montenbruck
(2017). To solve the equation of motion and achieve precise orbits,
arc-by-arc, different stepwise numerical integration methods are
used (Montenbruck and Gill 2000).

The accuracy of the dynamic POD is highly dependent on the
accuracy of physical force models used, and the deficiencies in
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these models cause systematic errors in the POD that grow with the
arc length. These deficiencies are related mostly to the nongravita-
tional part, including atmospheric drag and SRP. Accurate modeling
of the atmospheric drag depends on the accuracy of the informa-
tion on the density of the upper atmosphere, detailed knowledge of
the interaction of the atmospheric particles with the satellite surface,
and the satellite attitude in space. The SRP depends on the satellite
shape, surface coating materials, and the orientation. These depend-
encies cause accuracy degradation in the dynamic POD for the LEO
satellites because the drag and SRP coefficients should be estimated
during the POD to model these accelerations accurately, which is not
happening for the purely dynamic POD. Therefore, the kinematic
POD using only GNSS measurements, and the reduced-dynamic
POD that uses both dynamic models and GNSS observations, have
been developed during the previous 2 decades to improve the orbital
accuracy of LEO satellites.

In this paper, the kinematic and reduced-dynamic POD using
undifferenced measurements are discussed and compared in detail
in the next section from the postmission viewpoint and based on the
batch least-squares solution. For each method, the functional, sto-
chastic, and dynamic models, as well as the preprocessing, post-
mission solution, and validation steps are given. The concept of
real-time POD based on filtering is discussed in the section “Real-
Time POD.” At the end of each section, a discussion about the
latest studies related to each topic is provided. Finally, an outlook
on the POD of LEO satellites based on undifferenced GNSS
observations, along with a comparison of the discussed methods,
is given in the conclusion. A flow diagram of the paper structure
including the section headings is provided in Fig. 1 to help readers
follow the content.

Postmission POD

The postmission precise LEO orbits are essential in many geosci-
ence applications. Depending on the applications, the precise orbits

may be available with different latencies, from several hours for
weather forecasting or urgent satellite imagery, to several days for
nonemergency applications that require the highest possible accu-
racy. The POD of such missions is performed in processing centers
using different software packages such as GipsyX from the Jet Pro-
pulsion Laboratory (JPL) (Bertiger et al. 2020), Bernese GNSS
software from the Astronomical Institute of the University of Bern
(AIUB) (Dach et al. 2015), GHOST from the German Space Op-
erations Center (DLR) (Wermuth et al. 2010), and PANDA from
Wuhan University (Chuang et al. 2008). In this section, a general
algorithm for the postmission POD based on the kinematic and
reduced-dynamic methods is discussed. The main issues and ques-
tions that the reader could encounter in postmission POD are sum-
marized in Fig. 2 and are discussed subsequently.

Kinematic POD

The kinematic POD method estimates the orbit by processing only
the GNSS measurements with a precise positioning approach with-
out considering the dynamic models. Hence, it is susceptible to sat-
ellite geometry, measurement errors, noise, and data outages, and
orbit estimation will not be accurate or even available when the
GNSS data have large biases or gaps. This something could hap-
pen in small LEO satellites with limited power capability, such as
CubeSats (Wang et al. 2020). Kinematic POD is a popular method
in recovering the gravity field information because a priori knowl-
edge of the involved physical forces is not required (Jäggi et al.
2016). The use of this method for the gravity field determination
was demonstrated by Švehla and Rothacher (2003b), and the first
gravity field model based on kinematic orbits was calculated by
Gerlach et al. (2003).

The kinematic POD in postmission mode starts with the quality
control of the observations, followed by orbit determination based
on the precise point positioning (PPP) approach. These steps are
discussed subsequently.

Fig. 1. Flowchart of the paper’s structure.
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Data Screening in Kinematic POD
The orbital periods of LEO satellites are around 90–120 min, where
a typical GPS satellite is visible for them for less than 40 min (Ren
and Schön 2018). This short period is due to the low orbital altitude
of the LEO satellite and its higher velocity (∼8 km=s) than the
GNSS satellites (∼4 km=s). During this period, weak GNSS sig-
nals and the possible ionospheric scintillations may cause signal
loss-of-lock and cycle slips, which would reduce the strength of
the model. As such, to achieve precise kinematic orbits, the GNSS
measurements should be preprocessed through, e.g., the so-called
fault detection and exclusion (FDE) method (El-Mowafy 2014).

The FDE concept is based on testing the null hypothesis that
expresses the error-free model against the alternative hypotheses
that refer to the possibility of the presence of outliers in observa-
tions. It can be summarized as follows:
• Detect the presence of outliers in observations using the over-

all test statistic Tq ¼ êTQ−1
y ê, which follows a central chi-

square distribution in the fault-free mode, where ê denotes the
observation residuals, assumed to be normally distributed,
and Qy denotes the covariance matrix of the observations. If
Tq ≥ χ2

αðdf; 0Þ, the null hypothesis is rejected, indicating the
presence of outliers; χ2

αðdf; 0Þ represents the central chi-square
distribution function for a predefined significance level α and
the observations’ degrees of freedom df.

• Identify the observation that causes this model error using,
e.g., the Baarda w-test statistic (Baarda 1968). The identified
code observation will be excluded from the rest of the process-
ing, and a new ambiguity will be introduced in the unknown
vector for the identified phase observation.
Besides the FDE method, there are other approaches for the

cycle slip detection that can be considered for the POD of LEO
satellites (e.g., Ren and Schön 2018).

Measurement and Error Models for Kinematic POD
A simplified measurement model for code (P) and phase observa-
tions (Φ) between the GNSS satellite s and the LEO spaceborne
receiver r at frequency j is expressed

Ps
r;j ¼ ρsr þ cðdtr − dtsÞ þ μjIsr;1 þ cðdr;j − dsjÞ þ ej

Φs
r;j ¼ ρsr þ cðdtr − dtsÞ− μjIsr;1 þ cðδr;j − δsjÞ þ λjnsr;j þ εj ð4Þ

where ρsr = receiver-satellite range (m); c = speed of light (m=s); dtr
and dts = receiver and satellite clock offsets (s); μj ¼ f21=f

2
j is the

unitless coefficient to be multiplied with the ionospheric delay on
L1 (Isr;1 in meters) for the frequency fj; dr;j and δr;j = receiver code
and phase hardware biases (s); and dsj and δsj = satellite code and
phase hardware biases (s), respectively. The receiver code hardware
biases are lumped with the receiver clocks, and the phase hardware
biases, which are considered constant in time, are lumped with am-
biguities. The phase ambiguity parameter nsr;j is transformed from
cycles to the range by multiplying with the wavelength λj. Noises
and remaining mismodeled errors such as multipath are denoted by
ej and εj for code and phase, respectively. The shape of the solar
panels and the position of the patch antenna are two main sources of
multipath error for the LEO satellites. The tropospheric delays are
not present for the LEO satellites due to their altitudes (Hofmann-
Wellenhof et al. 2008). For the multi-GNSS receivers, the inter-
system biases (ISBs) need to be considered in the processing to
compensate for differences in time references and hardware biases
between GNSS (Kouba et al. 2017).
GNSS Precise Orbits and Clocks. Precise GNSS orbits and clocks
are essential for POD because using the broadcast ephemeris can
deliver POD accuracy at the meter to submeter (Montenbruck and
Ramos-Bosch 2008). This precise information is available from,
e.g., International GNSS Service (IGS) or Center for Orbit Deter-
mination in Europe (CODE) with different sampling intervals.
Higher-order Lagrange polynomials can be used to interpolate the
GNSS satellite orbits with the large sampling intervals of, e.g.,
15 min (Feng and Zheng 2005), but interpolating clocks could de-
grade their accuracy dramatically. As such, analysis centers like the
CODE also deliver high-rate clock products. The high-sampled
clocks also deliver the possibility to access the short-term stability
of the onboard clocks, which is crucial for different applications
(Hauschild et al. 2013).
Antenna Phase Center. The LEO satellite antenna phase center
offsets (PCOs) and phase center variations (PCVs) can be deter-
mined from the consistent nominal antenna models achieved before
the launch using a robotic measurement system (Montenbruck et al.
2009). However, these models do not reflect the actual space envi-
ronment, such as experiencing the effect of the near-field multipath.
Neglecting or incorrect modeling of the antenna PCOs and PCVs
could cause systematic errors in the LEO POD. To compensate for

Fig. 2. Questions that will be addressed in each section.
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this limitation and generate the correct phase center pattern to im-
prove the consistency of the POD solutions, the LEO observations
can be used in the empirical inflight calibration methods, i.e., the so-
called residual and direct approaches. In the residual approach,
phase residuals are used to derive the empirical PCVs as binwise
mean values, whereas in the direct approach, the PCV values are
considered as the unknowns and estimated in the processing
(Jäggi et al. 2009). As an example, Van Den Ijssel et al. (2015) used
the residual approach to derive PCVs for the Swarm constellation.
Ionospheric Errors. There are two main approaches to deal with
the ionospheric error in the POD process. The first approach re-
moves the first-order term of the ionospheric delay by forming
the ionosphere-free (IF) linear combination using dual-frequency
GNSS measurements. This combination increases the noise level

by a factor of
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðf4i þ f4jÞ=ðf2i − f2jÞ2

q
, e.g., approximately three

orders of magnitude for L1 and L2. The corresponding GNSS sat-
ellite differential code biases (DCBs) need to be considered if the
formed IF combination is different from the one contained in the
precise GNSS satellite clocks. Despite using the IF combination,
the higher-order ionospheric terms are not removed. The magnitude
of these terms is in the range of few millimeters to several centi-
meters depending on the solar activity conditions, carrier frequency,
and relative orientation of the LEO satellite to the magnetic field
(Hoque and Jakowski 2007). These errors are generally neglected
in most POD processing approaches.

The second approach in dealing with the ionospheric delay is to
use the uncombined measurements and estimate ionospheric delays
as the unknown parameters. It allows for extensions to an arbitrary
number of frequencies and could strengthen the model by imple-
menting the spatial and temporal constraints on the ionospheric
parameters (Odijk et al. 2016). Because the first approach, i.e., form-
ing IF combination, is used in most POD studies, it will be used in
the rest of this paper.

Regardless of the method used to deal with the ionospheric
delay, the ionospheric scintillation can degrade or even interrupt
the GNSS tracking (Kintner et al. 2007). Such performance reduc-
tion is observed in the Swarm GPS receiver, and several modifi-
cations in the tracking loop and the antenna field of view were
performed after launch to solve the problem (Van den Ijssel
et al. 2016).
Unknown Parameter Vector. The unknown parameter vector in
the postmission kinematic POD is defined as x ¼ ð rT ; dt;bT ÞT
where for epoch t with m satellites, the vector r ¼ ð xt; yt; zt ÞT
is the LEO satellite position, the term dt contains the LEO clock
offsets in range, and b ¼ ð bs1t ; : : : ; bsmt ÞT includes the IF ambigu-
ities that are lumped with the corresponding hardware biases.

Kinematic POD Solution and Validation

Estimation. To determine the unknown parameters at epoch t
(for t ¼ 1; : : : ; k), the IF combination of code (PIF) and phase
(ΦIF) measurements are considered in the observation vector
y ¼ ð yT1 ; yT2 ; : : : ; yTk ÞT , where yt ¼ ðPT

IF;Φ
T
IF ÞT . In a batch

least-squares estimation, the observation linearized model is
expressed

EfΔyg ¼ JΔx; DfΔyg ¼ Qy ð5Þ

where E and D = mathematical expectation and dispersion oper-
ators, respectively; and J = partial derivative of the observations
concerning the unknown parameters that form the design matrix.
Different observation weighting models including the equal and
the elevation-dependent weighting models are often applied to form
the variance-covariance matrix of the observations Qy . However,

giving equal weights to all observations may not be optimal for all
satellites and the correct calculation of the elevation angels requires
the attitude information recorded by the satellites that may not be
available for low-power satellites. Using a weighting model based
on signal-to-noise ratio is a possible solution that was proposed by
Allahvirdi-Zadeh et al. (2021). Eq. (5) can be efficiently solved us-
ing the parameter pre-elimination and back substitution.
Validation. After the data screening and processing steps, the out-
put orbits should be validated using internal and external validation
methods. The internal validation method uses a precise reference
orbit, which can, e.g., be prepared from the reduced-dynamic
POD method with the single-difference integer ambiguity resolu-
tion. Besides, the overlap analysis between subsequent orbits is
often used to assess the internal consistency (Montenbruck 2017).
In this method, two orbits (arcs) are generated while they have time
overlap, e.g., daily arcs that are 30 h long. The differences between
two orbits in the overlapping period should be small enough to val-
idate the processing results.

The external validation method uses the non-GNSS technique
such as the satellite laser ranging (SLR) and K-band ranging (KBR)
system to compare the measured range with that computed from
the POD (Arnold et al. 2019). Some LEO altimetry missions such
as Sentinel-3, which require high accuracy in the radial direction, are
equipped with a Doppler Orbitography and Radiopositioning Inte-
grated by Satellite (DORIS) antenna (Auriol and Tourain 2010). It
can be used for both the DORIS POD and as an external validation
tool (Fernández 2019).

The external validation methods are mainly available for the large
LEO satellites such as GOCE (Bock et al. 2014) and Sentinel-3
(Fernández et al. 2016) that are equipped with the required costly
sensors. This may not be possible for small satellites, such as
CubeSats. The internal validation and self-consistency POD tests,
such as the analysis of residuals and the orbit overlaps, are thus
considered for these satellites.

Reduced-Dynamic POD

As discussed previously, the dynamic and kinematic POD have
some limitations. The former requires comprehensive dynamic
models that are not precisely available for LEO satellites (especially
the nongravitational-force models), and the latter is sensitive to data
outages and weak GNSS satellite geometry. The reduced-dynamic
POD, however, can benefit from both sides, i.e., the availability of
dynamic models, as well as GNSS observations. In this method, the
initial conditions, force model parameters, and possible stochastic
accelerations are estimated instead of the epochwise LEO positions
in the kinematic POD.

Because this POD method delivers more accurate orbital posi-
tions than the other two approaches, it has been used as the primary
method to determine the orbit of different LEO missions, such as
TOPEX/Poseidon (Yunck et al. 1994), CHAMP (Švehla and
Rothacher 2003b) Jason-1 (Haines et al. 2004), GRACE (Kang
et al. 2003), GOCE (Bock et al. 2014), Swarm (Van Den Ijssel
et al. 2015), HY-2A (Guo et al. 2015), FY-3C (Zhang et al. 2018),
Sentinel (Fernández 2019), and GRACE-FO (Kang et al. 2020). In
the following, different steps of this approach are discussed.

Data Screening in Reduced-Dynamic POD
As explained in the “Data Screening for Kinematic POD” section,
similar methods can be performed to screen GNSS data before
starting the POD processing. However, some POD software pack-
ages, such as Bernese, perform the data screening step along with
the POD steps. Such procedure is mentioned in the “Reduced-
Dynamic POD Solution and Validation” section, Step 2.
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Measurement and Dynamic Models for
Reduced-Dynamic POD
Based on the measurement models given in Eq. (4), the LEO
receiver clocks and ambiguities are estimated together with the el-
ements used to propagate the LEO orbits, i.e., the satellite initial
conditions, force model parameters, and possible stochastic accel-
erations. The latter two terms can be used to form the improved
orbital accelerations. The dynamic model, expressed by the equa-
tion of motion [Eq. (1)], is a second-order differential equation.
With the unknowns mentioned previously estimated in a least-
squares adjustment, the LEO satellite trajectory can be propagated
for any arbitrary time point with the improved accelerations and the
initial state vector S0 ¼ ð rT0 ; vT0 ÞT by using numerical integration of
the equation of motion. The initial position r0 and velocity v0 vec-
tors can be defined based on Keplerian elements (Dach et al. 2015).
Variational Equations. Due to the nonlinearities, the partial deriv-
atives of the state vector at an arbitrary time t with respect to the
initial state vector and the force model parameters need to be nu-
merically integrated. These partials represent a transition matrix
~Φ ¼ ∂S0St, which is the partial derivatives of the current state us-

ing the initial state vector, and a sensitivity matrix ~S ¼ ∂pSt, which
is the partial derivatives with respect to the force model parameters
p. They can be computed using numerical integration of the follow-
ing so-called variational equations (Montenbruck and Gill 2000):

d
dt

ð ~Φ; ~SÞ ¼
� ∂rv ∂vv

∂ra ∂va

�
6×6

ð ~Φ; ~SÞ þ
�
0 ∂pv

0 ∂pa

�
6×ð6þnpÞ

¼
�

0 I

∂ra ∂va

�
6×6

ð ~Φ; ~SÞ þ
�
0 0

0 ∂pa

�
6×ð6þnpÞ

ð6Þ

where np = number of the dynamic parameters estimated during the
orbit determination to account for effects like the atmospheric drag
and SRP. Here, ∂rv is zero because r and v are two independent
components in the state vector. Likewise, v does not depend explic-
itly on p, and ∂pv is zero. This variation equation is numerically
integrated by using existing force models and improved model
parameters (in the last iteration) to generate the corresponding par-
tial derivatives at an arbitrary time point. Examples of the existing
force models are given in Table 1.
Empirical Accelerations. Despite using available force models,
deficiencies could still exist in the models for the SRP and air drag.
For example, the drag force model depends on the satellite body
(shape, size, and orientation), the distribution of atmospheric layer
density, and the predictive assessment of this density (Vallado and

Finkleman 2014). The possible model deficiencies can thus be
compensated by using empirical accelerations (Montenbruck et al.
2005). The empirical accelerations are estimated in the orbit deter-
mination procedure as the unknown parameters in the radial αR,
along-track αAT, and cross-track αCT directions. They can be
lumped in the term αEMP as follows:

αEMP ¼ αReR þ αATeAT þ αCTeCT ð7Þ

where eR, eCT, and eAT represent the unit vectors in the radial,
cross-track, and along-track directions, respectively. The accelera-
tions can be estimated as piecewise constants for a time interval
(ti−1 ≤ t < ti) (Jäggi et al. 2005). The drawback of this concept is
that the changes in the improved orbit are not differentiable at ti.
Therefore, the concept of piecewise-linear accelerations was intro-
duced by Jäggi et al. (2006) to overcome this limitation and allow
one to set up continuous piecewise accelerations, which improves
orbital accuracy. As an alternative approach, small velocity changes
at the predefined epochs, the so-called pseudostochastic pulses, can
be estimated. However, the improvement could be discontinuous at
the time epochs introducing the pulses (Jäggi et al. 2006).

Stochastic parameters in the reduced-dynamic POD can be
parametrized as a combination of the aforementioned approaches.
One procedure, which is used in the GHOST (GPS high precision
orbit determination software tools) package, starts with computing
SRP and drag accelerations using simple models (Table 1), then
adjusts scale factors (coefficients) for these accelerations during
the orbit determination, and finally estimates the piecewise-
constant empirical accelerations for the predefined subintervals
to compensate for model deficiencies. Another possible procedure,
e.g., that used in the Bernese GNSS software, is based on different
parameterizations of the stochastic parameters in the different
processing steps of the reduced-dynamic POD procedures. This
procedure is explained in the following section.

Reduced-Dynamic POD Solution and Validation
The postmission solution of the unknown parameters can be per-
formed with the following steps, taking the example of the Bernese
GNSS version 5.2 software for the LEO POD using dual-frequency
GPS observations, with a flowchart of these steps shown in Fig. 3:
• Step 1: The solution starts from a single point positioning using

code observations passing the outlier detection step. The colloca-
tion method, as the numerical integration method in Bernese (Dach
et al. 2015), is then used to generate a code-based reduced-dynamic
orbit, fitting the kinematic positions. These outputs will be used for
the GNSS phase observations’ preprocessing in the following step.

Table 1. Examples of dynamic models used in the reduced-dynamic POD

Item Description

Earth’s gravity EGM 2008 (Pavlis et al. 2008)
Tides (solid Earth tides, pole
tides, and ocean tides)

IERS 2010 (Petit and Luzum 2010)

Other planets’ ephemeris JPL Development Ephemeris (JPL DE405) (Standish 1998)
Radiation pressure Cannon-ball model (Montenbruck and Gill 2000), cylindrical Earth shadow (Allahverdi-Zadeh et al. 2016)
Atmospheric drag Jacchia 71 density model (Jacchia 1971)

Daily solar flux and hourly geomagnetic activity (Xiong et al. 2018)
Antenna offset Constant phase center coordinate in the SRF (Rothacher and Schmid 2010)

Attitude information of the satellite (Giorgi 2017)
Empirical acceleration Pseudostochastic pulses, piecewise constant/continuous accelerations (Jäggi et al. 2006)
Terrestrial reference frame ITRF2014 (Altamimi et al. 2016)
Earth orientation IAU precession, nutation, and sidereal time models (Petit and Luzum 2010), IERS polar bulletin (Luzum et al. 2001)
Inertial reference frame ICRF (J2000.0) (Ma et al. 1998)

Note: EGM = earth gravitational model; IERS = International earth rotation and reference systems service; SRF= satellite reference frame; ITRF2014 =
International terrestrial reference frame 2014; IAU = International Astronomical Union; and ICRF = International Celestial Reference Frame.
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• Step 2: Phase observations are screened and used to improve the
orbital accuracy in an iterative process. The entire orbit is divided
into nα intervals with equal time periods, and in each iteration,
the stochastic velocity changes are determined for each interval.
For a LEO satellite with an orbital period of 90–120 min and the
GNSS measurements with a sampling interval of 10–30 s, the
orbit interval could be set to, e.g., 15 min. The estimated velocity
pulses are used along with the estimated initial conditions and
force model parameters in a numerical integration step to improve
the orbit. The updated orbit in the last iteration and the screened
phase data will be used in the final reduced-dynamic POD.

• Step 3: In the final POD, another round of least-squares estima-
tion is performed using the fault-free phase observations and
considering reduced time intervals, e.g., from 15 to 6 min, to
estimate piecewise constant accelerations. The numerically in-
tegrated orbit is considered as the final reduced-dynamic orbit.
The validation methods discussed in the “Kinematic POD Sol-

ution and Validation” section can also be used to validate the final
reduced-dynamic orbit.

Discussion on Postmission POD

The kinematic and the reduced-dynamic POD using single- and
dual-frequency observations are used in different LEO satellite–re-
lated studies. Table 2 presents a selection of LEO POD accuracies
achieved with the different validation methods based on undiffer-
enced dual-frequency measurements with both the kinematic and
reduced-dynamic methods used in different missions. These results
were obtained from different studies over a rather long timespan
(2005–2020). The presented POD accuracies are therefore affected
by the progress in the gravitational force modeling achieved by dif-
ferent gravity field missions over these years. Satellites in higher
orbits often have lower root mean square (RMS) errors, mainly
due to the harsh dynamical environment of satellites in the lower
altitudes (e.g., Swarm-B satellite in Table 2 that has a higher alti-
tude than Swarm-A and Swarm-C).

The orbital accuracy of the kinematic POD method is correlated
to the epochwise receiver clock offset determination. There is a
high correlation between the radial component of the orbit and the
receiver clock parameters (Weinbach and Schön 2012). Stable os-
cillators thus enable a robust clock model and can stabilize the ra-
dial orbital component. This concept is simulated for the GRACE
mission to model the receiver clock offset, and a 40% improvement
in the radial direction is shown (Yang et al. 2014).

In all the aforementioned studies, the first-order ionospheric de-
lay is removed by forming the IF linear combination. However, as

discussed in the “Measurement and Error Models of Kinematic
POD” section, the uncombined observations can also be applied in
the POD. The kinematic POD with raw measurements, considering
the higher-orders of the ionospheric delays, provided similar orbital

Fig. 3. Flowchart of reduced-dynamic POD computation procedure.

Table 2. Summary of LEO POD results in different studies

Mission

Accuracy in
terms of RMS
with respect

to the reference
solution (cm) POD References

CHAMP SLR RMS: 2.7 Kina Švehla and
Rothacher (2005b)SLR RMS: 2.5 RDb

GRACE-A SLR RMS: 2.2 RD Jäggi et al. (2007)
SLR RMS: 3.0 Kin

GRACE-B SLR RMS: 1.9 RD
SLR RMS: 2.8 Kin

GRACE K-band RMS: 1.1 RD
K-band RMS: 2.0 Kin

GOCE SLR RMS: 2.3 Kin Bock et al. (2011)
SLR RMS: 2.0 RD

Swarm SLR RMS: 4-5 Kin Van Den Ijssel
et al. (2015)SLR RMS: 2 RD

Swarm-A SLR RMS: 3.2 Kin Jäggi et al. (2016)
Swarm-B SLR RMS: 2.7
Swarm-C SLR RMS: 3.1
Fengyun-3C Overlapping

3D RMS: 3.4
RD Li et al. (2017)

TG02 Overlapping
3D RMS: 1.4SLR
RMS <3.5

RD Li et al. (2018)

Sentinel 1-A QWG 3D RMSc <2.5 RD Peter et al. (2017),
Fernández et al.
(2018), Fernández
(2019)

Sentinel 1-B QWG 3D RMS <4
Sentinel 2-A QWG 3D RMS <2.5
Sentinel 2-B QWG 3D RMS <2
Sentinel 3-A QWG 3D RMS <3

SLR RMS <1.5
Sentinel 3-B QWG 3D RMS <3

SLR RMS <1.5
GRACE-FO C SLR RMS: 1.5 RD Kang et al. (2020)
GRACE-FO D SLR RMS: 1.5
GRACE-FO K-band RMS: 0.5
aKin = kinematic.
bRD = reduced-dynamic.
cQWG = QWG 3D RMS values achieved by comparing Copernicus POD
solutions with the POD Quality Working Group (QWG) as external
solutions.
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accuracy compared with using the IF combination (Zehentner and
Mayer-Gürr 2016).

Although this paper reviews LEO POD methods based on using
undifferenced GNSS measurements, it is worth mentioning that dif-
ferencing of the GNSS observables were also used for LEO POD,
where GNSS observations collected on a LEO satellite are differ-
enced with GNSS observations at a known ground reference station.
The double differencing of GPS phase measurements with ambigu-
ity resolution for the kinematic POD of CHAMP was carried out by
Švehla and Rothacher (2003a). The double differences (DD) were
formed between the IGS permanent stations and the LEO satellite to
reduce the orbit- and clock-related errors from the observation model.
However, with such long baselines, the remaining orbital and clock
errors still need to be considered. Besides, tropospheric errors need
to be considered for the observations at the ground stations. Further-
more, the concept of DD between two GRACE satellites formed the
first GPS baseline in space with the millimeter-accuracy after per-
forming ambiguity resolution (Švehla and Rothacher 2004). Such
a baseline can be used for the orbit validation and gravity recovery
in the GRACE-FO mission (Kang et al. 2020).

Single receiver integer ambiguity resolution (IAR) can effectively
improve the positioning accuracy; however, it requires corrections for
the hardware biases to recover the integer nature of the ambiguities.
Different IARmethods were reviewed comprehensively by Teunissen
and Khodabandeh (2015). Among the available single-receiver-based
IARmethods, the methods proposed by Laurichesse et al. (2009) and
Bertiger et al. (2010) are usually used for the LEO POD. The former
method is based on identifying the satellite wide-lane biases, using
them to estimate the undifferenced wide-lane ambiguities for a net-
work, and finally fixing L1 ambiguities for these receivers.

A similar approach has been tested for GRACE and Jason-1,
i.e., their wide-lane measurements were corrected by the GPS frac-
tional wide-lane corrections provided by the network. Next, the
GPS satellite integer clocks derived from the network were used
to estimate the IF phase residuals. Finally, by forming between-
satellite single differences of these residuals, the receiver clock off-
set was removed and the integer ambiguities were estimated. The
orbits of these satellites determined by the unambiguous measure-
ments were shown to be more accurate than the orbits from float
solutions, i.e., those estimated with float ambiguities.

In the method proposed by Bertiger et al. (2010), GPS orbit er-
rors and clock offsets, dual-frequency phase biases, and correspond-
ing wide-lane values were estimated in a network solution and were
used to form integer constraints in the LEO data processing. The
method has been tested for the Jason-2 mission, and it was shown
that the radial orbital accuracy increased significantly, i.e., reaching
below 1 cm, fulfilling the altimetry requirements.

The wide-lane ambiguities have a longer wavelength than the
original ambiguities, which eases the ambiguity resolution by
reducing the number of potential ambiguity candidates. In addition
to theaforementioned methods, the IAR for Sentinel-3A data has
been performed by Montenbruck et al. (2018) using the wide-lane
bias products and the integer phase clock offset corrections from
the Centre National d’Etudes Spatials (CNES). The orbit generated
with fixed ambiguities outperformed the orbit of float solutions.
The RMS value (validated by the SLR) reached 5 mm, which
has a 30% improvement. The systematic biases in the cross-track
direction were also revealed through the IAR due to the errors in the
antenna PCOs, which can be absorbed by the ambiguities in the
float solution.

In addition to the kinematic and the reduced-dynamic methods,
a fourth POD approach was introduced by Švehla and Rothacher
(2005a), called the reduced-kinematic POD. However, it has not

been developed further because it was used inside the kinematic
POD only for the gravity field determination (Švehla 2018).

In summary, both the kinematic and the reduced-dynamic POD
in the postmission processing can deliver orbital accuracy at the
centimeter-level, which can be improved by the IAR. This accuracy
fulfills the requirements of most postprocessed LEO applications
(Montenbruck 2017). The reduced-dynamic POD makes use of
the strong dynamic models and can normally deliver higher orbital
accuracy than the kinematic mode. However, the extensive dynamic
modeling requires high computational load, which is not a big issue
in postmission by the ground-based processing centers, but could be
an issue for onboard processing, especially for small satellites such
as CubeSats.

Real-Time POD

The real-time POD of LEO satellites is an essential requirement for
their control and guidance. It provides a valid link between the data
collected using the onboard sensors and the ground monitoring sta-
tions that support data collection and facilitate dissemination. How-
ever, there are some challenges in the onboard POD. For example,
due to the limited power and memory budget, especially for small
LEO satellites such as CubeSats, the onboard algorithms should
consider the trade-off among computational load, onboard power
resources, and the required orbit accuracy (Montenbruck and Ramos-
Bosch 2008). Therefore, using dynamic models with a high de-
gree and time-/memory-consuming estimation approaches, such as
the batch least-squares adjustment, might not be preferable for
CubeSats. One thus often needs to simplify the dynamic model by,
e.g., utilizing the Earth’s gravity model with a lower degree, and
perform the POD based on a real-time filter. The same applies to
additional information, e.g., the attitude information, which requires
more sensors and payload, but would be important for achieving
good accuracy and availability of the POD results.

The real-time POD algorithms are based on recursive methods
for the nonlinear models, including the extended Kalman filter
(EKF) and the unscented Kalman filter (UKF). The EKF method
is based on linearization of the dynamic and measurement models,
whereas the UKF approach relies on a nonlinear transformation (the
so-called unscented transformation) to propagate the mean and co-
variance information without using linearizing models. The UKF is
developed for highly nonlinear problems, but the real-time filter per-
forms close to linearity if proper initial conditions and accurate force
models are considered in the filter (Montenbruck 2017). Therefore,
the EKF method, as the most common method used in the onboard
POD, is explained in this paper. It is followed by a discussion about
the limitations of the real-time POD and the latest studies in this
field. The algorithms for the orbit determination based on UKF were
explained by, e.g., Pardal et al. (2010).

Real-Time Kinematic POD

The state vector for the kinematic POD at each epoch t is expressed
as x ¼ ð rT ; dt;bT ÞT . The processing is initialized with the initial
values of the filter state (x0) and its covariance matrix (Q0), which
are typically estimated using the least-squares adjustment. Because
no dynamic model was used in the kinematic POD, an identity ma-
trix is considered as the transition matrix (ϕKIN

t ¼ I, where KIN
refers to kinematic) to update the clock offset and ambiguities com-
bined in x̂ 0 as follows:

x̂ 0
tjt−1 ¼ ϕKIN

t x̂ 0
t−1jt−1

Q̂x 0
tjt−1 ¼ ϕKIN

t Qx 0
t−1jt−1ϕKINT

t þQKIN
t ð8Þ

© ASCE 03121001-7 J. Surv. Eng.

J. Surv. Eng., 2022, 148(1): 03121001

37



where the process noise matrix is diagonal, i.e., QKIN
t ¼

diagðσ2
dt; σ

2
bÞ, which represents the process noise of the clock offset

modeled as random-walk, with the term b due to the hardware
biases included in it. If cycle slips take place, the temporal link of
the ambiguities is interrupted.

Before applying the measurement update, data screening process
discussed in the “Data Screening for Kinematic POD” section
should be performed. During the measurement update, the predicted
states can be considered as pseudo-observations that aid GNSS ob-
servations of the current epoch, and the unknowns can be estimated
using a sequential least-squares adjustment, with the measurement
and stochastic models expressed as follows:

E

�
x̂ 0
tjt−1
yt

�
¼

�
0 I

Jr Jx 0

��
rt

x 0
t

�
;

D

�
x̂ 0
tjt−1
yt

�
¼

�
Q̂x 0

tjt−1 0

0 Qyt

�
ð9Þ

where Jr and Jx 0 = partial derivatives of the observations with
respect to the kinematic orbits and the combined clocks and am-
biguities, respectively. Although expressed in different forms, the
aforementioned sequential least-squares adjustment is equivalent
to EKF (Humpherys and West 2010), provided that the same tem-
poral link is considered.

Real-Time Reduced-Dynamic POD

The vector x ¼ ð rT0 ; vT0 ;pT ;αT
EMP; dt;b

T ÞT is the EKF state vector
in the reduced-dynamic POD, where p ¼ ð cr; cd ÞT contains the
SRP and drag coefficients. For m number of satellites, there are
12þm unknowns at each epoch (six satellite state components,
two coefficients for the SRP and air drag, three empirical acceler-
ations, one clock offset, andm phase ambiguities). The propagation
in time update involves a simple integration method to compute
both the satellite trajectory and the partial derivatives concerning
the state vector and the term p. The empirical acceleration param-
eters αEMP are updated using a Gauss-Markov process, expressed

αEMPtjt−1 ¼ lαEMPt−1jt−1 where l ¼ e−
jΔt;t−1 j

τ ð10Þ

where Δt;t−1 = time difference between the current and previous
epochs; τ = time constant; and l = exponential damping factor. Other
state parameters of the filter remain constant during this step with a
white process noise model. Considering ∂ðx;y;z;vx;vy;vzÞαEMPtjt−1 ¼ 0

and ∂αEMPt−1jt−1
αEMPtjt−1 ¼ l, the full structure of the reduced-

dynamic EKF transitions matrix ϕRD
t , where the superscript RD

denotes reduced dynamic, is expressed

ϕRD
t ¼ ∂xt−1jt−1xtjt−1

¼

2
66666664

~Φ6×6
~S6×2

~S6×3 06×1 06×m

02×6 I2×2 02×3 02×1 02×m

03×6 03×2 l × I3×3 03×1 03×m

01×6 01×2 01×3 1 01×m

0m×6 0m×2 0m×3 0m×1 Im×m

3
77777775
ð12þmÞ×ð12þmÞ

ð11Þ

where ~Φ and ~S are obtained from the numerical integration of the
variational equation. The covariance update is expressed

Qtjt−1 ¼ ϕRD
t Qt−1jt−1ϕRDT

t þQRD
t ð12Þ

where the process noise matrixQRD
t is determined based on assump-

tions and simulations that are designed to prevent filter divergence.
An example of such a matrix has been given by Montenbruck and
Ramos-Bosch (2008), where the empirical accelerations and the
receiver clock offsets were modeled using Gauss-Markov and ran-
dom walk processes, respectively.

Next, the measurement update is performed to improve the filter
state vector with the newly available observations, after data screen-
ing and cycle slip detection process, as follows:

Kt ¼ Qtjt−1JTt ðQyt þ JtQtjt−1JTt Þ−1
x̂tjt ¼ x̂tjt−1 þKtðyt − jtðx̂tjt−1ÞÞ
Qtjt ¼ ðIm −KtJtÞQtjt−1 ð13Þ

The gain matrix Kt depends on the covariance matrix of the
measurements Qyt and the propagated covariance from the time
update step Qtjt−1. The term Jt is the partial derivative for the filter
state vector, and jtðx̂tjt−1Þ contains the computed values of the
observations.

Finally, an integration method, such as the fourth-order Runge-
Kutta (Butcher 2016), can be used to propagate the trajectory of the
LEO satellite over a fixed time step to the desired output sampling
interval (Montenbruck and Ramos-Bosch 2008). A flowchart of
these steps is given in Fig. 4. It is possible to simplify the afore-
mentioned algorithm to meet the computational budget of the small
satellites such as CubeSats by considering drag and SRP coefficients
as modeled values rather than estimating them, and not estimating
empirical accelerations, as explained by Yang et al. (2016). How-
ever, it reduces the orbital accuracy to a meter level.

Discussion on Real-Time POD

Different studies were carried out to overcome the limitations of
real-time POD. One of these limitations is the poor accuracy of
GPS orbits and clock offsets provided by the broadcast ephemeris.
It was reported by Montenbruck and Ramos-Bosch (2008) that
depending on the satellite altitude, an accuracy [defined by the
daily three-dimensional (3D) RMS] of 40–60 cm was achieved us-
ing GPS dual-frequency observations and broadcast ephemeris.
The simulated multi-GNSS measurements from GPS, Galileo, and
Beidou-3 satellites were tested by Hauschild and Montenbruck
(2020) with a flight-proven algorithm developed by Montenbruck
et al. (2008). It was reported that combining all measurements
deliver LEO satellite orbits with 10.4-cm 3D RMS error when us-
ing broadcast ephemeris.

Real-Time GNSS Precise Orbits and Clocks
One of the recent advancements of PPP is the availability of real-
time GNSS precise orbit and clock corrections that can be provided
by geostationary (GEO) satellites. There are some commercial serv-
ices, such as G4 from Fugro (Tegedor et al. 2017) and TerraStar-D
(Jokinen et al. 2014) that can provide such a service. In addition to
the commercial services, the Japanese Quasi-Zenith Satellite System
(QZSS) also provides the orbits and clock corrections through the
L6 signal broadcast by the navigation satellites (Cabinet Office
2020) within the Multi-GNSS Advanced Demonstration Tool for
Orbit and Clock Analysis (MADOCA) service. Moreover, the new-
generation Australia/New-Zealand Satellite-Based Augmentation
System (AU/NZ-SBAS) broadcasts real-time precise orbit and clock
corrections to enable PPP through a GEO link (Barrios et al. 2018).
These two free-of-charge services are available only over the Asia-
Pacific region. However, it is expected that such services can be
available globally in the future by combining different SBASs and
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some by the new generation of GNSS (e.g., Galileo). TheMADOCA
and the AU/NZ SBAS products and their impacts on the POD
of small LEO satellites with limited data were investigated by
Allahvirdi-Zadeh et al. (2021)

However, even with high-precision real-time orbit and clock
corrections available in space, some limitations should be consid-
ered for the onboard POD. For instance, most LEO satellites, es-
pecially those used for remote-sensing applications, are in highly
inclined polar orbits, which limits their ability to receive real-time
GPS orbits and clock parameters via GEO satellites when the LEO
satellite is over the polar region. The concept of using multianten-
nas has been proposed by Giordano et al. (2017) to overcome the
weak communication links above this region. Moreover, sudden
communication breaks could result in discontinuities in receiving
the required orbit and clock offset corrections. In such cases, using
outdated corrections is inevitable.

An alternative solution is predicting the orbit and clock correc-
tions with, e.g., high-order polynomials (El-Mowafy et al. 2017). It
was reported by Hauschild et al. (2016) that the predicted correc-
tions improved the real-time POD of the SWARM-C satellite com-
pared with the case when using broadcast ephemeris. The real-time
orbit and clock corrections could also contain faults or significant
errors, which decrease their accuracy. To solve this problem, the
orbits and clocks may be modeled as additional quasi-observations
and be checked independently from the observations in a FDE
(El-Mowafy 2018). Moreover, switching from one GEO satellite
transmitter to other providers could also cause problems because
different providers may apply different models and initial values
in the orbit and clock correction production.

Real-Time POD of Small LEO Satellites and
LEO Megaconstellations
Recent low-cost GNSS receivers will be used in the future to test
real-time POD in the low-power CubeSats (Palomo et al. 2019).
Real-time POD is also essential for the LEO augmentation systems,
which can be used to aid positioning in challenging areas with
low GNSS visibility and to improve the PPP convergence time for
ground users (Li et al. 2019b). The generating procedure of the
required orbital products for LEO constellations was proposed
by Wang and El-Mowafy (2020). In addition to the orbits, predic-
tion of the LEO clocks is also essential for positioning applications
using LEO constellations. The clock prediction is affected by dif-
ferent factors such as the stability of the onboard frequency oscil-
lator and the time reference, as well as the estimation errors and
residuals in the POD procedure. The relevant factors and their
potential influences were discussed and analyzed by Wang and
El-Mowafy (2021) for certain LEO clock types.

Based on the altitude of the LEO region, covering the whole
Earth using a megaconstellation of large and expensive LEO sat-
ellites requires a huge budget. The available constellations of the
small communication LEO satellites such as OneWeb, McLean,
Virginia and Starlink, Hawthorne, California can be used to im-
prove the positioning coverage and performance for urban areas,
and possibility indoor applications and intelligent transportation
systems by providing additional positioning signals if supplied
by navigation payloads (Reid et al. 2019), or with their signals used
as signal-of-opportunity (Psiaki 2020). However, the onboard POD
is a challenging task, especially for the low-power satellites.

Other information, such as intersatellite links, could be used to
strengthen the model. This approach has been tested by Li et al.
(2019a) for different simulated LEO satellite constellations using
simulated intersatellite links. The subcentimeter to decimeter accu-
racies achieved in this method depends on the number of links and
their ranging accuracies. The other issue in the constellation of the
small LEO satellites, especially for the low-cost CubeSats, is the
stability of the onboard frequency oscillator, which is essential
for the clock modeling of these satellites. Unstable oscillators pre-
vent clock prediction, and epoch-by-epoch clock estimation is re-
quired in the real-time POD procedure that should be performed
either on board or by the ground user.

Real-Time POD with Integer Ambiguity Resolution
Although the POD based on IAR improves orbital accuracy post-
mission, performing the actual onboard POD with IAR is a chal-
lenging task and requires real-time phase corrections in space. As
an example, the QZSS satellites broadcast these phase biases over
Japan via the L6 signal (Cabinet Office 2020) under the Centimeter
Level Augmentation Service (CLAS). With the availability of such
phase corrections in space, the onboard POD of the LEO satellites
with PPP-IAR and its impacts on actual onboard POD can be tested
in the near future.

Summary and Conclusion

In this paper, two main LEO POD methods, the kinematic and the
reduced-dynamic POD, in two processing modes, postmission and
real-time processing, have been reviewed and discussed. The kin-
ematic POD uses only GNSS measurements, and it is appropriate
for applications such as gravity missions that do not consider the
dynamic forces affecting the LEO satellites. On the other hand, the
reduced-dynamic POD is a more accurate method because the dy-
namic models and estimated empirical accelerations can strengthen
the measurement model and thus improve POD accuracy. In the

Fig. 4. Flowchart for the EKF reduced-dynamic POD.
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postprocessing mode, both the kinematic and the reduced-dynamic
POD methods provide accurate orbits at several centimeters, fulfill-
ing the required accuracy for most LEO missions. For example,
gravity missions require kinematic orbits with an accuracy of a
few centimeters. Other applications such as altimetry, atmospheric
sounding, and InSAR also use high-accuracy reduced-dynamic
orbits, from one to several centimeter levels.

The numerical integration in the reduced-dynamic POD requires
high computational efforts. Consequently, the reduced-dynamic
POD is more time-consuming than the kinematic POD. With the
powerful computation units in the processing centers available, the
computational load is not a significant factor for postprocessing and
even near-real-time applications. However, it has a considerable im-
pact on the onboard processing because there could be not enough
computational capacity in space, in particular for small LEO satel-
lites such as CubeSats.

The kinematic POD is not available in the epochs experiencing
data gaps, which is common for small LEO satellites with power
limitations, such as CubeSats, because power sometimes has to be
rotationally allocated among different sensors onboard. For these
satellites, the reduced-dynamic POD is the proper method; how-
ever, simplified dynamic models can be considered to facilitate on-
board POD. The reduced-dynamic POD is also the primary method
for the reference orbit determination of LEO satellites in the orbit
determination centers such as CODE and JPL.

Besides reviewing the postmission procedures, recent advance-
ment in the onboard POD, such as using real-time precise orbits and
clock corrections in space, and its limitations in terms of availability,
accuracy, continuity, and reliability, have been addressed. The on-
board POD is based on using filtering approaches. In applying com-
prehensive dynamic models and precise satellite orbits and clock
corrections, the final output of the EKF after solution convergence
can reach a similar level as that using the batch least-squares in the
postprocessing mode. However, due to the onboard processing lim-
itations, simplified dynamic models are often used in the real-time
POD, resulting in a degraded accuracy compared with the postmis-
sion processing mode. Table 3 provides a comparison between the
kinematic and the reduced-dynamic POD for both the postmission
and real-time modes.

Real-time POD and the corresponding challenges for the small
low-capacity power satellites with limited data such as CubeSats
are among our future works. The LEO POD-enabled IAR, which
has been tested in the postprocessing mode, is considered as an
appropriate tool for improving real-time POD performance. How-
ever, it requires real-time phase corrections in space for the onboard

satellite positioning, which is currently limited and not tested yet in
real-world LEO missions, but it is of high interest to the LEO com-
munity. The onboard POD is essential for formation flying of LEO
satellites and LEO megaconstellations as a positioning augmenta-
tion system to GNSS. This is a new topic in navigation, remote-
sensing, and geoscience applications.
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3 Post-mission CubeSats POD 

In the following chapters in this thesis, the requirements for estimating precise orbits of CubeSats, 

considering their limitations, are extensively discussed, mainly in a post-mission mode. Currently, 

there are different software packages to perform POD in post-mission (cf. Chapter 2); for example, 

the Bernese GNSS Software has been widely used in the past decades by various institutions for this 

purpose. Bernese performs the POD based on the reduced-dynamic and kinematic approaches using 

batch least-squares adjustment. The procedure of the CubeSat POD using Bernese in post-mission 

mode and the applied modifications implemented in the thesis are explained in this chapter.  

Note: The symbols used in the following equations are already defined in the previous chapter and 

inside the relevant paper. New symbols are defined inside the text. 

A general flowchart of the Reduced-Dynamic POD (RD-POD) in Bernese for LEO satellites is 

provided in, e.g., Chapter 2, Fig. 3. In the following, a detailed explanation of the processing steps 

with the relevant equations and the modifications that are required for CubeSats POD are provided. 

1- The first step is to prepare the input files, including the precise orbits and clocks of GNSS 

satellites, the Earth Orientation Parameters (EOP), and the Differential Code Biases (DCB). 

In this thesis, different orbit and clock products of GNSS satellites are used, including those 

provided by the following: 

o International GNSS Service (IGS) (Johnston et al. 2017) 

o Center for Orbit Determination in Europe (CODE) (Dach et al. 2020) 

o Centre National d’Etudes Spatials (CNES) (Laurichesse et al. 2013) 

o Multi-GNSS Advanced Demonstration Tool for Orbit and Clock Analysis 

(MADOCA) (JAXA 2020) 

o Australia/New Zealand Satellite-Based Augmentation System (SBAS) known as 

SouthPAN (Barrios et al. 2018, Geoscience of Australia 2020) 

These products are provided in precise standard formats for the post-mission POD, i.e., with 

SP3 and clock RINEX files. However, real-time POD based on the MADOCA and SouthPAN 

PPP products require some modifications that are explained in section 8.1. The only 

modification in the SouthPAN SBAS products is transforming the orbits from the antenna 

phase centre (APC) to the Centre of Mass (CoM) (cf. Equation 1, Chapter 7). 

2- These products should be transformed into the Bernese format, including: 
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a. Transforming the EOP files provided by IERS (C04, Bulletin A, Bulletin B) into ERP 

files. 

b. Transforming the precise orbits of GNSS satellites from the Earth-Centered Earth-

Fixed (ECEF) frame ( ECEFX ) into the inertial frame (J2000) ( InertialX ) and extracting 

the clock data from the SP3 format if the precise clocks are not provided in a separate 

clock RINEX file: 

The transformation matrix from the inertial to the Earth-fixed frames ( )U  consists of 

the rotation matrices of Precession ( )rP , Nutation ( )uN , Earth rotation ( )rE , and polar 

motion ( )mP  as follows: 

 r u r mU P N E P=  (3.1) 

The models used to derive rP  and uN  are provided in, e.g., Table 1 in Chapter 4. The 

term ( )3rE R GAST=  is the rotation about the celestial ephemeris pole and GAST

denotes the Greenwich Apparent Sidereal Time. The coordinates of conventional 

international origin provided by the IERS are used to compute the polar motion 

( ) ( )2 1m p pP R x R y= − − . Considering the orthogonality of the transformation matrix, 

i.e., 1 TU U− = , the transformation between two frames is applied using the following 

equation: 

 T
ECEFInertialX U X=  (3.2) 

c. Generating a continuous orbit for the GNSS satellites: The equation of motion for 

GNSS satellites (cf. Equation 1 in Chapter 2) is numerically solved in this step in four 

iterations using the collocation method. Solving the equation of motion requires the 

partial derivatives of the satellite positions and velocities with respect to the orbital 

parameters, which are derived based on numerical integration using the variational 

equations (cf. Equation 6 in Chapter 2, where velocity-dependent forces are assumed 

zeros). This procedure is performed by dividing the GNSS orbits into 24 hourly sub-

intervals and solving the following polynomial for the required coefficients ( 0i
r ) with 

setting up initial values for each sub-interval: 
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The coefficients are the partial derivatives of the initial values with respect to the 

dynamic parameters ip . These initial values for the left boundary of each sub-interval 

are the solution of the previous sub-interval. Due to the computational efficiency, the 

variational equation is numerically solved for 6-h subintervals with higher polynomial 

degrees, e.g., 12. However, the force models used in this procedure are similar to those 

provided in Table 1 in Chapter 4, with different degrees and orders. The dynamic 

parameters in this step include the solar radiation pressure in the direction of the sun 

to the satellite ( D ), the direction of the solar panel axis is defined as the y-bias (Y ), 

and the perpendicular to D  and Y  is ( X ). They are estimated from the following 

Empirical CODE orbit Model (ECOM) (Arnold et al. 2015) using the constant ( 0D , 

0Y , 0X ) and periodic ( 2cD , 2sD , 4cD , 4sD , cX , sX ) coefficients derived from 

numerical integrations: 

 
0 2 2 4 4
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0

cos 2 sin 2 cos 4 sin 4

cos sin

c s c s

c s

D D D u D u D u D u
Y Y
X X X u X u

= + + + +
=
= + +

 (3.4) 

where u  is the argument of latitude of the satellite.  

The last point in this step is to estimate the instantaneous velocity changes (stochastic 

pulses v∆ ) every two hours in the radial (R), along-track (S), and cross-track (W) 

directions to enhance the orbit quality by solving the following variational equation 

set ( vVE∆ ) with zero initial values (Jäggi et al. 2006): 

 ( ) ( )( )0
i

i

, , T
v i R S W

r t
VE v t t e e e

v
δ∆

∂
= ∆ + −

∂∆
 (3.5) 

where ( )it tδ −  denotes Dirac’s delta distribution. The eclipsing periods are also 

determined to remove the observations of the satellites that cannot keep their nominal 

yaw attitude during the shadow of the Earth and moon (Allahverdi-Zadeh 2013, 

Allahverdi-Zadeh et al. 2016). 

d. Next, transform precise clocks from the RINEX format into the Bernese format. 
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e. Last, import the observations of CubeSats while the following steps are performed to 

screen the raw observations for the detection of outliers: 

- Checking the large gaps in data and introducing new ambiguities; 

- Detecting clock jumps; 

- Detecting outliers and cycle slips using the following Melbourne-Wübbena 

Linear Combination ( )MW  and considering the GNSS observation equations 

(cf. Equation 4 in Chapter 2): 

 1 ,1 2 ,2 1 ,1 2 ,2

1 2 1 2

s s s s
r r r rf f f P f P

MW
f f f f

Φ − Φ +
= −

− +
 (3.6) 

- Detecting the outliers using the difference of IF combination between the 

phase and code observations and checking these values against a pre-set 

threshold based on their assumed statistical distribution: 

 
2 2 2 2

1 ,1 2 ,2 1 ,1 2 ,2
, , 2 2

1 2

s s s s
r r r rs s

r IF r IF

f f f P f P
P

f f
Φ − Φ − +

Φ − =
−

 (3.7) 

The duty-cycled observations are also generated in this step.  

3- The next step is to generate an initial orbit of the CubeSats using code observations: 

a. The epoch-wise kinematic coordinates and the receiver clock offsets of CubeSats are 

estimated using IF code observations in an iterative least-squares adjustment. Iterative 

outlier detection and exclusion of faulty code observations are also performed based 

on comparing the RMS of the estimated coordinates with a pre-defined threshold. If it 

exceeds the threshold, the suspected observations are removed, and the least-squares 

adjustment is repeated for the remaining observations.  

b. The estimated kinematic coordinates are converted into the SP3 format and then are 

used to generate a continuous orbit as explained above in steps 2-b and 2-c. However, 

compared with the GNSS orbits and due to the possible harsh atmosphere 

environments of the LEO region, higher degrees of the Earth's potential and ocean 

tides are considered for the CubeSats orbit estimation. The interval for solving the 

equation of motion and variational equation amounts to 1 and 12 minutes, respectively. 

The estimated dynamic parameters do not follow Equation (3.4), but equations 2-5 in 

Chapter 4. 
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4- The next step is to use the computed code-based reduced-dynamic orbit from the previous 

step for an iterative screening of phase observations for outliers as explained in the following: 

a. The general data screening procedure in Bernese starts with marking the observations 

under a pre-defined elevation mask angle. However, the number of observations may 

be limited for low-power CubeSats, and based on the discussions given in Chapter 5 

(see Figure 2 of Chapter 5), removing observations from low-elevation angles is not 

optimal for CubeSats. Therefore, applying the elevation mask angle is disabled, and 

all observations are weighted based on the proposed weighting model in this thesis (cf. 

Equation 1 in Chapter 5). A new module is developed to perform the observation 

weighting functions by computing the SNR-dependant observation variance (cf. 

Chapter 5) at the undifferenced level. This function is used to update the covariance 

matrix.  

b. Next, the data intervals with no cycle slips are identified using linear polynomials 

fitted to the between-satellite single-differenced Observed-minus-Computed (O-C) 

terms of the IF phase observations at each epoch. Considering Equation 4 in Chapter 

2, the following O-C term is defined: 

 ( )1 2 1 2 1 2 1 2 1 2 1 2
, ,

s s s s s s s s s s s s
r IF r IF IF r IF IFc dt nρ δ λ εΦ − − + − =  (3.8) 

After removing the impact of the receiver clock offsets, this equation is expected to be 

smooth with a few centimetres of random errors (noise) and fitted to the linear 

polynomials. The epoch-difference solution using the Equation (3.8) is then used to 

check for cycle slips. 

c. The epoch difference of the IF residuals using values from the previous step are 

generated as follows: 

 ( ) ( )( ) ( ) ( )( )1 2 1 2 1 2 1 2

2 1, , 2 , 2 , 1 , 1
ˆ ˆs s s s s s s s

IF t t r IF r IF r IF r IFv t t t t− = Φ −Φ − Φ −Φ  (3.9) 

where ˆ ˆJ xΦ =  indicates the computed observations from the least-squares adjustment 

that are tested by considering the following condition with the pre-defined standard 

deviation values (
1Lσ , 

2Lσ ) to detect cycle slips: 

 
2 1 1 2

2 22 2
1 2

, 2 2 2 2
1 2 1 2

6IF t t L L
f fv

f f f f
σ σ−

   
≤ +   − −   

 (3.10) 



49 
 
 

d. If significant jumps occur in the receiver clock, they should be detected and introduced 

as cycle slips for the phase observations used in this step. The variations in the 

estimated receiver clocks are checked for this purpose. 

e. In this step, the screened phase observations, the code-based reduced-dynamic orbit, 

the orbital partial derivatives from solving the variational equation, and the attitude 

information of CubeSats are used to estimate the improved CubeSats orbital 

parameters in a batch least-squares adjustment (cf. Equation 2 in Chapter 6). These 

parameters include six Keplerian elements at the initial epoch, nine constant and 

periodic coefficients for the dynamic models in the RSW directions (cf. Equation 2-5 

in Chapter 4), and three velocity changes (stochastic pulses) at pre-defined epochs (see 

Equation (3.5)). The following matrices are required to solve the batch least-squares 

adjustment: 

- Observation weighting matrix: In Bernese, the inverse of the covariance matrix 

of the observations is considered as the weighting matrix, making the Best 

Linear Unbiased Estimator (BLUE) (Teunissen 2000), expressed as:  

 
1

23y L nQ Iσ= ×  (3.11) 

where I  in the identity matrix with the size of satellites ( n ). Multiplying with 

three is due to the higher noise level in IF observations. In this thesis, the 

Equation (3.11) is replaced with the proposed SNR weighting model (cf. 

Equation 1 in Chapter 5). 

- Design matrix: The design matrix required for the reduced-dynamic POD 

contains the partial derivatives of the state vector with respect to the Keplerian 

elements kx , the dynamic parameters dx , and sn  stochastic pulses ax  

estimated from solving the equation of motion and the variational equation 

explained above (cf. Equation 6 in Chapter 2). The design matrix also includes 

the partial derivatives of the IF phase observations ,
s
r IF∂Φ  with respect to the 

receiver clock offset rdt  and b , the IF ambiguities are lumped with the 

corresponding phase biases as follows: 

 , ,
s s
r IF r IF

K d a r

r r rA
x x x dt b

 ∂Φ ∂Φ∂ ∂ ∂
=  ∂ ∂ ∂ ∂ ∂ 

 

 (3.12) 
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- Unknown Parameters: The unknown parameters, which comprise 6 Keplerian 

elements, 9 dynamic parameters, 3 stochastic accelerations, receiver clock and 

ambiguities, for the reduced-dynamic POD in post-mission mode are read as 

follows: 

 16 1 9 1 3 s

T
T T T T
K d a r nn

x x x x dt b ×× × ×
 =   

 (3.13) 

In the batch mode, all epochs are considered in the least-squares, and the dimension 

of the normal equation, i.e., 1T
yN A Q A−= , is therefore large. The optimized solution 

is to reconstruct the following normal equation: 

 
( )

1 2

1 2

11 1
,

1 1 1
,

ˆ

ˆ

s sTT T
dt y r IFdt y dt dt y pb

TT T s sT
pb y dt pb y pb pb y r IF

dt A QA Q A A Q A
A Q A A Q A p b A Q

−− −

− − −

   Φ 
=    

Φ         
 (3.14) 

where d tA  and pbA  are the design matrices related to the receiver clock offsets rd t , 

the combined dynamic parameters and the ambiguities ( )Tp b , respectively. The 

clock offsets are pre-eliminated epoch-wise, and the combined dynamic and 

ambiguities after this elimination are updated as follows: 

 
( ) ( )( ) ( )( )

( )( ) ( )( )1 2 1 2

111 1 1 1

11 1 1 1
, ,

ˆ ˆ

T T T T T
pb y pb pb y dt dt y dt dt y pb

s s s sT T T T
pb y r IF pb y dt dt y dt dt y r IF

p b A Q A A Q A A Q A A Q A

A Q A Q A A Q A A Q

−−− − − −

−− − − −

= −

Φ − Φ



 (3.15) 

The equation (3.15) is then solved, and the estimated dynamic parameters and 

ambiguities are introduced into the observation equation for each epoch. For a detailed 

explanation of reconstructing the normal matrices and solving Equation (3.15), refer 

to Chapter 6.3 in Jäggi (2006). The output of the batch least-squares contains the 

improved orbital elements and the stochastic parameters.  

f. An improved reduced-dynamic orbit is computed using the estimated orbital and 

stochastic parameters in the previous step. This orbit is used in the next iteration to 

screen the observations and find possible cycle slips.  

The procedure explained in Step 4 should be repeated, e.g. three times, to clean the 

observations and find all cycle slips. A pre-final reduced-dynamic orbit is generated in the 

last iteration and used in step 6 for the final improvement update. 
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5- The next step is to test the residuals to find any observation that does not fit the model. The 

following IF residuals ( IFv ) are computed using the screened observations and the orbit 

generated in the last iteration of the data screening in step 4.  

 , ,
ˆs s

IF r IF r IFv = Φ −Φ  (3.16) 

The residuals larger than a pre-defined threshold, e.g., 4 cm, are used for outlier detection and 

exclusion. 

6- The computed reduced-dynamic orbit from the data screening step is transformed to the 

precise ephemeris file format and then propagated with a new parametrisation, i.e., six 

Keplerian elements and only three constant coefficients in the RSW directions. This selection 

allows parametrizing the final reduced-dynamic orbit independently from the orbit 

parametrization used for the data screening. The partial derivatives with respect to the new 

parametrization are also estimated in this step. 

7- Constant stochastic accelerations for shorter sub-intervals are estimated in another round of 

batch least-squares to generate the final reduced-dynamic orbit of the CubeSats. For a sample 

interval 1i it t t− ≤ < , the relevant variational equation for these piece-wise constant 

accelerations, which is valid only in this interval, is defined as follows:  

 ( ) ( )0
i

i

, ,
i

T
a R S W

r t
VE a e e e

a
∂

= +
∂

 (3.17) 

These partial derivatives in Bernese are computed as a linear combination of partial 

derivatives of the Keplerian parameters (Dach et al. 2015). Therefore, the number of dynamic 

parameters in dx  is reduced to 3, referring to only constant coefficients in the RSW directions, 

and the stochastic pulses in ax  are replaced with the pn  piece-wise constant accelerations in 

shorter sub-intervals, i.e., 6 min. The unknown vector (3.13) with new parametrisations is 

expressed as: 

 16 1 3 1 3 p

T
T T T T
K d a r nn

x x x x dt b ×× × ×

 =   
 (3.18) 

These parameters are used to update the pre-final orbit and generate CubeSats' final reduced-

dynamic precise orbit. This final reduced-dynamic orbit is used to generate the final IF phase 

residuals (3.16). 
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8- The cleaned IF phase observations and the final-reduced dynamic orbit are considered in 

another round of the batch least-squares adjustment to estimate the kinematic orbits. However, 

since this is a purely kinematic estimation, no dynamic parameters and stochastic 

accelerations (or pulses) are estimated. The unknown vector for the kinematic POD contains 

the epoch-wise coordinates of CubeSat, receiver clock offsets, and phase ambiguities lumped 

with phase biases:  

 3 1 1

TT T
r nx x dt b× × =    (3.19) 

The reduced-dynamic orbit can extend the CubeSats' orbits and velocities at arbitrary time points. 

Therefore, the reduced-dynamic orbit is continuous. However, this is not the case for the kinematic 

orbit since it includes the estimated coordinates only at the epochs when GNSS observations are 

available. The detailed flowchart of these steps is provided in Figure 1. 
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Figure 1 Flowchart of CubeSat POD using Bernese software package. The relevant step numbers are 

provided in parentheses 
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receiver clock with GPS time 

Post-fit residual checks: the potential remaining 
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last iteration and screened phase observation are 
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Output: Final screened phase observations (5) 
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parametrization:   

  
6  Keplerian parameters and 3 constant empirical 

acceleration   
  

Output: continuous orbit and partial derivatives of the 
orbit with respect to the parameters.   

  
These outputs are used as a priori information for final 

reduced-dynamic orbit determination (6) 

Final screened phase observations, orbit from the previous step, 
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back-substitution approach   
  Output: Improved orbital parameters (7) 

Update the final reduced- 
dynamic orbit (7) 

Compute the final residuals of 
the observations using of the 
screened phase data and final 

reduced-dynamic orbit 

Kinematic POD of CubeSat:    
screened phase data and final reduced-dynamic 

orbit are used as a priori information   
  

Output: kinematic coordinate, receiver clock 
offsets, float ambiguities (8) 
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4 A sensitivity study of POD using dual-frequency GPS for CubeSats data 

limitation and resources 

 
Data interruption is the primary limitation for many small CubeSats in the POD procedure. This 

interruption is not only for the Attitude Determination and Control System (ADCS) but also for the 

whole sensors' data in the bus, which resulted in the unavailability of GNSS observations and attitude 

information. The impact of this limitation is extensively studied in this chapter, and the required 

algorithms to reach different accuracies are discussed. The sensitivity analysis of different constraints 

and their impacts on the POD is discussed in the following publication, where the detailed software 

implementation is provided in Chapter 3: 

Wang, K., Allahvirdi-Zadeh, A., El-Mowafy, A., & Gross, J. N. (2020). A sensitivity study of POD 

using dual-frequency GPS for CubeSats data limitation and resources. Remote Sensing, 12(13) (pp 1-

21), 2107. DOI: 10.3390/rs1213210
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Abstract: Making use of dual-frequency (DF) global navigation satellite system (GNSS) observations
and good dynamic models, the precise orbit determination (POD) for the satellites on low earth orbits
has been intensively investigated in the last decades and has achieved an accuracy of centimeters.
With the rapidly increasing number of the CubeSat missions in recent years, the POD of CubeSats were
also attempted with combined dynamic models and GNSS DF observations. While comprehensive
dynamic models are allowed to be used in the postprocessing mode, strong constraints on the data
completeness, continuity, and restricted resources due to the power and size limits of CubeSats still
hamper the high-accuracy POD. An analysis of these constraints and their impact on the achievable
orbital accuracy thus needs to be considered in the planning phase. In this study, with the focus
put on the use of DF GNSS data in postprocessing CubeSat POD, a detailed sensitivity analysis of
the orbital accuracy was performed w.r.t. the data continuity, completeness, observation sampling
interval, latency requirements, availability of the attitude information, and arc length. It is found
that the overlapping of several constraints often causes a relatively large degradation in the orbital
accuracy, especially when one of the constraints is related to a low duty-cycle of, e.g., below 40% of
time. Assuming that the GNSS data is properly tracked except for the assumed constraints, and using
the International GNSS Service (IGS) final products or products from the IGS real-time service, the 3D
orbital accuracy for arcs of 6 h to 24 h should generally be within or around 1 dm, provided that the
limitation on data is not too severe, i.e., with a duty-cycle not lower than 40% and an observation
sampling interval not larger than 60 s.

Keywords: CubeSat; precise orbit determination; GNSS; low earth orbit

1. Introduction

Combining strong dynamic models and observations of global navigation satellite system (GNSS)
collected onboard, the processing strategies used for the low Earth orbit (LEO) reduced-dynamic precise
orbit determination (POD) have been intensively investigated in the last decades [1–5]. Compared to
the dynamic orbits based on the dynamic models only and the kinematic orbits based on the GNSS
observations only, the reduced-dynamic orbit determination has the advantage that it is more robust
against model deficiencies for the former case, and possible data constraints, e.g., data in-continuity
for the latter case. Following the need for the POD by a range of applications, such as the studies in
the Earth gravity field [6,7], the atmospheric sounding [8], the altimetry [9], and the Interferometric
Synthetic Aperture Radar (InSAR) [10], the LEO orbital accuracy based on undifferenced GNSS
observations can reach a few centimeters [11,12], and even better at mm-level in case of baseline
processing for formation-flying [12–14]. For undifferenced POD, the highest accuracy is often realized

Remote Sens. 2020, 12, 2107; doi:10.3390/rs12132107 www.mdpi.com/journal/remotesensing

56

http://www.mdpi.com/journal/remotesensing
http://www.mdpi.com
https://orcid.org/0000-0001-5688-6937
https://orcid.org/0000-0002-3722-4417
https://orcid.org/0000-0001-7060-4123
https://orcid.org/0000-0002-7771-2757
http://www.mdpi.com/2072-4292/12/13/2107?type=check_update&version=1
http://dx.doi.org/10.3390/rs12132107
http://www.mdpi.com/journal/remotesensing


Remote Sens. 2020, 12, 2107 2 of 21

in postprocessing mode applying good dynamic models, precise GNSS satellite orbits, and clocks,
and under the condition that the GPS dual-frequency phase and code data are tracked and collected
with a good continuity and completeness. The antenna attitude information is often well monitored
by extra sensors like star cameras and inertial measurement unit (IMU), and eventually will be used
to correctly apply the antenna sensor offsets, the antenna phase centre offsets (PCOs), and variations
(PCVs) [15].

The number of CubeSat missions has dramatically increased in this decade. By April 2020,
there are over 1000 CubeSats successfully launched into their low earth orbits [16]. In addition to
educational purposes, CubeSats are nowadays also used for the demonstration of new technologies
and scientific researches [17,18]. Compared to large or medium LEO satellites, the CubeSats are mostly
cost-effective and occupy a much smaller size and weight, i.e., typically from below 1 kg (0.25U) to
more than 20 kg (12U). This often leads to smaller battery volume and smaller size of the solar panels.
In addition to the two-line elements (TLEs), other sensors like sun sensors and magnetometers have
been used for orbit determination of CubeSats with relatively low accuracy, i.e., at km-level [19]. In the
case of higher positioning accuracy requirements, the GNSS-based processing has been demonstrated
as a useful method for the CubeSat POD, for which successful postprocessed position fix was achieved
with a meter-level accuracy [20]. While the onboard positioning normally utilizes simplified dynamic
models due to the limitation of the computational load [21,22], the data postprocessing allows the
usage of comprehensive dynamic models and the estimation of enough additional dynamic parameters
to compensate remaining model deficiencies. However, even for the postprocessing mode, strongly
constrained satellite size and power need to be shared among all sensors onboard. The capacity for
data tracking, storage, and transfer is thus restricted, which limits the accuracy of orbit determination.
The GNSS satellites may not be able to be fully tracked continuously due to these limitations, which
could yield a duty-cycle smaller than 100% [20,21,23], and lead to fewer data available for the processing
and more ambiguities to be set up. The size of the data collected between each data dump could also
be limited [20]. The collected GNSS observations are most likely to be temporarily stored onboard
and transferred back to the ground processing centre (GPC) every orbital cycle or a few cycles during
a limited ground contact time, while information of tasks other than positioning is required to be stored
and transferred at the same time. This may implicitly limit the GNSS data amount during the downlink.
Due to these constraints and the potential limit on computational load in case of the real-time onboard
processing, a relatively low sampling rate might be preferable for CubeSat POD, or low in general but
only high in specific areas [24]. Furthermore, one may need to prepare for a low number of tracked
satellites in case of assigning channels for the purpose of initial signal acquisitions [20] and in case of
improper data tracking due to possible antenna control problems, which will be discussed later in
this section.

In addition to the data continuity and availability, other information required for the POD may
also be limited for CubeSat missions. Due to the limitation of the CubeSats in terms of their size, power,
and capacity to install extra sensors, the antenna attitude information may not be well measured,
estimated, documented, and transferred back to the GPC with sufficient details. For example, due to
power management needs, the IMU under its own high-accuracy experiment [25] onboard the CubeSat
Simulation To Flight-1 (STF-1), investigated by NASA’s Katherine Johnson Independent Verification and
Validation (IV&V) Facility and West Virginia University [21,26], was unable to be activated during the
GNSS data collection. Depending on the latency requirements of the CubeSat orbits, the high-accuracy
GNSS satellite orbits and clocks might not be available for the processing, e.g., the international GNSS
service (IGS) final products [27,28], which has a latency of 12–18 days. As explained in [11], this could
lead to dramatic accuracy differences already in case of good data continuity and availability, mainly
due to the decreased sampling rates of the satellite clocks. Moreover, instead of processing orbits with
long arcs of 24 h or 12 h (which accounts for about 16 and 8 orbital cycles for an orbital period of 1.5 h),
rapid processing may also be used to compute the orbit with shorter arcs of several hours. While some
conditions mentioned above may not significantly influence the orbital accuracy when individually
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being considered, large degradation of different levels could happen when several conditions happen
together. Therefore, at the planning phase of a CubeSat mission, it is important to assess the orbital
accuracy under different scenarios, so that one can properly compromise between the limits on diverse
resources and the expected orbital accuracy.

The GNSS-based orbit determination of small satellites is often performed with single-frequency
signals [23,24,29,30], which leads to an accuracy of decimeters to meters depending on the data
availability and the dynamic models used. In recent years, to enable a higher POD accuracy, the usage
of dual-frequency code and phase GPS data has been attempted and planned in CubeSat missions,
even for a multi-constellation scenario [31]. Having dual-frequency phase and code observations
at hand, the first-order ionospheric delays, which amounts to about 99% of the total ionospheric
delays [32], can be eliminated by forming the ionosphere-free (IF) combination instead of the group and
phase ionospheric correction (GRAPHIC) combination, which is often formed in the single-frequency
case involving both the code and phase signals. While having the second frequency should theoretically
enables better POD accuracy, a higher challenge for data tracking, storage, and transfer is also associated
with the use of the dual-frequency GNSS in CubeSat missions. In addition to the planned constraints on
diverse resources, the actual data collection of the dual-frequency CubeSat missions may not fulfil the
expectation due to the lower robustness compared to the large LEO satellites. As an example, Figure 1
shows the real data condition of the 3U CubeSat STF-1 experimented by NASA’s Katherine Johnson
IV&V Facility and West Virginia University, which was expected to collect dual-frequency GPS data
with a duty-cycle of 100% during a specific 12 h period. The actual data condition, however, did not meet
the expectation, possibly due to the lack of the antenna attitude control. Due to the limitations in the
antenna system, reports of short data pieces and frequent cycle slips, which hampers the high-accuracy
POD, can also be found for the triple-CubeSat CanX-2 [20]. As such, not only for the planning purpose
but also to get prepared for the possible sub-optimal real data collection, investigations of the CubeSat
POD accuracy with diverse constraints on data and resources are important. A proper compromise
is very possibly needed between the limiting resources, the suboptimal data conditions, and the
requirements on orbital accuracy.
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Figure 1. (a) Distribution of the tracked satellite numbers per epoch and (b) the time history of the
satellite numbers having both the L1/L2 observations and at least the L1 observations. The data was
collected from the CubeSat STF-1 from 15:39:37 in GPS time (GPST) on 27 February 2019 to 3:55:10 on
28 February 2019.

For the dual-frequency CubeSat POD, which is the focus of this study, it was pointed out by
previous studies that the discontinuity of the observation data with a low duty-cycle may significantly
degrade the orbital accuracy in both the real-time and the postprocessing modes [21,33]. In this study,
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we restrict focus on postprocessing reduced-dynamic dual-frequency CubeSat POD, which relieves the
strong constraints of the computational load onboard the CubeSat and allows for the usage of good
dynamic models. In the experiments of CanX-2 [20] and STF-1 [21], geodetic grade receivers NovAtel
OEM4-G2 and OEM615 tracking dual-frequency GPS signals were mounted onboard the CubeSats.
With the expectation that in future CubeSat missions, dual-frequency measurements can be properly
tracked in each duty-cycle by geodetic receivers with a mean average satellite number of at least 5 to 6,
this study performs a sensitivity analysis of different limitations on the data availability, continuity,
resources, latencies, and arc lengths with respect to the orbital accuracy. The overlapping effect of
different constraints is investigated, and a compromise between these factors and the orbital accuracy
is discussed. In addition to CubeSats, the analysis should also benefit the POD of other small satellites
that need to bare similar constraints on data, power, and resources.

2. Processing Strategy

In this study, the final LEO orbits (where CubeSats are classified as LEO) are postprocessed
following the reduced-dynamic LEO processing scheme of the Bernese GNSS Software V5.2 [34].
After correcting the antenna PCOs, PCVs, and the offsets between the antenna reference point (ARP)
and the satellite center-of-mass (CoM), the determined final orbit in this study is referred to the satellite
CoM. For the sensitivity analysis purpose, the final reduced-dynamic orbits are produced assuming
different observation sampling rates, duty cycling, varying mean number of satellites by changing the
elevation mask as will be explained in the next section, arc lengths, using different types of the IGS
products, with and without the antenna attitude information. The processing procedure can generally
be summarized in the following steps, which is also given in Figure 2 as a flow diagram:

1. Compute kinematic orbits using single point positioning (SPP) employing the IF combination
of the code observations. These kinematic orbits, denoted as vector r̂K, are discrete and have
an accuracy of meters.

2. Computation of the code-based reduced-dynamic orbits. The reduced-dynamic orbits are
computed with accelerations based on a series of gravitational and nongravitational terms, such as
the Earth gravitational terms, the Earth tidal terms, the gravitational attraction from the sun,
moon, and other planets, as well as the general relativistic term. Note that mis-modeled effects
like the solar radiation pressure and the air drag will be largely absorbed by the estimated
dynamic parameters and the stochastic velocity changes or accelerations set up later in the
processing [35]. Details of the processing and the dynamic models are given in Table 1. Making
use of the kinematic code orbits from the first step, the six Keplerian elements at the initial
condition (the semi-major axis of the orbit, the orbital eccentricity, the inclination of the orbital
plane, the right ascension of the ascending node, the argument of perigee, and the argument
of latitude at the initial condition), and a remaining part of the dynamic models are estimated
with a batch least-squares adjustment, which includes at this step nine flight-oriented dynamic
parameters. These estimable dynamic parameters contain three constant terms (aR0, aS0, and
aW0) and six periodic terms (aRC, aSC, aWC, aRS, aSS, and aWS) in the radial (R), along-track (S) and
cross-track (W) directions. The total acceleration a can then be distributed into the term a0, which
is assumed known by applying the models given in Table 1, and an additional dynamic term adyn
that is to be adjusted:

a = a0 + adyn, (1)

With
adyn = aReR + aSeS + aWeW , (2)

aR = aR0 + aRC cos(U) + aRS sin(U), (3)

aS = aS0 + aSC cos(U) + aSS sin(U), (4)
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aW = aW0 + aWC cos(U) + aWS sin(U), (5)

where eR, eS, and eW represent the unit vectors in the radial, along-track, and cross-track directions,
respectively. U denotes the satellite argument of latitude. The code-based kinematic orbits r̂K

obtained from the first step are used as observations to adjust the 15 parameters mentioned above
in a least-squares sense. The linearized observation equation at the epoch ti can be formulated as:

E(r̂K − r̂0) = [Ark, Ard][xk, xd]
T, (6)

where r̂0 is the a priori orbit vector obtained based on numerical integration on hand the a0, and
the âdyn and the Keplerian elements estimated from the last iteration. The vectors xk and xd contain
the increments of the six Keplerian elements and the nine dynamic parameters, respectively,
and the design matrices Ark and Ard contain the partial derivatives of the position vectors with
respect to xk and xd. The partial derivatives are computed with numerical integration of the
variational equations [36,37]. E is the expectation operator. The reduced-dynamic orbit can be
interpolated for time epochs with higher sampling rates and produced for periods with data gaps.
In this study, all orbits are resampled into time epochs with 10 s sampling interval for assessment,
regardless of which duty-cycles and observation sampling rates are applied in the processing.

3. Phase preprocessing and orbit improvements. This step preprocesses the raw phase observations
to detect cycle slips and mark bad observations. The preprocessing goes through several iterations
to improve the LEO orbit quality. The orbit improvement is realized through estimation of
stochastic velocity changes [38] in addition to the 15 parameters mentioned in the second step,
and is performed in a least-squares adjustment making use of the IF combination of the phase
observations. One set of the stochastic velocity changes is considered in each predefined time
interval, e.g., every 15 min. The linearized phase observation equation at the epoch ti can be
expressed as:

E(∆ϕIF) = [Alk, Ald, Alv][xk, xd, xv]
T + c× ∆tr + λIFNIF, (7)

With
λIF =

c
f1 + f2

, (8)

NIF =
f 2
1λ1N1 − f 2

2λ2N2

c( f1 − f2)
, (9)

where ∆ϕIF represents the observed-minus-computed (O-C) term of the IF phase observations.
c and ∆tr denote the speed of light and the receiver clock error, respectively. λ j, f j, and N j represent
the wavelength, the frequency, and the ambiguity on frequency j (j = 1, 2), respectively. Note that
NIF is not an integer. The receiver clock error is estimated epoch-wise independently, and the
ambiguity is assumed constant before the detection of a cycle slip. Note that new ambiguities
are setup for estimation at the beginning of each round of duty cycling. xv stands for the vector
containing all stochastic velocity changes in the RSW directions from the first to the current epoch
and note that xv is constrained to zero with a predefined a priori standard deviation. The design
matrices Alk, Ald, and Alv contain the partial derivatives of the O-C terms with respect to the xk,
xd, and xv, respectively. To be estimated are the vector [xk, xd, xv]T, the receiver clock offset ∆tr,
and the term NIF. Note that very little code observations are used to avoid the problem of matrix
singularity between the receiver clock offset and the ambiguity terms. Note that the ambiguities
on L1 and L2 are not attempted to be fixed in this study.

4. Generation of final orbits. With the preprocessed phase observations, the six Keplerian elements,
the three constant dynamic parameters (aR0, aS0, and aW0) are estimated together with stochastic
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accelerations in the RSW directions. The accelerations are set up in shorter time intervals compared
to those in Step 3. The linearized phase observation equation is thus formulated as:

E(∆ϕIF) = [Alk, Ald0, Ala][xk, xd0, xa]
T + c× ∆tr + λIFNIF, (10)

where xd0 and xa denote the increment vector of the three constant dynamic parameters and all the
stochastic accelerations from the first to the current epoch, respectively. xa is constrained to zero
with a predefined a priori standard deviation (selected as 5 × 10−9 m/s2 in all the three directions
based on the default setting for GRACE satellites in the Bernese software, as real data from
the GRACE Follow-on mission is used for test purposes in this study, which will be explained
later. This value may vary for satellites of other missions). Ald0 and Ala correspond to the partial
derivatives of the phase O-C terms with respect to the xd0 and xa, respectively. Note that very
little code observations are used to avoid singularity mentioned above.
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Figure 2. Flow-diagram of the processing procedure and the estimated parameters. n and m are
the numbers of the stochastic parameter vectors considered during the estimation in Step 3 and
4, respectively.

Table 1. Processing details for the reduced-dynamic orbit determination.

Measurement Model

GPS code P1 + P2, phase L1 + L2

IF linear combination

Sampling interval: 10 s, 20 s, 30 s, 60 s, 120 s

Elevation mask: 5◦, 15◦, 25◦ (for different mean satellite numbers)

Arc length: 6 h, 12 h, 24 h

GPS orbits and clocks: IGS final, rapid, real-time products

Dynamic Model

Earth gravity: EGM2008 [39], Earth potential degree: 120

N-body gravity: JPL DE405 [40] (Planetary ephemeris)

Solid Earth tides: IERS Conventions 2010

Pole tides: IERS Conventions 2010 [41]

Ocean tides: FES2004 [42]

General relativistic term

Reference Frame IGS14, J2000.0 (Julian epoch)

Coordinate Transformation

Nutation and precession: IAU2000R06 [34]

Sub-daily pole variations: IERS Conventions 2010 [41]

Earth rotation parameters: IGS final, rapid, ultra-rapid products
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In this study, the data from the LEO satellite of the GRACE Follow-on mission [43], the GRACE
FO-1, which continuously tracked dual-frequency code and phase GPS observations on L1 and L2,
are used for different scenarios simulating conditions with limited data and resources on 22 August
2018. For the purpose of consistency, the processed orbits are differenced with the best-case scenario
in this study (as the reference for comparison), i.e., the phase-based reduced dynamic orbits with
a duty-cycle of 100%, an observation sampling interval of 10 s, an elevation mask of 5 degrees (default
setting in Bernese for LEO processing), using the IGS final products and processed in a 24 h arc. The use
of our best-case scenario as a reference for comparing different tested cases is justified by comparing
it with the reference orbits provided by the Jet Propulsion Laboratory (JPL) [44] for the same day,
where good consistency with a 3-dimentional (3D) root-mean-squared error (RMSE) of below 2 cm was
achieved. Nevertheless, it should be noted that in this study, the 3D RMSE computed under different
scenarios refer to the accuracy difference compared with the best-case scenario, but not the absolute
orbital accuracy. Note that for LEO missions, independent technics like the satellite laser ranging
(SLR) and the K-band ranging (KBR) are often utilized to validate the accuracy of reference orbits.
As a large number of variants with respect to different observation sampling rates, duty-cycles, satellite
numbers, latencies, availability of the attitude information, and arc lengths are tested, this study does
not attempt to study long-term variation of results. As a consistency check, the POD results of the
best-case scenario from 14 to 21 August 2018 were compared with the JPL reference orbits, and no
significant difference from those of the test day in this study can be observed, i.e., at a few millimeters.
As such, we consider the simulations based on the test day are representative.

3. Orbit Determination under Different Scenarios

As a start point of our analysis, let us look at the results of code-based processing and see the
impact of using a reduced-dynamic model. Figure 3 shows the 3D positional errors of the kinematic
orbits (red) based on the code observations on P1 and P2 forming the IF combination (Step 1 in Section 2),
and when computing the same data with the reduced-dynamic orbits (blue, Step 2 in Section 2) for
GRACE FO-1 for the tested 1 day of data. As complete dual-frequency CubeSats data for a long period
needed in our analysis are currently not available, the data from a typical LEO satellite that may share
similar orbit conditions with CubeSats, in this study GRACE FO-1, were used for simulation of the
best-case scenario of the CubeSat processing [33]. For the tested LEO satellite, the dual-frequency
GPS data are tracked in a complete and continuous manner with an observation sampling interval
of 10 s. A duty-cycle of 100% and a mean satellite number of about 9 above the elevation mask of 5
degrees were available for the processing of a daily arc using the IGS final products. The 3D RMSE of
the code-based kinematic (Step 1 in Section 2) and reduced-dynamic orbits (Step 1 in Section 2) amount
to about 1.6 m and 0.2 m, respectively, which clearly shows the value of employing strong dynamic
models. When reducing the data availability and continuity, the accuracy of the reduced-dynamic
orbit could degrade to the sub-meter level.

For high-accuracy POD, as discussed in Section 2, the code-based orbits are only used as the
a priori orbits for the phase processing. Therefore, in the rest of the sections, the sensitivity analysis
will focus on the final phase-based reduced-dynamic orbits.
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3.1. Duty Cycling and Satellite Numbers

As mentioned before, due to the constraints of the CubeSats on the power, the data storage,
and the time of active attitude control possibly during the sunlight, the GNSS observations might
have breaks, and are collected in pieces of different length [20]. In this study, observation data are
assumed to be collected with different duty-cycles, i.e., with the power turned on only for a part of the
time. The duty-cycle D is defined here as a percentage of time data was available out of the total time
considered. The sensitivity analysis is performed assuming the D varying from 20% to 100%. In our
tests, a duty-cycle implies that the data are available in the first 60×D min of each hour. The 3D orbital
errors are shown in Figure 4 with varying D. The observation sampling interval was 10 s. Recall that
the phase-based reduced-dynamic orbit with a duty-cycle of 100% was our best-case scenario and was
used as the reference for comparison as mentioned in Section 2. The RMSE increases from about 1.6 cm
with a D of 80% to about 3.5 cm with a D of 20%. Note that the RMSE is computed from the beginning
of the first power-on period to the end of the last power-on period of the test day.
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As shown in Figure 1 and discussed in [19], the number of satellites that can be properly tracked
(at least for the P1 and P2 observations) by the CubeSat receiver could be lower than expected due to
different reasons, such as the antenna stabilization problems or specific channel assignment. Therefore,
to resemble this practical issue, a simplified approach is performed in this simulation to reduce the
number of satellites observed under good conditions by excluding satellites with low elevation angles.
The elevation mask is increased from 5 to 25 degrees in the test, resulting in a reduction of the mean
satellite number from about 9 to 6 (see Table 2). The Figure 5a illustrates the distribution of the
satellite numbers applying different elevation masks for GRACE FO-1 for the test period. A gradual
reduction of the satellite numbers can be observed when increasing the elevation mask. The percentile
of valid SPP solutions is reduced correspondingly from nearly 100% to about 83% due to the reduction
in redundancy.

Table 2. Mean number of satellites used in SPP and percentiles of valid SPP solutions applying different
elevation masks. Note that the mean satellite numbers are given as rounded values. The real values
of the mean satellite numbers amount to about 8.5, 7.4, and 5.7 for an elevation mask of 5, 15, and 25
degrees, respectively.

Elevation Mask [Degree] Mean Integer Number of Satellites Percentile of Valid SPP Solutions

5 9 99.9%

15 7 99.1%

25 6 82.9%

Remote Sens. 2020, 12, x FOR PEER REVIEW 9 of 21 

different reasons, such as the antenna stabilization problems or specific channel assignment. 

Therefore, to resemble this practical issue, a simplified approach is performed in this simulation to 

reduce the number of satellites observed under good conditions by excluding satellites with low 

elevation angles. The elevation mask is increased from 5 to 25 degrees in the test, resulting in a 

reduction of the mean satellite number from about 9 to 6 (see Table 2). The Figure 5a illustrates the 

distribution of the satellite numbers applying different elevation masks for GRACE FO-1 for the test 

period. A gradual reduction of the satellite numbers can be observed when increasing the elevation 

mask. The percentile of valid SPP solutions is reduced correspondingly from nearly 100% to about 

83% due to the reduction in redundancy. 

Table 2. Mean number of satellites used in SPP and percentiles of valid SPP solutions applying 

different elevation masks. Note that the mean satellite numbers are given as rounded values. The real 

values of the mean satellite numbers amount to about 8.5, 7.4, and 5.7 for an elevation mask of 5, 15, 

and 25 degrees, respectively. 

Elevation Mask 

[degree] 

Mean integer Number of 

Satellites 

Percentile of Valid SPP 

Solutions 

5 9 99.9% 

15 7 99.1% 

25 6 82.9% 

 

(a) 

 

(b) 

Figure 5. (a) Distribution of the satellite numbers per epoch (observing at least P1 and P2 

observations) applying different elevation mask angles and (b) the corresponding 3D orbital errors of 

the phase-based reduced-dynamic orbits with a duty-cycle of 100% and mean satellite numbers of 7 

and 6. 

Having a duty-cycle of 100%, as shown in Figure 5b, decreasing the number of the received 

satellites from, e.g., 7 to 6, degrades the RMSE from about 1.1 to 2.1 cm. Note that the case with the 

mean satellite number of 9 having an elevation mask of 5 degrees is our best-case scenario and is used 

as the reference for comparison, in other words, the RMSE represent the solution discrepancy 

between the cases of using 7 or 6 satellites and when using 9 satellites.  

Although the differences observed in Figures 4 and 5 are not large, coupling a reduction in the 

duty-cycle with a reduction in the number of received satellites would cause larger problems. Table 3 

shows the 3D RMSE of the orbits applying different duty-cycles and mean satellite numbers, 

assuming an observation sampling interval of 10 s still. As mentioned earlier, the solution obtained 

with a duty-cycle of 100% and the mean satellite number of 9 is used as the reference for assessing 

the solutions by computing their discrepancies. It can be observed that with a duty-cycle equal or 

above 60%, even when the observed satellites are limited, the RMSE is still below 3 cm. With lower 

Figure 5. (a) Distribution of the satellite numbers per epoch (observing at least P1 and P2 observations)
applying different elevation mask angles and (b) the corresponding 3D orbital errors of the phase-based
reduced-dynamic orbits with a duty-cycle of 100% and mean satellite numbers of 7 and 6.

Having a duty-cycle of 100%, as shown in Figure 5b, decreasing the number of the received
satellites from, e.g., 7 to 6, degrades the RMSE from about 1.1 to 2.1 cm. Note that the case with the
mean satellite number of 9 having an elevation mask of 5 degrees is our best-case scenario and is used
as the reference for comparison, in other words, the RMSE represent the solution discrepancy between
the cases of using 7 or 6 satellites and when using 9 satellites.

Although the differences observed in Figures 4 and 5 are not large, coupling a reduction in
the duty-cycle with a reduction in the number of received satellites would cause larger problems.
Table 3 shows the 3D RMSE of the orbits applying different duty-cycles and mean satellite numbers,
assuming an observation sampling interval of 10 s still. As mentioned earlier, the solution obtained
with a duty-cycle of 100% and the mean satellite number of 9 is used as the reference for assessing
the solutions by computing their discrepancies. It can be observed that with a duty-cycle equal or
above 60%, even when the observed satellites are limited, the RMSE is still below 3 cm. With lower
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duty-cycles, however, observing all or almost all visible satellites would be essential to maintain a low
RMSE at this level. With a duty-cycle of 20%, decreasing the mean satellite number to 6 would increase
the RMSE to about 5 cm.

Table 3. 3D RMSE (in cm) of the phase-based reduced-dynamic orbits under different duty-cycles and
mean satellite numbers.

Duty-Cycle/Mean # Satellite 9 Satellites 7 Satellites 6 Satellites

100% – 1.1 2.1

80% 1.6 1.9 2.4

60% 2.0 2.1 2.7

40% 2.6 2.9 3.5

20% 3.5 3.9 4.8

3.2. Sampling Rate of the Observations

In Section 3.1, the GPS observations onboard the LEO satellite with a sampling interval of 10 s
were used for producing the reduced-dynamic orbits. Depending on the capacity of the CubeSat
missions, the data might need to be stored and transferred to the GPC with a lower sampling rate.
A compromise thus needs to be considered between the duty-cycles, the data completeness, and the
sampling rate. Figure 6 illustrates the 3D RMSE of the orbits with the sampling interval varying from
10 to 120 s and the duty-cycle varying from 100% to 20%. The cases having mean satellite numbers of 9,
7, and 6 are given between each pair of dashed lines. Recall that the number of satellites is controlled
by adjusting the elevation mask (Section 3.1). In the case of a duty-cycle of 20%, the orbits generated
with an observation sampling interval of 120 s (red line) are not produced due to the extremely low
number of continuous observations in each data patch. Note that all the RMSE are computed based on
orbits resampled to 10 s sampling intervals.
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From Figure 6 it can be observed that the values in general gradually increase from the left to the
right side, i.e., from the cases with good data continuity, completeness, to those with bad data conditions.
With less data available for the processing in the Steps 3 and 4 (Section 2), the estimable parameters,
including the six Keplerian elements, the additional dynamic parameters, and the stochastic parameters,
are determined with lower precision. This results in a lower accuracy of the numerically integrated
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orbits. At the same time, it can also be observed that the differences between having observation
sampling intervals of 10 s (green), 20 s (yellow), and 30 s (magenta) are small. This can be attributed to
the 30 s GPS clocks provided in the IGS final products, where interpolation into high-sampled time
epochs would introduce biases within a higher percentage of the processing time (to be discussed in
the next subsection). Provided that the receiver has a high duty-cycle not lower than 60%, even with
a limited number of observed satellites and a high sampling interval of 120 s, the 3D RMSE is still
below or around 3 cm. However, with lower duty-cycles, the degradation of the orbit accuracy could
be dramatic when the observations are only available with a low sampling rate and when the observed
satellites are limited.

3.3. Latency Applying Different GPS Products

In Sections 3.1 and 3.2, the IGS final products for GPS satellite orbits and clocks were used for
the estimation of the reduced-dynamic orbits. The IGS final products are produced weekly and have
a latency of 12 to 18 days. In case that the CubeSat orbits are required within a shorter time, the IGS
(or one of its analysis centres) rapid products or products from the IGS real-time service (RTS) [45,46]
can be used instead. Table 4 gives the latencies of different IGS products. In this study, the decoded
IGS real-time stream IGC01, which is denoted as the IGC products and available at [47], is used for
simulation of the scenario retrieving the GPS products in (near)-real-time. Products of the single
IGS analysis centers, e.g., the real-time products from the National Centre for Space Studies (CNES),
are also of high quality [48]. In this study, for consistency purpose, we used the IGS products of
different latencies and satellite clock sampling rates.

Table 4. Information on different IGS products and the 3D orbital RMSE using 10 s observation data.

Orbits/Clocks Identifier Latency Accuracy [cm]
Orbit/Clock

Satellite Clock
Sampling Interval [s] 3D RMSE [cm]

IGS Final IGS 12–18 days 2.5/2.25 30 –

IGS rapid IGR 17–41 h 2.5/2.25 300 4.8

IGS RTS IGC (Near)-real-time 2–5/3–5 30 3.2

Despite the accuracy differences [46,49], from Table 4 it can also be seen that the sampling rate
of the IGR satellite clocks is lower than the other two products. In [11], the sampling interval of
GPS satellite clock-offset corrections was identified as a limiting factor for the LEO orbital accuracy.
This possibly explains the fact that the 3D orbital RMSE using the IGR products are not better than
those using the IGC products. Figure 7 shows the differences of the between-satellite clock corrections
for G02 and G32 between the IGS final and rapid clocks. The between-satellite clock differences are
shown to remove possible inconsistencies between the reference time scales of different products.
The blue dots indicate the differences at the given sampling interval of the rapid clocks, i.e., 300 s.
The red dots illustrate the differences at a sampling interval of 30 s, where the rapid clocks were
linearly interpolated using the nearest epochs to this higher sampling rate. From Figure 7 it can be
observed that although the differences are generally at centimeters for the blue dots with the given
sampling rate of the rapid clocks, after interpolation, the differences are increased to dm-level (see the
red dots). For the test day, the average RMS of the clock differences for all satellites between the IGS
and IGR final products, divided by

√
2 for the between-satellite differencing, amount to about 2 cm.

Note that the large pattern of the red dots is caused by the stochastic behaviors of the clocks, and an
interpolation over a longer period with a higher-order polynomial does not help to reduce the biases.
As an example, interpolation with a quadratic polynomial within each half hour increases the average
RMS by several millimeters.

66



Remote Sens. 2020, 12, 2107 12 of 21
Remote Sens. 2020, 12, x FOR PEER REVIEW 12 of 21 

 

Figure 7. Differences in the between-satellite clocks for G02 and G32 between the IGS final and rapid 

clocks. 

Assuming a duty-cycle of 100%, an observation sampling interval of 10 s, and a mean satellite 

number of 9, the last column of Table 4 shows the 3D RMSE of the final LEO orbits determined using 

different IGS products compared with the best-case scenario, i.e., using the IGS final products. A 3D 

RMSE of several centimeters can be achieved for the IGR and IGC products. This is further illustrated 

by Figure 8, which shows the time series of the 3D orbital errors applying the IGR and IGC products. 

 

Figure 8. 3D orbital errors of the phase-based reduced-dynamic orbits using data of GRACE FO-1 

with a 100% duty-cycle, a mean satellite number of 9, and a sampling interval of 10 s (having the IGS 

final as the reference). Different IGS products were applied. 

In the case of having limited data available, i.e., with short duty-cycles, limited satellite numbers 

and sampling rate, the orbital accuracy using the IGR and IGC products would not be as good as 

shown in Figure 8 anymore. In the case of using the IGR and IGC products, Figure 9 illustrated the 

3D RMSE of the difference between phase-based reduced-dynamic orbits and the best-case scenario 

when applying different duty-cycles, mean satellite numbers, and observation sampling rates. Note 

that the cases having different satellite numbers (9, 7, and 6) are given between each pair of the dashed 

lines. Compared to Figure 6 using the IGS final products, the 3D RMSE has generally increased due 

to the reduced accuracy of the GPS products and the higher sampling interval of the GPS clocks (for 

IGR products). As discussed for the IGS final products, when using the IGC products (Figure 9b), one 

can similarly observe that a high observation sampling interval of, e.g., 10 s (green) or 20 s (yellow), 

is not helpful to reduce the RMSE due to the GPS clock sampling of 30 s. For the cases when using 

Figure 7. Differences in the between-satellite clocks for G02 and G32 between the IGS final and
rapid clocks.

Assuming a duty-cycle of 100%, an observation sampling interval of 10 s, and a mean satellite
number of 9, the last column of Table 4 shows the 3D RMSE of the final LEO orbits determined using
different IGS products compared with the best-case scenario, i.e., using the IGS final products. A 3D
RMSE of several centimeters can be achieved for the IGR and IGC products. This is further illustrated
by Figure 8, which shows the time series of the 3D orbital errors applying the IGR and IGC products.
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Figure 8. 3D orbital errors of the phase-based reduced-dynamic orbits using data of GRACE FO-1 with
a 100% duty-cycle, a mean satellite number of 9, and a sampling interval of 10 s (having the IGS final as
the reference). Different IGS products were applied.

In the case of having limited data available, i.e., with short duty-cycles, limited satellite numbers
and sampling rate, the orbital accuracy using the IGR and IGC products would not be as good as
shown in Figure 8 anymore. In the case of using the IGR and IGC products, Figure 9 illustrated the 3D
RMSE of the difference between phase-based reduced-dynamic orbits and the best-case scenario when
applying different duty-cycles, mean satellite numbers, and observation sampling rates. Note that the
cases having different satellite numbers (9, 7, and 6) are given between each pair of the dashed lines.
Compared to Figure 6 using the IGS final products, the 3D RMSE has generally increased due to the
reduced accuracy of the GPS products and the higher sampling interval of the GPS clocks (for IGR
products). As discussed for the IGS final products, when using the IGC products (Figure 9b), one can
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similarly observe that a high observation sampling interval of, e.g., 10 s (green) or 20 s (yellow), is
not helpful to reduce the RMSE due to the GPS clock sampling of 30 s. For the cases when using the
IGR products (Figure 9a) with a higher GPS clock sampling interval of 300 s (Table 4), no obvious
degradation can be concluded even when having an observation sampling interval of 120 s.
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3.4. Antenna Attitude

As shown in the example in Figure 1, it is suspected that the poor data tracking condition
is caused by the lack of antenna stabilization. Good antenna stabilization is essential to keep the
antenna in a favorable orientation for GNSS tracking, i.e., approximately toward the radial direction.
High-accuracy attitude control is expected to be realized also for CubeSats, as found to be feasible
in the tests simulating different CubeSat scenarios in [50] and achieved for the CubeSat CanX-2 [20].
Under the condition of appropriate antenna stabilization, the antenna attitude information is often
measured by extra sensors like star cameras or IMU on LEO/CubeSats satellites. For CubeSats, however,
the limited size and power may limit its capacity to properly measure, store, or transfer the attitude
information back to the GPC. As mentioned in Section 1, the data from the IMU onboard the CubeSat
STF-1, e.g., was not collected during the GNSS data tracking because of the power allocation, where the
IMU used was of a special type tested for a high-accuracy experiment that was carried out at a different
time. The attitude information of the satellite (and antenna) is sometimes even ignored in CubeSat
simulation studies [21]. Under such circumstances, where no attitude information is available, the
antenna attitude could be estimated based on the satellite positions and velocities. Taking the GRACE
FO-1 as an example, the antenna was fixed on the satellite and its up direction generally points toward
the radial direction from the earth to the LEO satellite. Note that the X-axis in the satellite reference
frame (SRF) is here approximately in the anti-flight direction, as GRACE FO-1 is the leading satellite in
the test period. Figure 10 depicts the RSW system (green) in the radial, along-track and cross-track
directions with the origin in the satellite centre-of-mass, and the antenna reference frame (ARF, red),
e.g., for GRACE FO-1, in the north, east, and up (NEU) directions with the origin in the antenna
reference point (ARP). To evaluate the differences between the expected and the actual orientations,
the angle differences are computed with the help of the east (eE) and the opposite along-track (eS) unit
vectors, the north (eN) and the cross-track (eW) unit vectors, and the up (eU) and the radial (eR) unit
vectors in the inertial system:

αE = arccos
(
−eT

EeS
)
, αN = arccos

(
eT

NeW
)
, αU = arccos

(
eT

UeR
)
. (11)
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Figure 10. The antenna reference frame (ARF, shown in red), the satellite reference frame (SRF, shown in
yellow), and the radial, along-track, and cross-track (RSW, shown in green) system. t1 and t2 represent
two conservative time epochs for the same satellite. The figure is scaled for a better presentation.

In Equation (11), the unit vectors eR and eS are calculated based on the satellite position and
velocity vectors, and eW completes the left-hand system. As the antenna is fixed on the satellite, the
antenna NEU unit vectors eN, eE, and eU are calculated based on the satellite orientations, which are
tracked by extra sensors and documented in an attitude file with quaternions. The rotation matrix
RSRF transforming from the SRF to the inertial system can be computed with these quaternions [51].
Based on the definition of the SRF as illustrated in Figure 10 in yellow, the eN, eE, and eU can be obtained
with:

eE = RSRF[1, 0, 0]T, eN = RSRF[0,−1, 0]T, eU = RSRF[0, 0,−1]T (12)

The angle differences αE, αN, and αU are given in Figure 11. It can be observed that these angle
differences are not large. In case that the antenna attitude file is not given, or the attitude information is
not accurately documented, one could approximate the antenna orientation using the RSW directions.

Remote Sens. 2020, 12, x FOR PEER REVIEW 14 of 21 

 

Figure 10. The antenna reference frame (ARF, shown in red), the satellite reference frame (SRF, shown 

in yellow), and the radial, along-track, and cross-track (RSW, shown in green) system. 𝑡1 and 𝑡2 

represent two conservative time epochs for the same satellite. The figure is scaled for a better 

presentation. 

In Equation (11), the unit vectors 𝑒𝑅 and 𝑒𝑆 are calculated based on the satellite position and 

velocity vectors, and 𝑒𝑊 completes the left-hand system. As the antenna is fixed on the satellite, the 

antenna NEU unit vectors 𝑒𝑁, 𝑒𝐸 , and 𝑒𝑈 are calculated based on the satellite orientations, which 

are tracked by extra sensors and documented in an attitude file with quaternions. The rotation matrix 

𝑅𝑆𝑅𝐹 transforming from the SRF to the inertial system can be computed with these quaternions [51]. 

Based on the definition of the SRF as illustrated in Figure 10 in yellow, the 𝑒𝑁, 𝑒𝐸 , and 𝑒𝑈 can be 

obtained with: 

𝑒𝐸 = 𝑅𝑆𝑅𝐹[1, 0, 0]𝑇 ,   𝑒𝑁 = 𝑅𝑆𝑅𝐹[0, −1, 0]𝑇 ,   𝑒𝑈 = 𝑅𝑆𝑅𝐹[0, 0, −1]𝑇        (12) 

The angle differences 𝛼𝐸, 𝛼𝑁, and 𝛼𝑈 are given in Figure 11. It can be observed that these angle 

differences are not large. In case that the antenna attitude file is not given, or the attitude information 

is not accurately documented, one could approximate the antenna orientation using the RSW 

directions. 

 

Figure 11. Angle differences between the east, north, and up directions in the antenna reference frame 

(ARF) and the opposite along-track direction, the cross-track direction, and the radial direction. The 

data for GRACE FO-1 was used for the plot. Note that the blue line is almost overwritten by the green 

dashed line. 

Figure 11. Angle differences between the east, north, and up directions in the antenna reference
frame (ARF) and the opposite along-track direction, the cross-track direction, and the radial direction.
The data for GRACE FO-1 was used for the plot. Note that the blue line is almost overwritten by the
green dashed line.
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Benefiting from the fact that the angle differences between the actual and the expected antenna
orientation are small, even without having the attitude information available, differences less than
10 mm can mostly be observed in the final orbits provided that the observation data is complete and
continuous (see Figure 12), i.e., with a 3D RMSE amounting to 8 mm. Applying the IGS final products,
for other cases with reduced duty-cycles and mean satellite numbers, the differences in the RMSE
(referenced to the best-case scenario) with and without applying the attitude file are also mostly at
several millimeters. This applies also to the cases when using the IGR and IGC products. This suggests
that good attitude control can maintain the POD accuracy even when the attitudes are not properly
determined or transferred back to the GPC.
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Figure 12. 3D orbital errors not applying the antenna attitude information. The IGS final products
were used for observations with a duty-cycle of 100%, a sampling interval of 10 s, and a mean satellite
number of 9.

3.5. Length of Arc

The orbital period of a LEO satellite is typically around 1.5 h, depending on its altitude from the
Earth’s surface. Taking the GRACE FO-1 as an example, based on the semi-major axis estimated in
the final reference orbit, its orbital period is approximately 1 h 34 min 29 s for the test day. A 24 h
arc for data analysis thus contains about roughly 15.2 orbital periods. By reducing the length of the
processed arc in case of rapid processing, the amount of the data used for estimation of the orbital
parameters may cover, e.g., only several orbital cycles. For an observation model with a good strength,
e.g., having data with a high sampling rate, a high duty-cycle, a relatively loose latency requirement,
and a high number of observed satellites, the influence of the arc length could be small. However,
a long arc might be essential for scenarios with weaker model strengths. To analyze this correlation,
this section presents results of a varying arc length from 24 h to 12 h and 6 h. The influences of the arc
length on different scenarios are investigated in detail.

Using the best scenario with a duty-cycle of 100%, a mean satellite number of 9, and an observation
sampling interval of 10 s, the 3D RMSE of the final orbits are given in Table 5 for different arc lengths
and using different IGS products. For arcs shorter than 24 h, multiple arcs were processed covering the
entire test day.
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Table 5. 3D RMSE of the phase-based reduced-dynamic orbits with different arc lengths and using
different IGS products. 10 s observation data with a duty-cycle of 100% and a mean satellite number of
9 were used for the processing.

Arc Length/Products IGS Final [cm] IGR [cm] IGC [cm]

24 h – 4.8 3.2

12 h 0.6 5.1 3.1

6 h 1.0 5.6 3.5

From Table 5 it can be observed that in case of good data condition, the accuracy differences are
very small when reducing the arc length. Having a closer look at the 3D orbital errors with an arc
length of 6 h and 12 h using, e.g., the IGS final products (see Figure 13a), border effects of the short arcs,
i.e., the degradation of the orbital accuracy at the edges of the corresponding arcs, are the main reason
of the degradation [11]. Applying the IGS rapid products (see Figure 13b), the degradation at borders
is less obvious due to the generally much larger orbital errors.
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Figure 13. 3D orbital errors computed with different arc lengths using (a) the IGS final products and
(b) the IGS rapid products. A duty-cycle of 100%, an observation interval of 10 s, and a mean satellite
number of 9 were assumed for the processing. The arc length experiment here refers to the processing
using e.g., k hours of data in each processing round, and in each hour of these k hours, data are tracked
in X% of the time.

For cases with lower data availability, the degradation caused by shortening the arcs could
be higher. For scenarios simulating different data conditions, the increase in the 3D RMSE when
shortening the arc length from 24 h to 12 h is given in Table 6 as an example applying the IGS final
products. While most of the increase is still at millimeters, increase of several centimeters is also
observed for the cases with very limited data.

Table 6. Increase in the 3D RMSE (in cm) of phase-based reduced-dynamic orbits when shortening the
arc length from 24 h to 12 h. The IGS final products were used.

Duty-Cycle/Mean # Satellite
Sampling Interval [s]

8 Satellites
10/20/30/60/120

7 Satellites
10/20/30/60/120

5 Satellites
10/20/30/60/120

100% 0.6/0.2/0.1/0.2/−0.1 0.1/0.1/0.2/0.2/0.2 0.1/0.0/0.1/0.1/0.2

80% 0.2/0.1/0.5/0.4/−0.4 0.1/0.1/0.2/0.2/0.5 0.2/0.2/0.2/0.3/0.4

60% 0.1/0.0/0.3/1.0/−0.4 0.1/0.1/0.2/0.2/0.5 0.0/0.1/0.1/0.1/1.0

40% 0.2/0.3/0.3/0.6/0.8 0.2/0.0/0.2/0.7/1.7 0.2/0.3/0.5/2.0/3.5

20% 2.0/2.2/2.8/3.3/– 1.6/2.2/3.0/3.6/– 2.9/2.0/3.4/4.8/–
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When shortening the arcs to 6 h and applying worse IGS products, a larger increase in the RMSE
can be observed. Figure 14 shows the 3D RMSE when processing with the arc lengths of 24 h, 12 h, and
6 h applying different IGS products. The x-intervals between each two vertical dashed lines represent
different cases having the same sampling interval, which are sorted from the highest duty-cycle of 100%
to the lowest duty-cycle of 20% first for the mean satellite number of 9, and then similarly for the mean
satellite numbers of 7 and 6, respectively. The peaks observed in Figure 14 are thus mostly caused by
the low duty-cycles of 40% and 20%. From Figure 14 it can be observed that when shortening the arcs
from 24 h (green) to 12 h (blue) or 6 h (red), the increase in the 3D RMSE could be dramatic under bad
data conditions, especially when using the IGR and IGC products. While this increase is still limited to
around 1 dm when shortening the arcs from 24 h to 12 h, cases with increase above 2 dm appear when
shortening the arcs to 6 h and when applying the IGR or IGC products. In cases that the duty-cycle is
not lower than 40% and the sampling interval is not larger than 60 s, the 3D RMSE is generally within
or around 1 dm when applying the IGS final products or the IGC products, even when processing
with arcs with a length of 6 h. Due to the large sampling interval of the IGR satellite clocks, reaching
a 3D RMSE of this level generally requires a duty-cycle not lower than 60% when processing 6 h arcs
applying the IGR products.
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Figure 14. 3D RMSE of the reduced-dynamic orbits when processing with the arc lengths of 24 h, 12 h,
and 6 h applying (a) the IGS final products, (b) the IGS rapid (IGR) products, and (c) the IGS real-time
(IGC) products. Between each pair of the dashed lines, the cases are sorted from the highest duty-cycle
of 100% to the lowest duty-cycle of 20%, first for the mean satellite number of 9, and then similarly for
the mean satellite numbers of 7 and 6, respectively.
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4. Conclusions

The CubeSat missions have attempted to determine their precise orbits combining dynamic
models and dual-frequency GNSS observations. While such kind of reduced-dynamic orbits can
reach high accuracy of centimeters for large LEO satellites, the limited size, power, and capacity of
CubeSats always set strong constraints on the availability of data and different resources, thus limiting
the achievable accuracy of the determined orbits. As an important step at the planning phase of the
CubeSat missions, a proper compromise needs to be carefully considered between these constraints
and the orbital accuracy, so that limited resources can be better managed and saved for other tasks of
CubeSat missions under the required POD accuracy.

In this contribution, with the focus put on the dual-frequency postprocessed CubeSat POD,
a detailed sensitivity analysis was performed between the orbital accuracy and different constraints,
i.e., the data continuity, the data completeness, the observation sampling interval, the attitude
information, the latency of the required orbital products, as well as the processed arc length. It was
found that the accuracy degradation of the orbits could be large when several constraints are overlapped
with each other, especially when one of the constraints is related to very low duty-cycle, e.g., below
40%. It was also found that the accuracy influences of the observation sampling interval is related
to the sampling interval of the GPS satellite clock products used for the processing. In case that the
data is otherwise tracked in good condition after considering the assumed constrains, the 3D orbital
accuracy for arc lengths of 6 h to 24 h should generally be within or around 1 dm when applying the
IGS final products or products from the IGS RTS, provided that the duty-cycle is not lower than 40%
and the observation sampling interval is not larger than 60 s.
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Precise Orbit Determination of CubeSats Using
Proposed Observations WeightingModel

Amir Allahvirdi-Zadeh , Ahmed El-Mowafy , and KanWang

Abstract

CubeSats can be used for many space missions and Earth science applications if their orbits
can be determined precisely. The Precise Orbit Determination (POD) methods are well
developed for large LEO satellites during the last two decades. However, CubeSats are built
from Commercial Off-The-Shelf (COTS) components and have their own characteristics,
which need more investigations. In this paper, precise orbits of 17 3U-CubeSats in the Spire
Global constellation are determined using both the reduced-dynamic and the kinematic
POD methods. The limitations in using elevation-dependent weighting models for CubeSats
POD are also discussed and, as an alternative approach, a weighting model based on the
Signal-to-Noise Ratio (SNR) has been proposed. One-month processing of these CubeSats
revealed that around 40% of orbits can be determined at the decimeter accuracy, while
50% have accuracy at centimeters. Such precise orbits fulfil most mission requirements that
require such POD accuracy. Internal validation methods confirmed the POD procedure and
approved the distinction of weighting based on SNR values over the elevation angles.

Keywords

CubeSats � Precise orbit determination (POD) � Signal-to-noise ratio (SNR) � Weighting
model

1 Introduction

CubeSats are small low-cost and low-power satellites that
can be used for many space missions. Precise Orbit Deter-
mination (POD) of CubeSats is essential for some missions
such as radio-occultation, Interferometric Synthetic Aperture
Radar (InSAR), satellite altimetry, gravity field recovery,
and future mega-constellations as an augmentation system
for positioning and navigation (Allahvirdi-Zadeh and El-
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K. Wang
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Mowafy 2022). POD of CubeSats using the observations
of Global Navigation Satellite Systems (GNSS) can be per-
formed using the reduced-dynamic and the kinematic meth-
ods in post-mission or real-time (Allahvirdi-Zadeh et al.
2022a). In this study, we analyze the POD of CubeSats
from the Spire CubeSat Constellation (Spire Global, Inc.),
comparing elevation angle-dependent and Signal-to-Noise
ratio (SNR) based weighting models.

The Spire Global constellation of nanosatellites consists
of more than 145 3U-CubeSats (10 � 10 � 30 cm) that were
launched mostly in Sun-synchronous and various other orbits
with different altitudes (445–600 km). Most are equipped
with the STRATOS GNSS receiver module to receive 1-
Hz dual-frequency GPS signals (L1C/A and L2L) using a
compatible zenith-mounted GNSS antenna. It also simulta-
neously collects 50-Hz signals dual-frequency multi-GNSS
signals through the high-gain, side-mounted antennas from
setting or rising GNSS satellites to perform Radio Occul-
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Fig. 1 Structure of the Spire 3U RO CubeSat (Credit: Spire Global, Inc.)

tation (RO). The location of the POD and RO high-gain
antennas on the Spire’s CubeSats are depicted in Fig. 1.

2 Precise Orbit Determination

The reduced-dynamic POD (RD-POD) is considered the
main method in this study. It is based on exploiting avail-
able dynamic models as well as GNSS observations to
estimate the CubeSat’s state vector, which includes posi-
tion and velocity, clock offsets, float ambiguities, and some
piece-wise constant stochastic accelerations to compensate
for deficiencies in dynamic models (Allahvirdi-Zadeh et
al. 2022a). The type of data used, processing information,
and models in the RD-POD processing are provided in
Table 1.

2.1 Weighting Models

Equal weighting of GNSS observations can be considered
for the POD of Low Earth Orbit (LEO) satellites. How-
ever, this model is not optimal due to factors causing mis-
modelled errors, such as higher-order ionosphere scintil-
lation, near field multipath, etc. One may suggest using
the elevation-angle dependent (defined here for brevity as
elevation-dependent) weighting models such as sin2� . The
analysis of the observation residuals in the validation step
(see Sect. 2.3.3) reveals that this type of models is not
optimal for reflecting the actual noise level of the CubeSats
observations. This is due to the fact that these models

are developed to account for the effect of the tropospheric
delays and multipath, mainly for users on the Earth surface
(Hobiger and Jakowski 2017), whereas CubeSats fly above
the troposphere layer. Besides, in order to correctly apply the
elevation-dependent model, the CubeSat should effectively
record the attitude information, such as the quaternions. This,
however, may not be available for CubeSats with low-power
budget. Hence, we propose to use a direct signal quality
indicator, i.e. the SNR, which equals to the ratio of the
signal power to the noise power of the modulated signal at
the correlator output. The proposed SNR-based model for
weighting the observations (˚ i) can be expressed as:

W .ˆi / D
�

0:1 C 0:9 �
�

�SNRi;min

�SNRmax;min

��2

(1)

where �SNRi, min is the difference between the observation
SNR value and the minimum SNR of all observations, and
�SNRmax, min is the difference between the maximum and
minimum SNR values among all observations. The coeffi-
cients 0.1 and 0.9 on the right-hand side of Eq. 1 are used to
give the maximum weight, i.e., 1, to the observation which
has the highest SNR value, and a very low weight, i.e., 0.01,
to the observation with the lowest SNR. A similar model has
been developed for baseline processing (Luo 2013), however,
the way of choosing the maximum and minimum SNR values
and applying weights for double differences are different.
Figure 2 compares the weights generated from applying
the elevation-dependent weighting model (sin2�) and the
SNR-based model (Eq. 1) for different elevation angels
(�) for one-month observations of CubeSat PRN099. Two
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Table 1 CubeSats POD processing models and parameters

Item Description
Gravity field/Earth tide/Relativity/Other planets EGM 2008 (Pavlis et al. 2008)/FES2004 (Lyard et al. 2006)/IERS 2010

(Petit and Luzum 2010)/DE405 (Standish 1998)
Observation model 1-Hz dual-frequency GPS Ionosphere-Free
A-priori code and phase standard deviation 0.1 m, 1 mm (Zenith, L1)
Empirical acceleration piece-wise constant accelerations
Attitude information, Quaternions, Antenna phase center offsets
(PCO) and variations (PCV)

Provided by Spire Global, Inc. and applied (Allahvirdi-Zadeh 2021b)

Weighting model (tested) Elevation-dependent or SNR-based models
GNSS orbits and clocks IGS-RTS and CODE final

Fig. 2 Observation weights form the SNR- and the elevation-dependent weighting models for one month (16/12/2020–15/01/2021) of L1C (left)
and L2L (right) signals from all available GPS satellites as observed on CubeSat PRN099

models behave differently in weighting the observations. For
example, the SNR-based model gives higher weights to the
observations from low elevation angles for both L1C and
L2L signals compared with the elevation-dependent model
depending on the received signal strength. It can be more
realistic for signals in space, since they are not affected
by the troposphere, and the amount of near-field multipath
is low, mainly due to the CubeSat structure (see Fig. 1).
Realistic weighting is crucial in the POD of the low-power
CubeSats since they are allowed to record the observations
for a limited time based on their power budget and mis-
sion requirements (personal communication with the Cube-
Sat developers (Allahvirdi-Zadeh 2021a)). Therefore, losing
observations due to incorrect weighting may even lead to the
unavailability of POD procedure for the Kinematic mode. It
does not generally though take place for the satellites that

record GNSS observations continuously, since the RD-POD
of these satellites can run even in the presence of duty-cycled
GNSS data (i.e., available at certain percentage of the orbit
due to the need of the low available onboard power to sensors
other than GNSS) (Wang et al. 2020).

2.2 POD Results

One month (from 16 December 2020 to 15 January 2021)
of all available observations of 17 3U-CubeSats from the
Spire Global constellation are processed in this study. A
list of these CubeSats and their specifications are given
in Allahvirdi-Zadeh et al. 2022b. The observations com-
prise several segments each day. Each segment has around
1.5 h (orbital period) of 1-Hz dual-frequency GPS data. The
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Fig. 3 3D-RMS of differences between RD-POD and Kinematic POD (Kin-POD) for all CubeSats. Each segment related to each CubeSat PRN
contains all processed file during one month (16/12/2020–15/01/2021)

Fig. 4 Overlapped arc between two consecutive orbits. The red cross hatches indicate the arc boundaries

related observable-specific signal biases for L1C and L2L
are synchronized with the applied precise GNSS orbits and
clocks (Schaer 2016). A comparison between the reduced-
dynamic orbits, as the most precise obtainable orbits in
this study, and the kinematic orbits are plotted in Fig.
3 in the radial (R), along-track (S), and cross-track (W)
directions. In this comparison, 40% of kinematic orbits
have 3D root mean square (3D-RMS) of decimeters, while
half of them have accuracies at a few centimeters. Such
orbits can fulfil the requirements of different space missions
and earth-science applications such as radio occultation,
InSAR, the Earth monitoring, etc. (Allahvirdi-Zadeh et al.
2021).

2.3 POD Validation

The Spire CubeSats are not equipped with Satellite Laser
Ranging (SLR) reflectors, and thus, external validation is
not possible. Therefore, the internal methods including the
overlapping arcs, residuals analysis, and goodness of fit
checks are used to validate the POD results. Their results are
described in the following sections.

2.3.1 Overlapping Arcs
The overlapping validation is performed by testing two
consecutive arcs longer than 24 h (e.g. 30 h) and check-
ing the differences in the overlapped part. The estimated
CubeSats orbits are all around 1.5 h arcs due to the length
of the observation segments. All possible overlapped arcs
between all estimated orbits of each CubeSat, except for the
arc boundaries, are considered for this validation method.
Figure 4 shows a sample of the overlapped arc between two
consecutive orbits.

The RMS of the overlapped differences for RD-POD and
Kinematic POD (Kin-POD) in all directions are plotted in
Fig. 5. Small RMS values indicate validation of the POD
procedure. The overall average reduction in RMS for the
Kin-POD, are also observed when using the SNR-based
weighting (dark colours) against the elevation-dependent
model (light colours). This confirms the benefits of using the
SNR-based model for the CubeSat’s kinematic POD. The
average percentage of the RMS reduction for all CubeSats
are provided in Table 2. In the RD-POD, the overlapping
results applying both models are similar. This could be
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Fig. 5 RMS of overlapping validation for RD-POD (a) and Kin-POD (b). (Dark colours: using the SNR-based model – Light colours: using the
elevation-dependent model)

due to the impact of using similar dynamic models and
estimating the piecewise accelerations in the RD-POD using
both weighting models.

2.3.2 Goodness of Fit
The a-posteriori variance can be expressed as:

O�2
0 D kOek2

W

dof
(2)

Table 2 Mean percentage of the RMS reduction due to the proposed
SNR-based model compared to the elevation-dependent model for all
CubeSats in all directions

POD Radial (%) Along-Track (%) Cross-Track (%) 3D (%)
RD 0.0 0.1 0.0 0.1
Kin 11.2 11.1 5.7 9.5

where
�
kOek2

W D OeT W Oe
�

is the weighted squared norm of

the observation residuals ( Oe) using the observation weight
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Fig. 6 RMS of the a-posteriori sigma for all CubeSats for RD-POD (top) and Kin-POD (bottom). (Dark colours: using the SNR-based model—
Light colours: using the elevation-dependent model)

Table 3 Mean value of the a-posteriori STD of all CubeSats from RD-
POD and Kin-POD

POD Mean value of the a-posteriori sigma (mm)
SNR-based model Elevation-dependent model

RD 1.85 2.20
Kin 1.48 1.67

matrix (W) and dof denotes the degrees of freedom. The ratio
of a-posteriori variance to the a-priori variance (see Table 1)
can be used as a self-consistency check of the goodness of fit
using the following chi-squared test with selected confidence
region (˛) (Strang and Borre 1997):

O�2
0

�s
0

<
�2

dof ;1�˛

dof
(3)

The a-posteriori standard deviation (STD) values of all Cube-
Sats are plotted in Fig. 6. They are all less than 3 mm
which represents an acceptable fitting model to the POD
problem. The mean of all a-posteriori STD values for all
tested CubeSats are given in Table 3. In total, 16% and 11%
reduction in the a-posteriori STD values are observed in the
case of POD using SNR-based weighting model for RD-POD
and Kin-POD, respectively.

2.3.3 Residual Analysis
The final validation check is the observation residual anal-
ysis. As a representative example, the GPS ionosphere-free
(IF) phase residuals for CubeSat PRN-099 are plotted in Fig.
7. The ambiguities were estimated as float values in our POD
processing. The residuals are at sub-centimeter to centimeter

level mainly due to the onboard COTS receiver/antenna, as
well as using the IF-LC which increases the noise compared
to the use of uncombined signals. However, the reduction
of the residuals is obvious for the POD using the SNR-
based model. Similar trends are observed for other Cube-
Sats.

The CubeSats cross the eclipse region several times per
day. Although the solar radiation pressure is significantly
low due to the absence of sunlight, there is a thermal
re-radiation as an additional effect of the solar radiation
pressure in these regions (Švehla 2018). A cylindrical
model proposed by Allahvirdi-Zadeh (2013, 2022) and
Allahverdi-Zadeh et al. (2016) is used to estimate the eclipse
region and analyse the residual behaviours. No significant
changes on residuals can be observed for crossing this
region. The reason is that such effect has been captured
by the estimation of stochastic accelerations in the POD
procedure.

3 Conclusion

The proposed SNR-based weighting model reduced the IF
phase residuals compared to the traditional elevation angle-
dependent model. The internal validation including compar-
ing overlapping arcs and the a-posteriori STD confirmed
the improved performance of CubeSats’ POD using the
proposed SNR-based weighting model. The generated Cube-
Sats orbits have a precision that fulfils the requirements of
different space and Earth science applications. The impact
of using such a weighting model on ambiguity resolution is
among our next studies.
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Fig. 7 The RMS of IF phase residuals from the RD-POD (top) and the Kin-POD (bottom) for CubeSat PRN099. The RMS values are derived
from one month of all observations of all GPS satellites
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Abstract: Global Navigation Satellite Systems’ radio occultation (GNSS-RO) provides the upper
troposphere-lower stratosphere (UTLS) vertical atmospheric profiles that are complementing ra-
diosonde and reanalysis data. Such data are employed in the numerical weather prediction (NWP)
models used to forecast global weather as well as in climate change studies. Typically, GNSS-RO
operates by remotely sensing the bending angles of an occulting GNSS signal measured by larger low
Earth orbit (LEO) satellites. However, these satellites are faced with complexities in their design and
costs. CubeSats, on the other hand, are emerging small and cheap satellites; the low prices of building
them and the advancements in their components make them favorable for the GNSS-RO. In order to
be compatible with GNSS-RO requirements, the clocks of the onboard receivers that are estimated
through the precise orbit determination (POD) should have short-term stabilities. This is essential
to correctly time tag the excess phase observations used in the derivation of the GNSS-RO UTLS
atmospheric profiles. In this study, the stabilities of estimated clocks of a set of CubeSats launched
for GNSS-RO in the Spire Global constellation are rigorously analysed and evaluated in comparison
to the ultra-stable oscillators (USOs) onboard the Constellation Observing System for Meteorology,
Ionosphere, and Climate (COSMIC-2) satellites. Methods for improving their clock stabilities are
proposed and tested. The results (i) show improvement of the estimated clocks at the level of several
microseconds, which increases their short-term stabilities, (ii) indicate that the quality of the frequency
oscillator plays a dominant role in CubeSats’ clock instabilities, and (iii) show that CubeSats’ derived
UTLS (i.e., tropopause) atmospheric profiles are comparable to those of COSMIC-2 products and in
situ radiosonde observations, which provided external validation products. Different comparisons
confirm that CubeSats, even those with unstable onboard clocks, provide high-quality RO profiles,
comparable to those of COSMIC-2. The proposed remedies in POD and the advancements of the
COTS components, such as chip-scale atomic clocks and better onboard processing units, also present
a brighter future for real-time applications that require precise orbits and stable clocks.

Keywords: CubeSats; precise orbit determination (POD); GNSS radio occultation (GNSS-RO); clock
stability; COSMIC-2 profiles

1. Introduction

Global Navigation Satellite Systems’ Radio Occultation (GNSS-RO) is an atmospheric
remote sensing/atmospheric sounding technique currently being employed to complement
the radiosonde [1] and reanalysis [2,3] products in order to improve the derived upper
tropopause-lower stratosphere (UTLS) atmospheric profiles used in numerical weather
prediction (NWP) models that generate global weather forecasting [4], as well as climate
change studies [5,6]. GNSS-RO operates in such a way that the precise phase observations
of a rising or setting GNSS satellite, which increase while passing through the atmospheric
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layers, are collected by the receivers onboard low Earth orbit (LEO) satellites. The measured
phase delays (also called excess phases) are used to derive bending angles, which form
the key observable used to retrieve the atmospheric profiles of temperature and pressure
needed for NWP models as well as climate change studies (see, e.g., [7,8]). GNSS-RO
theory, including the inversion of the phase delays to the atmospheric refractivity using
Abel transformation, is well documented in different literature, e.g., [7–13].

Different larger LEO satellites, such as Gravity Recovery and Climate Experiment
(GRACE [14]), Meteorological Operational (MetOp [15]), and Constellation Observing
System for Meteorology, Ionosphere, and Climate (COSMIC-1 [14], and COSMIC-2 [16]),
are equipped with the RO antennas suited for the GNSS-RO [17]. However, these satellites
are utilised with the high-grade components in their buses and payloads, which increase
their complexity, budget, and the time required for building and launching. In terms of
costs, for example, COSMIC-1 and -2 required more than USD 100 and USD 460 million,
respectively, to be completed [18]. As opposed to the larger LEO satellites above, low-cost
CubeSats such as 3U CanX-2 [19] and 3U ARMADILLO [20] are currently being tested
for GNSS-RO applications. CubeSats in general are small low-cost satellites with limited
power budgets that are built from the commercial off-the-shelf (COTS) components in
10 × 10 × 10 cm3 units (1U). A 3U CubeSat can cost USD 20 K–USD 200 K depending
on the onboard payload. The launch cost could be less than USD 40 K, which can be
significantly reduced for mass launches in a constellation since several CubeSats will have
a ride-share. The complexity and required budget, as well as the building time, of CubeSats
are much less than those of larger LEO satellites, where these factors may even prevent the
continuation of larger LEO missions, as evidenced in the second phase of COSMIC-2 that
was cancelled due to funding problems [21]. Moreover, the technological advancements in
the COTS components and the possibility of launching them in a constellation make them
comparable to the larger LEO satellites in terms of their applicability in a wide range of
space and earth science applications.

The mega constellation of CubeSats launched by Spire Global Inc. [https://spire.com
accessed on 12 January 2022] is an example of CubeSats’ constellation that provides different
services such as global weather monitoring using the GNSS-RO procedure, maritime
domain awareness, and automatic dependent surveillance-broadcast. This constellation
consists of more than 145 3U CubeSats (10 × 10 × 30 cm3) equipped mostly with STRATOS
GNSS receivers that collect 50-Hz dual-frequency GNSS-RO signals. These signals and
those that are collected by the zenith antenna mounted for the precise orbit determination
(POD) are processed in the analysis center to provide daily globally distributed and high-
quality atmospheric vertical profiles that bring substantial benefits to the performance of
the NWP models [22].

To achieve accurate UTLS atmospheric profiles, however, the orbital accuracy of
LEO satellites used for GNSS-RO should be at several centimeters level, and the velocity
components, mainly along-track direction, should be better than 0.2 mm/s [23]. The orbital
precisions and accuracies of the Spire CubeSats have already been estimated using the
reduced-dynamic POD (RD-POD) and internally validated in [24] and found to be at an
acceptable range for the GNSS-RO application. Besides the orbital parameters, the accuracy
of the estimated clocks and their stabilities are essential for GNSS-RO since the high-rate
observations, e.g., at 50 Hz sample intervals, should be precisely time-tagged based on the
estimated clock offsets. As such, any error or instability in these clocks affects the measured
phase observations and subsequently the derived GNSS-RO atmospheric profiles.

The accuracy of the estimated clocks and their stabilities are influenced by the quality
of the oscillators and the remaining GNSS errors in the RD-POD models [25]. Larger
LEO satellites (e.g., GRACE and COSMIC-2) are generally equipped with highly accurate
oscillators that provide high stabilities at the 10−12 to 10−14 level [26,27]. However, this
level of stability can be degraded by any unmodelled errors in the RD-POD procedure
or the GNSS data quality. For example, the reduction in the clock stabilities to the 10−9

to 10−11 level, which is observed for COSMIC satellites, has been related to the quality of
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the GPS observations due to the inclined POD antenna orientation and its field of view,
the accuracy of the attitude control systems, and the quality and the type of the onboard
GPS receiver [26]. In addition, some periodic variations due to the GPS orbital period
have been found in the GRACE clock analysis and proposed to be considered in the clock
modelling [28]. For CubeSats, however, besides the general studies that show the CubeSats’
evolution (e.g., [29]) and their capabilities in the earth science applications (e.g., [30]), most
studies have concentrated on evaluating the stabilities of the onboard CubeSats’ oscillators
and developing compatible atomic clocks based on CubeSats’ limitations. For example,
Warren et al. [31] analysed the developed atomic clocks based on optical pumping for
the CubeSats while Rybak et al. [32] simulated the performance of the chip-scale atomic
clocks for the navigation of a CubeSat in lunar orbit. To the best of the authors’ knowledge,
no literature exists on the assessment and evaluation of CubeSats’ clock stabilities due to
un-modelled errors in the POD procedure and their propagated impacts on the determined
GNSS-RO profiles.

This study aims at assessing and evaluating the CubeSats’ clock stabilities and their
possible impacts on the derived UTLS atmospheric products. The specific objectives of
the study are (i) assessing CubeSats’ clock stabilities resulting from un-modelled errors
during the RD-POD procedure and evaluating possible remedies, and (ii) analysing the
derived GNSS-RO profiles from unstable CubeSats’ clocks in comparison to COSMIC-2.
Section 2 starts by presenting the RD-POD procedure and the excess phase derivation
before assessing CubeSats’ clock instabilities emanating from GNSS observational quality,
hardware biases, un-modelled phase center variations, and relativistic effects. To have a
better understanding of the ranges of the errors in the RD-POD compared to the quality of
oscillators and their influences on the CubeSats’ clocks, the estimated clocks are compared
to those of COSMIC-2 that have USOs. These are also analysed for the first time from the
stability of receiver clocks’ point of view. Possible remedies in the RD-POD procedure
to improve the accuracy of the estimated clocks are evaluated and discussed in addition
to addressing the practical solutions for the unstable CubeSats’ clocks in GNSS-RO. To
evaluate the CubeSats’ GNSS-RO atmospheric profiles derived from the excess phase
observations while the CubeSats’ clock errors are removed using the complex solutions,
they are compared in Section 3 to those of COSMIC-2 profiles and in situ radiosonde
observations, which provide a completely independent data source for validation. Section 4
summarises and concludes the study.

2. CubeSats’ Clock Analysis
2.1. POD and Excess Phase Derivation

GNSS RO’s excess phase is derived from the phase observation (∆Φs
r,j) between the

GNSS satellite s and the CubeSat’s onboard receiver r for the frequency j through

∆Φs
r,j = ρs

r + c(dtr − dts)− dIs
r,j + dAs

r + εj (1)

where ρs
r is the true range between the GNSS satellite and the CubeSat, and c is the speed

of light that transforms the satellite and receiver clock offsets (dts and dtr) into computed
ranges. The phase delays due to the ionosphere and the neutral atmosphere are indicated by
dIs

r,j and dAs
r, respectively, while εj denotes the unmodelled observation noises. The phase

observation in Equation (1) ignores the phase ambiguities since the time derivatives of the
phase observations are the actual parameters of interest in GNSS-RO [33]. The wind-up
effect, relativity term, phase center offsets (PCO) and variations (PCV), and clock hardware
biases are first applied in Equation (1). Besides the available precise orbits and clocks of
the GNSS satellites from network processing, precise orbits and the onboard receiver clock
offsets of CubeSat are also required in order to derive the excess phase in Equation (1).
From the excess phase, bending angles are then derived provided that the along-track
component of the velocity vectors and the excess Doppler shifts are available [10].

89



Remote Sens. 2022, 14, 362 4 of 26

The satellite’s state vector including the orbital and velocity components, as well as the
onboard clock offsets, are estimated using the RD-POD method that is mainly based on the
precise phase observations collected by the zenith POD antenna, which takes advantage of
the available extensive dynamic models, as well as estimating some pre-defined stochastic
accelerations to compensate for the dynamic model deficiencies [34]. The observations used
in the RD-POD are subjected to the following pre-processing steps for outlier detection:

- Identification of large magnitude outliers through single-differencing between GNSS
satellites, and then comparing them with low-degree polynomials in order to eliminate
them from the POD processing.

- Detection of cycle slips by forming the ionosphere-free linear combinations and check-
ing the differences between two consecutive epochs.

- Detection of millisecond clock jumps from which new ambiguities are introduced.

In the above pre-processing steps, the a priori coarse orbits generated from code
observations are used whenever CubeSat’s coordinates are required. However, these
orbits are not good enough for reliable data screening. Therefore, the pre-processing steps
are carried out iteratively (see [34] for more details). Table 1 provides the model and
parameters that are used to solve the following least-squares problem for the CubeSats’
RD-POD procedure [35]:

E
(
∆Φs

r,IF
)
= [Ao, Ad, Aa][Xo, Xd, Xa]

T + cdtr + λIF NIF (2)

where E is the expectation operator, ∆Φs
r,IF is the linearised ionospheric-free phase ob-

servations, and Ao, Ad, and Aa are the design matrices containing the required partial
derivatives of the observations and dynamic models with respect to the orbital components,
dynamic parameters, and stochastic accelerations, respectively. The unknown Xo vector
includes the orbit and velocity elements. The coefficients related to the dynamic models
and the stochastic accelerations are combined into the Xd and Xa matrices, respectively.
The ionosphere-free (IF) wavelength (λIF) transforms the IF phase ambiguities (NIF) into
computed ranges. The partial derivatives in Equation (2) are derived through the numerical
integration of the variational equation [34,36]. The unknown parameters are generally
derived using the so-called pre-elimination and back-substitution method [37].

Table 1. POD processing models and parameters.

Item Description

Dynamic models

Gravity field: Earth Gravitational Model (EGM 2008) [38]

Tidal corrections: Updated Finite Element Solution tidal model (FES2004) [39]

Relativity: International Earth rotation and Reference systems Service (IERS 2010) [40]

Planets ephemeris: Jet Propulsion Laboratory Development Ephemeris (JPL DE405) [41]

Observation model

Dual-frequency GPS Ionosphere-Free (1 Hz)

Removing the required GNSS satellites using the cylindrical shadow model [42]

A priori code standard deviation of 0.1 m, a priori phase standard deviation of 1 mm (Zenith, L1)

Satellite attitude information: Obtained as quaternions

PCO and PCV for GNSS satellites: igs14.atx [43]

PCO and PCV for CubeSats: LEMUR_ant-1931.atx (Provided by Spire Global Inc.)

GNSS orbits and clocks: Center for Orbit Determination in Europe (CODE) final products [44]

GNSS satellite phase biases: CODE P1C1 and P2C2 Differential Code Biases (DCB) are applied to
be consistent with the precise ephemeris

Stochastic accelerations
Velocity changes (pulses) at certain epochs at every 15 min

Piece-wise constant accelerations at 6 min intervals
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2.2. Assessment of the CubeSats’ Clock Instabilities

GNSS and CubeSats’ clock offsets should be stable enough to be interpolated at the
50 Hz time tags of the phase observations in order to derive the excess phase observation
from Equation (1). On the one hand, all GNSS satellites are equipped with high-grade
atomic clocks, where their clock offsets are estimated through rigorous network process-
ing [45]. The available GNSS precise clocks are, therefore, stable enough to be interpolated
using polynomials to the high-rate observation time tags [46–48]. On the other hand, Cube-
Sats’ clock stabilities are estimated through the RD-POD processing, and depend on the
GNSS observation noises, near field multipath due to the CubeSat’s structure, the accuracy
of GNSS orbits and clocks used in the RD-POD processing, deficiencies of the dynamic
models regarding the non-gravitational forces, unmodelled hardware biases, and the qual-
ity of the oscillators [25]. Due to these factors, the modified Allan deviation (MDEV) with
the averaging time (τ) [49] is used to analyse the stability of the clock errors:

MDEV(τ) =

√√√√ 1
2m2τ2(n− 3m + 1)

n−3m+1

∑
k=1

(
k+m−1

∑
k=i

(dtr,i+2m − 2dtr,i+m + dtr,i)

)2

(3)

where n is the number of clock samples, m is the averaging factor to compute τ from the
sampling interval t0 as τ = mt0, and dtr is the estimated clock offsets from the RD-POD
processing. In the analysis undertaken in this study, the clock offsets of 17 CubeSats
from the Spire Global constellation are estimated through a comprehensive RD-POD
procedure and their stabilities are computed from Equation (3) for a period of one month
(16 December 2020 to 15 January 2021). A list of the CubeSats analysed in this study and
their specifications are presented in Table 2, with their structure and antenna locations
shown in Figure 1.

Table 2. Specifications of seventeen CubeSats employed in this study. SSO: Sun-Synchronous Orbit,
LTAN: Local Time of Ascending Node, LTDN: Local Time of Descending Node (provided by Spire
Global Inc.).

ID CubeSat’s Name COSPAR ID Altitude (km) Orbit Type Mass
Size

099 LEMUR-2-JOHANLORAN 2019-018G

505 SSO (LTAN 09:30)

~5 kg
0.1 × 0.1 × 0.3 m3

(3U CubeSat)

100 LEMUR-2-BEAUDACIOUS 2019-018H

101 LEMUR-2-ELHAM 2019-018J

102 LEMUR-2-VICTOR-ANDREW 2019-018K

103 LEMUR-2-WANLI 2019-038S

530 SSO (LTAN 15:05)

104 LEMUR-2-LILLYJO 2019-038L

106 LEMUR-2-EJATTA 2019-038Z

107 LEMUR-2-MORAG 2019-038T

108 LEMUR-2-GREGROBINSON 2019-038AB

115 LEMUR-2-JPGSQUARED 2019-089D 550 Orbit inclination: 37◦

116 LEMUR-2-ETHANOAKES 2020-061AC 540 SSO (LTDN 10:30)

117 LEMUR-2-THEODOSIA 2019-089M 550 Orbit inclination: 37◦

118 LEMUR-2-SCHMIDTFALL 2020-061AV

540 SSO (LTDN 10:30)

120 LEMUR-2-DJUPROERA 2020-061AW

122 LEMUR-2-SQUAREJAWS 2020-061AX

124 LEMUR-2-OSCARLATOR 2020-061AD

125 LEMUR-2-URSA-AVION 2020-061AY
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Figure 1. Structure of the Spire 3U RO CubeSat (source: Spire Global, Inc.).

The required observation segments, attitude information, and phase center values
of the CubeSats are provided by Spire Global, Inc. Each observation segment contains
from 45 min to 3 h, mostly around 1.5 h, dual-frequency GPS observations collected by
the zenith POD antenna of the CubeSats (see Figure 1). Figure 2 shows the MDEV of the
estimated clocks for different averaging times between 1 s and 1.5 h that are computed
from Equation (3). The stability of the clock errors varies between 10−11 and 10−3, with
about 95% of the computed MDEV being in the 10−8 to 10−4 range.
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Next, an in-depth analysis of CubeSats’ clock instabilities emanating from GNSS
observational quality, onboard hardware biases, unmodelled phase center variations, and
relativistic effects are presented. In addition, the quality of the onboard CubeSats’ oscillators
is also analysed. From the analysis of the above instability triggers, some remedies are
proposed and evaluated as summarised in Figure 3.
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2.2.1. Quality of GNSS Observations

The RD-POD is available with a short time or even with the duty-cycled data, i.e.,
when the observations are not continuously collected by the receiver due to the power
limitations in CubeSats [35]. However, the number of observations that are marked as
outliers in the pre-processing step and filtered out from the rest of the POD procedure
affects the precision of the estimated clocks. To illustrate this effect, the relation between
the outlier ratio and the clock stabilities for short averaging times are plotted in Figure 4
for all 17 CubeSats. The stabilities of the estimated clocks are generally worse than 10−5

when more than 50% of the observations are considered outliers. This value degrades to
10−3 when more than 90% of the observations are rejected (i.e., considered outliers). Hence,
the noisy observations that cannot pass the pre-processing steps decrease the degrees of
freedom and affect the stability of the estimated clocks. Figure 4 contains only the values
pertaining to short averaging times (i.e., 1, 5, 10, and 30 s), which is of interest to GNSS-RO.
Nonetheless, similar trends are observed for longer averaging times.

The stochastic accelerations that are estimated in the POD procedure as compensations
for the deficiencies in the non-gravitational dynamic models are initially set to every 15 min
for the velocity changes and at 6 min intervals for the piece-wise constant accelerations.
These values, which have been tested in different studies (e.g., [35,46,50]), are selected based
on the length of the observations, sample intervals, and computational power unit (CPU).
However, since the GNSS-dependent part of the RD-POD is weak for the observation
segments with a large number of outliers, the impact of the dynamic-dependent part in
RD-POD needs to be increased to compensate for this weakness. Therefore, the numbers of
the stochastic accelerations for the observations with outliers larger than 50% are doubled
compared to the values given in Table 2, i.e., every 7.5 min for the velocity changes and
at 3 min intervals for the piece-wise constant accelerations. The MEDVs of the estimated
clocks with the new settings are compared with the clock stabilities provided in Figure 2,
and the mean values for this comparison are provided in Table 3. The stability refinement
due to the higher number of stochastic accelerations for the short averaging time (1 s) is at
10−6 level, which decreases for longer averaging times. This indicates that more stochastic
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accelerations for the observation segments with large outliers can improve the short-time
stability of the estimated clocks in the RD-POD procedure.
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Table 3. Mean values of the MDEV changes of the CubeSats’ clocks when the numbers of stochastic
accelerations are doubled compared to the default settings for the CubeSats observations with a high
rate of outliers (>50%).

Averaging Time Mean

1 s 4.2422× 10−6

5 s 3.9271× 10−6

10 s 8.3397× 10−7

30 s 1.8289× 10−7

60 s 1.8873× 10−7

120 s 2.7663× 10−7

300 s 6.2265× 10−8

2.2.2. Hardware Biases in Onboard CubeSat’s Receiver

The satellite hardware biases have been applied in the observations to be consistent
with the ionosphere-free linear combination (IF-LC) of code observations (P1/P2), used
to generate the precise GNSS orbits and clocks. However, the onboard CubeSats’ receiver
hardware biases are lumped with the receiver clock offsets, leading to instabilities in the
estimated clock offsets in the RD-POD. These biases vary due to the complex space environ-
ment, the temperature variations in its region [51], and the internal heat transfer between
different components. These heating sources are analysed using the single or multi-node
models before the launch. Both passive and active thermal control systems are designed
to keep the temperature of the satellite within the acceptable range [52,53]. However, the

94



Remote Sens. 2022, 14, 362 9 of 26

thermal variations onboard a satellite from one side are hardly predictable [54], and from
the other side, can reach the same order of magnitude of the COTS clock noises, thus
making them hard to distinguish [55]. To gain better insight into the thermal effects, the
clock stabilities of the CubeSats when crossing shadow regions are compared with those
passing through the sunlight region due to the fact that solar radiation pressures are mostly
absent in shadow regions [56], and consequently the temperature drops in this part of the
orbit. Based on the cylindrical model depicted in Figure 5, the CubeSat is detected in the
shadow region if the following two criteria hold:

rcrs
‖rs‖ < 0∣∣∣∣rc −
(

rcrs
‖rs‖

)2
∣∣∣∣ < ae

(4)

where the vectors rc and rs are the geocentric coordinates of the CubeSat and the Sun, ae
is the equatorial radius of the earth, ‖ .‖ denotes the norm of the vector, and | .| gives the
absolute value. This model was also used for detecting GNSS satellites in the shadow of
the earth in order to remove those with unpredictable Yaw motions in this region from the
RD-POD process [42].
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Figure 5. Cylindrical model for detecting CubeSats located in the shadow of the earth.

Around 35% of the whole observations are generally in the shadow region. The mean
values comparing the clock stabilities in the shadow region and the other estimated clocks
(non-shadow) for the short averaging times (1 to 30 s) are given in Table 4, varying from
10−5 to 10−8. This shows better stabilities for the clocks in the shadow regions compared to
the clocks in sunlight and confirms the impact of the thermal variations of the LEO region
on the estimated clocks.

Table 4. Mean values of MDEV differences between when the CubeSats are in the shadow and when
they are out of the shadow region.

CubeSat ID
Mean

τ = 1 s τ = 5 s τ = 10 s τ = 30 s

099 2.8099× 10−6 1.8482× 10−6 4.8800× 10−7 3.5617× 10−7

100 1.5454× 10−6 6.1293× 10−7 2.5558× 10−7 1.2716× 10−7

101 9.8588× 10−7 6.3366× 10−8 1.8324× 10−7 2.3903× 10−7

102 4.8431× 10−6 1.5803× 10−6 5.5428× 10−7 3.9989× 10−7

103 1.1581× 10−5 1.7409× 10−6 1.4120× 10−6 6.4800× 10−7

104 7.5333× 10−7 3.3848× 10−7 1.6251× 10−7 1.3164× 10−7

106 1.0016× 10−6 6.7556× 10−7 4.7897× 10−7 2.7246× 10−7

107 1.3704× 10−6 2.4749× 10−6 8.0511× 10−7 4.5053× 10−7
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Table 4. Cont.

CubeSat ID
Mean

τ = 1 s τ = 5 s τ = 10 s τ = 30 s

108 3.3448× 10−6 9.0071× 10−7 9.6554× 10−7 6.0439× 10−7

115 1.5440× 10−6 8.5576× 10−7 6.8720× 10−7 2.7086× 10−7

116 9.3402× 10−7 4.7609× 10−7 3.4113× 10−7 2.3037× 10−7

117 1.1685× 10−6 5.2623× 10−7 3.9324× 10−7 3.0497× 10−7

118 2.8515× 10−6 1.6011× 10−6 4.9824× 10−7 4.4380× 10−7

120 2.9299× 10−6 1.3750× 10−6 1.8455× 10−7 1.0158× 10−7

122 5.3061× 10−7 1.2508× 10−7 5.2173× 10−8 1.5620× 10−7

124 1.0540× 10−7 6.9540× 10−8 5.8206× 10−8 3.2678× 10−8

125 1.2551× 10−7 1.4559× 10−8 1.4114× 10−8 2.4155× 10−8

2.2.3. Unmodelled Phase Center Variations

The Phase Center Offsets (PCO) and Phase Center Variations (PCV) of the CubeSat’s
POD antenna are applied in the RD-POD. These nominal values are estimated using
ground calibration methods such as the anechoic chamber and robotic tests. However,
these methods do not consider the actual space environment or the multipath effects
due to CubeSat structure (see Figure 1) and possible neighbouring satellites in the orbit.
Therefore, re-calibration based on inflight GNSS observations and the residual approach is
required [57]; otherwise, some parts of the unmodelled (or miss-modelled) PCV values are
absorbed by the estimated clocks. To perform the residual approach, the precise orbits of
the CubeSats derived from the RD-POD and the precise orbits of the GNSS satellites from
the CODE final products are used to estimate the phase residuals for different azimuths
and elevation angles. The mean values of these bin-wise residuals are then considered the
new PCV values and used in another round of RD-POD for all CubeSats. This procedure
is performed iteratively with at least two iterations, each time with a new PCV pattern
generated from the residuals of the previous run, which is applied in the POD of the
next iteration. The iteration process ensures that the impacts of the residuals are correctly
applied. As an example, the left pattern in Figure 6 shows the nominal PCV values
estimated using the ground calibration method, while the right pattern reflects the impacts
of the unmodelled PCVs for all the tested CubeSats on the phase residuals after two
iterations. The impacts of the CubeSat structure and the unfolded solar panels are obvious
in the pattern.
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Figure 6. PCV patterns with 5◦ resolution for the CubeSat antenna (Lemur 3.1.0) from the antenna
calibration (left) and the inflight observations using the residual approach (right). The inner circles
are marked with the elevation angles, and the azimuth values are tagged on the outer circle. The
azimuth 0◦ coincides with the positive x-axis of the CubeSats’ body frame (approximately the positive
velocity direction) in the zero-quaternion case.
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The estimated PCVs are applied in a new run of RD-POD for all CubeSats, and the
mean values of the improvements in the short-term stabilities, i.e., the MDEV reductions,
are presented in Table 5. The improvement is generally higher for shorter averaging times
and varied in the range of 10−11 to 10−9 for different CubeSats over the whole testing
period. The observation residuals also decreased from 7 to 6 mm after applying the new
PCV patterns [58].

Table 5. Mean values of the MDEV reductions after applying new PCV patterns in the RD-POD for
short averaging times.

CubeSat ID
Mean of the MDEV Reduction

τ = 1 s τ = 5 s τ = 10 s τ = 30 s

099 1.1300× 10−9 7.3386× 10−9 8.0030× 10−9 1.4970× 10−10

100 1.3419× 10−9 8.6637× 10−9 7.7906× 10−9 1.2419× 10−9

101 1.1937× 10−9 3.7906× 10−9 2.1707× 10−9 2.5780× 10−9

102 5.1661× 10−9 6.3604× 10−9 7.5512× 10−9 7.0404× 10−9

103 7.6031× 10−10 1.7196× 10−10 1.9582× 10−10 1.3144× 10−10

104 1.2214× 10−9 1.1005× 10−9 5.9672× 10−10 1.9739× 10−10

106 2.5850× 10−9 2.5345× 10−10 4.2752× 10−10 4.4856× 10−10

107 1.4757× 10−9 3.7337× 10−9 4.5135× 10−9 1.6850× 10−10

108 7.2797× 10−10 8.4711× 10−10 3.5868× 10−9 1.353× 10−10

115 3.8695× 10−9 2.4038× 10−9 1.3947× 10−9 7.8002× 10−10

116 9.6599× 10−10 4.9457× 10−9 3.3635× 10−10 6.4411× 10−10

117 4.9848× 10−9 3.5505× 10−9 2.9508× 10−9 3.5893× 10−10

118 4.5214× 10−10 8.1125× 10 3.7160× 10−9 1.1742× 10−10

120 4.9896× 10−9 3.4873× 10−10 8.3837× 10−11 9.9838× 10−10

122 1.7535× 10−9 1.8092× 10−9 4.6117× 10−10 5.7452× 10−10

124 4.4049× 10−9 4.9378× 10−9 1.4370× 10−9 3.7034× 10−10

125 3.5682× 10−9 1.5480× 10−9 2.8436× 10−9 4.1328× 10−10

2.2.4. Higher-Order of the Earth’s Gravity in the Relativity Effect

The once and twice per revolution periodic variations due to the relativistic effects
cause systematic errors on the onboard clocks and affect the stability of the estimated clock
offsets in RD-POD [25]. To correct them, the following J2 correction, which is usually
applied for the GNSS satellite to consider the effect of gravitational potential due to the
earth’s oblateness [59], is considered for the CubeSats:

δtJ2 = −
3J2a2

E
2a2c2

√
GMa sin2 i sin 2u (5)

where J2 is the zonal coefficient, a is the semi-major axis of the satellite orbit, c is the speed
of light, GM is the gravitational constant of the earth, i is the orbit inclination and u is the
argument of latitude. This correction is added to the following model, which reflects the
delays in GNSS signals due to the central gravity of the Earth or Shapiro effect, and the
deviation of the CubeSat’s clock due to the relativity effect [60]:

δt =
2GM

c3 ln

(
‖rg‖+ ‖rc‖+ ρ

g
c

‖rg‖+ ‖rc‖ − ρ
g
c

)
− 2

(rc·vc)

c2 + δtJ2 (6)

where rg and rc indicate the geocentric coordinates of the GNSS satellite and the CubeSat,
respectively, vc represents the geocentric velocity vector of the CubeSat, and ρ

g
c is the

geometric distance between the CubeSat and the GNSS satellite. The mean values of the
estimated clocks after applying the above corrections compared with the unmodelled J2
corrections are provided in Table 6 for each of the 17 CubeSats considered here. These
values are in 10−11 to 10−8 level and their impacts may not be obvious for the unstable
CubeSats’ clocks (see Figure 2). However, it is useful to apply the J2 correction and even
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higher zonal and tesseral gravitational harmonics for the analysis of LEO satellites equipped
with onboard ultra-stable oscillators (USO).

Table 6. Mean values of the clock differences between with/without applying J2 corrections in
the RD-POD.

CubeSat ID Mean (s) CubeSat ID Mean (s)

099 2.1591× 10−10 115 5.6549× 10−11

100 2.7670× 10−10 116 3.9839× 10−10

101 1.5468× 10−10 117 6.8971× 10−11

102 4.6668× 10−11 118 1.0467× 10−8

103 3.8903× 10−11 120 7.2278× 10−10

104 5.1731× 10−11 122 6.3187× 10−11

106 1.1238× 10−10 124 8.8691× 10−11

107 8.3909× 10−9 125 1.6217× 10−10

108 6.0123× 10−9

2.2.5. Quality of the Onboard CubeSat’s Oscillator

The quality of the frequency oscillator in the CubeSats affects their short- and long-
term stabilities. These CubeSats are not equipped with USOs, and therefore, the presence
of the instabilities due to the relatively low quality of the oscillators are expected. As a
comparison, the USOs stability of GRACE satellites has been reported at 1− 3× 10−13 for
1 s < τ < 103 s [27]. For example, Figure 7 (top) shows the estimated clock of CubeSat
099 over the testing period. Several jumps are observed that can be attributed to when
attempting synchronizing the oscillator with the GPS time and to prevent clock biases
from becoming too large. Some of them are drawn in bold in the figure for better visibility.
Similar jumps are seen in the clocks of the other tested CubeSats. As a comparison, the
estimated clocks of the COSMIC-2A 1 satellite that is equipped with USO are plotted in
Figure 7 (bottom). These clocks are estimated using around 1.5 h observation segments
with a 10 s sample interval in the RD-POD procedure by the University of Corporation for
Atmospheric Research (UCAR) COSMIC Program [61]. All clock jumps for this satellite
were less than 1 millisecond, thus confirming the high quality of the USOs in comparison
to the CubeSats’ oscillators. A similar range of clock jumps has been observed for the other
LEO satellites in the COSMIC-2 constellation.
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Figure 7. Estimated clock offsets from all observation segments of CubeSat 099 (top) and COSMIC-2A
1 (bottom) over the testing period. Several millisecond jumps are observed for CubeSat’s oscillator
compared to the USO’s onboard COSMIC-2. Some of the clocks are plotted in bold for better visibility.

2.3. The Impacts of the Proposed Changes in RD-POD for CubeSats’ Clocks

All of the following changes are applied in the RD-POD of all CubeSats as a final step,
and the clocks are estimated again to show their combined impacts of the discussed effects
on clock stabilities, with:

- Doubling the number of stochastic accelerations;
- Applying the new PCV patterns based on inflight observations;
- Applying the higher order of gravitational potential in the relativity model.
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The mean values for the clock improvements for each of the CubeSats after applying
the above changes are shown in Figure 8. The improvements are in microseconds, generally
around 20 microseconds for all CubeSats, except 80 microseconds for CubeSat 103, which
is due to the higher number of observation segments with large outliers (>50%) for this
particular CubeSat compared to the others. The line segments inside the bars represent the
maximum and minimum Root Mean Squared (RMS) of the improvements among all the
estimated clocks.
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Figure 8. Mean of the improvements in comparing the estimated CubeSats’ clocks before and after
applying the proposed corrections in the RD-POD procedure. The lines inside each bar show the
minimum and maximum RMS of the improvements over the testing period.

The improvements in the short-term stabilities of the estimated clocks for each CubeSat
compared to the clocks before applying the proposed correction are plotted in Figure 9. In
addition to the general stability improvements that are obvious for all tested CubeSats, the
short-term stabilities for τ = 1 s have higher improvements than the other averaging times.
Note that the MDEV reductions for CubeSat 124, which are not visible in Figure 9 due to
the scale of the Y-axis, follow the similar trends of the other CubeSats.
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Figure 9. Mean of the MDEV reductions in the short-term stabilities after applying the proposed
corrections compared to the first estimation of clocks, i.e., before applying the proposed remedies.
Each CubeSat has four bars related to short averaging times (1, 5, 10, and 30 s, respectively). They are
tagged for CubeSat 099 as an example.

Although the short-term and, in total, long-term stabilities are improved after applying
the proposed corrections in the RD-POD, the range of the final clock stabilities are still
not in the acceptable range to be used directly in high-rate applications such as GNSS-RO.
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It shows that the quality of the frequency oscillator plays a dominant role among the
discussed CubeSats’ clock instabilities. To have a comparison with the USO clocks onboard
the COSMIC-2 satellites, the MDEVs of the clock offsets of the COSMIC-2 constellation
are plotted in Figure 10. The stabilities of these clocks are in the range of 10−13 to 10−8,
which are generally better than the CubeSats’ clocks even with the above changes applied
in the POD procedures. The short-term stabilities for τ less than 10 s are not available
for COSMIC-2 satellites since the POD products from UCAR are provided with sample
intervals of 10 s. The current POD accuracies and the estimated clock stabilities of COSMIC-
2 meet the requirements for the GNSS-RO, and the estimated values can be directly used to
retrieve the excess phase (Equation (1)) in a zero-difference processing approach discussed
in [62]. However, COSMIC-2 satellites are equipped with the same USOs that are available
onboard GRACE and GRACE-FO satellites, i.e., TriG-GNSS receivers. Comparing the
stability ranges of COSMIC-2 in Figure 10 and the values reported in [27] for GRACE, i.e.,
1− 3× 10−13 for 1 s < τ < 103 s, reveals that there are some errors in the RD-POD of
COSMIC-2, such as the PCO error mentioned by UCAR [63], as well as the issue of the
offset between center of mass and the antenna reference point [64]. Therefore, the proposed
corrections discussed above should also be considered in the RD-POD of the COSMIC-2 to
increase the accuracy of RD-POD and stabilities of the estimated clocks.
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Figure 10. MDEV of the estimated clocks of COSMIC-2 satellites. Different colours are dedicated
to the different observation segments of each COSMIC-2 satellite. The duration of the observation
segments is varied from 30 min to 2 h, generally around 1.5 h with a sample interval of 10 s.

To compare with the CubeSats, the specifications of the COSMIC-2 satellites and their
structure are provided in Table 7 and Figure 11.
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Table 7. COSMIC-2 satellite specifications (the ESA Earth Observation Portal (eoPortal)).

Satellite COSPAR ID Altitude (km) Orbit Type Mass Size

FORMOSAT 7A (COSMIC-2A 1) 2019-036L

~520–550
Approximately Circular

orbit, 24◦ Inclination,
97 min period

~277 kg (launch wet mass)
1.25 × 1 × 1.25 m3 (stowed

spacecraft)

FORMOSAT 7B (COSMIC-2A 2) 2019-036N

FORMOSAT 7C (COSMIC-2A 3) 2019-036E

FORMOSAT 7D (COSMIC-2A 4) 2019-036M

FORMOSAT 7E (COSMIC-2A 5) 2019-036V

FORMOSAT 7F (COSMIC-2A 6) 2019-036Q
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As a conclusion for this section, the estimated CubeSats’ clocks after applying the
proposed corrections represent higher short-term stabilities. However, due to the remaining
instabilities, they cannot be directly used for the time-tag interpolation in the high-rate
(50 Hz) excess phase observations in Equation (1). There are two solutions to this problem.
The practical solution that is used by Spire (Personal Communication) is to eliminate the
onboard clock offsets by forming the single difference (SD) between a reference GNSS
satellite (R) and the occulting one (O), and estimate the excess phases to within several
centimeters as follows:

SDOR
r,j = ∆ΦO

r,j − ∆Φ̃
R
r,IF − ρO

r + ρR
r + c

(
dtO − dtR

)
= dIs

r,j + dAs
r (7)

where ∆Φ̃
R
r,IF = ∆ΦR

r,1 − c∆ΦR
r,1 − ∆ΦR

r,2 denotes the ionosphere-free phase observations
to the reference GNSS satellite to remove the dominant first-order part of the ionosphere
delays for the reference satellite link, and to reduce the noise level using the 2-s smooth-
ing window in 〈 .〉 operator [65,66]. The subscripts 1 and 2 indicate 1st and 2nd signal
frequencies. The profiles derived from applying this solution is evaluated in the next
section. However, the SD solution suffers from the complexity in computation as well as
the amplification of the noises of the reference satellite link in the model [48]. These issues
are not limited only to the computation of the excess phase but also to the derivation of the
following excess Doppler shift needed for the derivation of the RO profiles:
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where the notation d
dt ( .) indicates the time derivative.

As an alternative solution, the excess phases can be derived directly using the undif-
ferenced approach if the CubeSats are equipped with better clocks, such as the Cesium
Chip-Scale Atomic Clock (C-CSAC) and Rubidium Miniature Atomic Clock (R-MAC).
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These clocks are low-power and low-mass atomic clocks that have stabilities (Allan Devia-
tion) at the range of 3.3× 10−12 for C-CSAC and 9.5× 10−13 for R-MAC. The C-CSAC has
been tested on CHOMPTT (CubeSat Handling of Multisystem Precision Time Transfer) for
the optical time transfer and provides the in-orbit short time stability of 75× 10−12 (τ = 1)
and the accuracy of 200 picoseconds [67]. This level of stability is comparable to the ultra-
stable oscillators onboard larger LEO satellites (see Figure 10). Equipping the CubeSats
with these high-grade atomic clocks, as well as applying proposed corrections in the POD
procedure, substantially increases the estimated clock stability that leads to the use of these
clocks directly in the excess phase derivation in Equation (1). It can decrease the complexity
of the model and provide the excess phase in real-time, which is useful for numerical
weather prediction (NWP) forecasting models. In addition to the GNSS-RO application,
the stability and accuracy of the above atomic clocks are high enough for the navigation
requirements [67], which can be used for building an augmentation service for Positioning,
Navigation, and Timing (PNT) purposes from mage-constellations of CubeSats. In this way,
the availability of precise GNSS orbits and clocks in space from, e.g., the Australia/New
Zealand Satellite Based Augmentation System (AU/NZ SBAS) or Japanese Quasi-Zenith
Satellite System (QZSS) for the onboard POD would be a big step forward [46]. However,
there are some limitations, such as the onboard processing budget of the CubeSats and
developing more efficient POD procedures that are currently under investigation.

The ambiguities in Equation (2) are estimated as float values in the RD-POD procedure,
which affects the final accuracy of the RD-POD outputs. The ambiguity resolution methods
addressed in [34] can be applied to estimate them as integer values and increase the POD
accuracy. However, fixing the ambiguities to the integer values generally increases the mid-
to-long-term stability of the clocks, which is not of interest for the GNSS-RO applications.
The integer ambiguity resolution of the CubeSats is among our future investigations.

In the following section, the atmospheric profiles derived from the excess phases of
these CubeSats after applying the single-difference approach are evaluated by comparing
them with those of COSMIC-2 profiles and radiosonde observations.

3. Evaluation of the CubeSats’ Derived GNSS-RO Profiles

The RO atmospheric temperature profiles from the COSMIC-2 constellation and the
data from the radiosonde observations, provided by the National Centers for Environmental
Information (NCEI) through the Integrated Global Radiosonde Archive [68], are used to
evaluate the CubeSats RO profiles derived from the SD excess phase in Equation (7).
Available occultations from COSMIC-2 satellites and these 17 CubeSats over the testing
period (16 Dec 2020 to 15 Jan 2021) are plotted in Figure 12 (top). Note that the number of
occultations for the CubeSats is related to only 17 tested CubeSats and not all 145 CubeSats
flying in the Spire Global constellation. Despite the Spire occultations being available
for all ranges of latitudes (even from the only 17 tested CubeSats in Figure 12 (bottom
left)), the COSMIC-2 does not provide the RO products for the high latitude and the polar
regions (Figure 12 (bottom right)). This is mainly due to the type of the orbits and their
inclinations as provided in Table 7. The second launch of the COSMIC-2 constellation with
six satellites (COSMIC-2B) in higher inclined orbits (72◦) was supposed to fill this gap;
however, it was cancelled due to financial problems in building and launching these large
LEO satellites [21]. This confirms the benefits of the affordable CubeSats compared with
the expensive larger LEO satellites.

The radiosonde observations of four stations on four different dates are used to com-
pare the temperature profiles. These radiosonde stations are located at Bogra in Bangladesh
(BGM41883), Yap in the Caroline Islands (FMM91413), Manzanillo in Mexico (MXM76654),
and Tan Son Hoa in Vietnam (VMM48900). Figure 13 compares the temperature profiles of
CubeSats, COSMIC-2, and nearby radiosonde observations. Both CubeSats and COSMIC-2
profiles agree with the radiosonde observations to better than 1 ◦C for the vertical heights
less than 20 km. Table 8 provides the mean and the standard deviation values for these
agreements for different altitudes. The temperature values from both constellations are
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close to each other for the heights below 30 km, with the best temperature agreement
observed around the UTLS (tropopause) region between 10 and 20 km, i.e., 1.49 and 1.19 ◦C
for CubeSats and COSMIC-2, respectively. The differences for the heights above 30 km
are large.
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Table 8. Mean and standard deviation (STD) of the differences between the CubeSats and COSMIC-2
temperature values and the radiosonde observations for different heights.

Height (km)
CubeSats COSMIC-2

Mean (◦C) STD (◦C) Mean (◦C) STD (◦C)

5–10 3.59 7.86 4.67 7.73
10–20 1.49 2.12 1.19 2.10
20–30 5.25 2.5 4.62 2.62
30–40 9.4 6.01 7.23 4.77
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Additional evaluation of CubeSats’ derived GNSS-RO is obtained by plotting tempera-
ture versus pressure in Figure 14, which further shows the agreement between the CubeSats
and the COSMIC-2 products compared to radiosonde observations. The agreements be-
tween the temperature values for pressures less than 300 hPa for CubeSats, COSMIC-2, and
the radiosonde observations are obvious even with the visual inspection. However, Table 9
provides the means and standard deviations of this agreement. The perfect agreement of
less than 0.1◦C for the pressures less than 100 hPa is observed in the CubeSat data, which is
even better than 0.68 ◦C for COSMIC-2. The large biases in the station FFM (Figure 14b)
for the pressures higher than 300 hPa cause the large values of mean and the standard
deviation of the temperature for that pressure range.

Table 9. Mean and standard deviation (STD) of the differences between CubeSats and COSMIC-2
temperature values and the radiosonde observations for different pressures levels.

Pressure (hPa)
CubeSats COSMIC-2

Mean (◦C) STD (◦C) Mean (◦C) STD (◦C)

<100 0.12 2.77 0.68 2.81
100–300 0.54 1.69 0.63 1.61

300> 21.23 20.59 20.68 18.67

The refractivity comparisons between the CubeSats and the COSMIC-2 profiles for
four random dates, i.e., 21 and 27 of December 2020 and 1 and 10 January 2021, are plotted
in Figure 15. The RMS value for the differences between the refractivity from CubeSats and
COSMIC-2 for the heights more than 10 km is 0.11, indicating an agreement between the
two profiles. This value reaches 4.7 for heights lower than 10 km.
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Finally, the Kling-Gupta Efficiency metric (KGE, Equation (9)) that combines the
correlation (C), bias (β), and the variability (γ) is used to provide an overall performance of
CubeSats and COSMIC-2 products against in situ radiosondes [69]:

KGE = 1−
√
(C− 1)2 + (β− 1)2 + (γ− 1)2 (9)

where β = µ
µ0

is the ratio of the estimated and the observed mean, and γ = σ/µ
σ0/µ0

is the
ratio of the estimated and observed variations derived from the means and the standard
deviations. The radiosonde observations from 562 globally distributed stations shown in
Figure 16 are used to compute the KGE values. To estimate the correlation, the observations
from 50 stations co-located with the CubeSats and COSMIC-2 profiles are selected. Each
pair of linear correlation is calculated between CubeSats, COSMIC-2, and radiosonde
observations, and the mean of the correlation coefficient is used in Equation (9). The
estimated KGE values for the CubeSats and the COSMIC-2 profiles against radiosonde
observations are given in Table 10, where the values closer to 1 represent better agreement
with the radiosonde observations. From the results in Table 10, it can be seen that CubeSats
have close KGE values to COSMIC-2, thus indicating a good agreement of both products.
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Table 10. KGE values for the CubeSats and COSMIC-2 profiles against the radiosonde observations.

Profile CubeSats COSMIC-2

Height–Temperature 0.862 0.884
Pressure–Temperature 0.697 0.782

4. Summary and Conclusions

The stabilities of the CubeSats’ clocks that are estimated in the RD-POD procedure are
important for high-rate applications such as GNSS-RO. These stabilities are affected by the
following factors:

- The ratio of the outliers in the observations derived from pre-processing steps;
- The number of stochastic accelerations that are estimated in the POD procedure;
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- The CubeSats’ hardware biases due to, e.g., the thermal variations in space;
- The nominal PCV values derived from ground calibration methods that do not con-

sider the inflight situation;
- The higher order of geopotential forces and their effects on relativity;
- The quality of the frequency oscillator;
- The float ambiguities and their impacts on the estimated clocks.

The impacts of these clock instability triggers were assessed for a set of CubeSats that
have been launched for GNSS-RO. The stabilities of the CubeSats’ clocks are worse than
10−5 when the ratio of observation outliers is higher than 50%. This value can even drop
to the 10−3 level for the high percentage of outliers (>90%). By increasing the number
of stochastic accelerations including the estimation of velocity pulses at every 7.5 min
and using constant accelerations for 3 min intervals, the short-term stabilities have been
refined to the 10−8 to 10−6 level. To represent the impact of clock hardware biases due to
thermal variations on the clock stabilities, a cylindrical shadow model was used to detect
the CubeSat’s positions in the shadow of the earth, where the temperature drops and the
direct sunlight as the dominant heat source is absent. The comparison of the estimated
clocks for these regions with the clocks from the orbit in the sunlight revealed the impact of
thermal variations on clock stabilities. Better thermal control systems may be required to
handle the internal heat transfer between the COTS components of the CubeSats as well
as the external heat sources. The new phase center variation (PCV) patterns are derived
from the mean values of the observation residuals for different elevation and azimuth
angles. Despite the nominal PCV values that are computed from ground calibrations, this
pattern represents the actual multipath effect due to the CubeSat’s structure. The short-term
stability improvements of the clocks after using this pattern varies from 10−11 to 10−9 for
different CubeSats. Applying the J2 correction due to the earth’s oblateness in addition
to the signal delays resulting from the central gravity and the clock deviations because
of the relativity effect improves the CubeSat’s clock stability at the 10−11 to 10−8 level.
In the analysis of the CubeSats’ clocks, several-millisecond-long jumps were observed,
which seems to be due to the quality of the frequency oscillator. Such large jumps are
not available for COSMIC-2 satellites that are equipped with ultra-stable oscillators. To
show the impacts of all the aforementioned instability triggers, a final RD-POD round
for all CubeSats is performed by applying all possible corrections together in the POD
procedure. The results show improvements of several microseconds in the estimated clocks
compared to the uncorrected clock estimations, thus confirming the improvement in the
short-term stabilities after applying the proposed corrections. However, comparing with
the COSMIC-2 clocks reveals the dominant role of the quality of the oscillators in the
CubeSats’ clock instabilities. To deal with this limitation for the GNSS-RO application and
derive the excess phase observations, single difference combinations between the reference
GNSS satellite and the occulted one are formed. The integer ambiguity resolution in the
POD procedure is among future studies and its impacts on the short-term stabilities are not
investigated in this study. However, it is expected to be substantially less than the impact
of the quality of the frequency oscillator.

The evaluations of the profiles derived from the CubeSats’ excess phase observations
are in great agreement with those of the COSMIC-2 constellation, as well as the in situ
radiosonde observations that provided an external validation source. The temperature pro-
files largely agree with those of COSMIC-2 at the UTLS (tropopause) region between 10 and
20 km, i.e., a mean of 1.49 ± 2.12 ◦C (CubeSats) and 1.19 ± 2.10 ◦C (COSMIC-2). The Cube-
Sats (0.12 ± 2.77 ◦C) surprisingly outperformed the COSMIC-2 satellites (0.68 ± 2.81 ◦C) in
the temperature-pressure profiles for the pressures less than 100 hPa. The refractivity com-
parisons between CubeSats and COSMIC-2 satellites show great agreements for heights
more than 10 km. The KGE metrics for both CubeSats and COSMIC-2 in comparison
with radiosonde observations are very close to each other, indicating CubeSats’ capability
for atmospheric sounding. This level of quality and the fact that CubeSat constellations
can cover the whole earth, including the high-altitude and polar regions, in contrast to
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COSMIC-2, show their importance in the future of GNSS-RO, which would be significant
to numerical weather prediction models for global weather forecasting.

Although short-term stability and accuracy at the nanosecond level (or even better)
can be derived by the availability of the chip-scale and miniature atomic clocks for the
CubeSats, there are still some limitations that need more advancements in technology,
such as increasing the processing power, as well as, in theory, providing more efficient
algorithms for the onboard POD. This will be subject to future studies.
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Abstract
For real-time precise orbit determination (POD) of low earth orbit (LEO) satellites, high-accuracy global navigation satellite 
system (GNSS) orbit and clock products are necessary in real time. Recently, the Japanese multi-GNSS advanced demon-
stration of orbit and clock analysis precise point positioning (PPP) service and the new generation of the Australian/New 
Zealand satellite-based augmentation system (SBAS)-aided PPP service provide free and precise GNSS products that are 
directly broadcast through the navigation and geostationary earth orbit satellites, respectively. With the high quality of both 
products shown in this study, a 3D accuracy of centimeters can be achieved in the post-processing mode for the reduced-
dynamic orbits of small LEO satellites having a duty cycle down to 40% and at sub-dm to dm level for the kinematic orbits. 
The results show a promising future for high-accuracy real-time POD onboard LEO satellites benefiting from the precise 
free-of-charge PPP corrections broadcast by navigation systems or SBAS.

Keywords MADOCA · SBAS · LEO · POD · PPP

Introduction

The precise orbit determination (POD) of the low earth 
orbiters (LEO) has been investigated for decades. With the 
help of Global Navigation Satellite System (GNSS) observa-
tions collected onboard, high POD accuracy can be achieved 
using both the reduced-dynamic method (Wu et al. 1991) 
and the kinematic method (Švehla and Rothacher 2003). The 
former approach delivers typically higher accuracy, i.e., at 
centimeters, combining comprehensive dynamic models 
with the GNSS measurements, while the latter is based on 
the kinematic precise point positioning (PPP) method based 
on purely GNSS measurements. In both POD approaches, 
when using undifferenced observations, precise GNSS sat-
ellite clocks and orbits are required, which can be obtained 
with some latencies, e.g., using the final or rapid products 

from the International GNSS Service (IGS) (Johnston et al. 
2017). Similar corrections can be obtained from other analy-
sis centers such as the Center for Orbit Determination in 
Europe (CODE), or in real time, e.g., using the IGS real-time 
service (RTS) (Hadas and Bosy 2015). The (near)-real-time 
POD is essential for applications like atmospheric sounding 
or urgent Interferometric Synthetic Aperture Radar (InSAR). 
As examples for the near-real-time POD, the Metop-A satel-
lite has achieved cm orbital accuracy by using the Real-Time 
Clock Estimation system (RETICLE) products from the Ger-
man Aerospace Center (DLR) with less than 10 s latency 
and the products from the GNSS Receiver for Atmospheric 
Sounding (GRAS) Support Network (GSN) with different 
latencies ranging from 10 to 90 min (Montenbruck et al. 
2013). Using the IGS ultra-rapid products, the orbital accu-
racy of the GRACE and TerraSAR-X satellites has also 
reached dm level (Montenbruck et al. 2005; Wermuth et al. 
2012). In addition to the Internet-linked real-time GNSS 
products, the precise orbits and clocks can also be obtained 
directly through the geostationary earth orbit (GEO) link 
from commercial services (Tegedor et al. 2017). As tested 
in a simulation study for the onboard LEO POD, a promis-
ing 3D accuracy of sub-dm level can be achieved using the 
Fugro G4 service (Hauschild et al. 2016).
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In recent years, in addition to the commercial services 
mentioned above, high-precision real-time multi-constella-
tion GNSS orbits and clocks are broadcast free-of-charge 
directly from navigation satellites or GEO satellite of the 
Satellite-Based Augmentation System (SBAS). Examples 
are the Multi-GNSS Advanced Demonstration of Orbit 
and Clock Analysis (MADOCA) precise point positioning 
(PPP) service of the Japanese Quasi-Zenith Satellite Sys-
tem (QZSS) and the new generation of the Australian/New 
Zealand (AU/NZ) SBAS-aided PPP service. The MADOCA 
service, operated by the Japan Aerospace Research and 
Development Agency (JAXA), provides the precise orbit and 
clock corrections for GPS, GLONASS, and QZSS, through 
an Internet link and from the QZSS satellites via the L6E 
signal (GPAS 2017). Using MADOCA precise corrections, 
the 3D accuracy of the PPP results is shown to be at a dm 
level after convergence for ground receivers (Zhang et al. 
2019). For SBAS-aided PPP service, precise corrections are 
broadcast by the GEO satellite Inmarsat-4F1 within the new 
generation of AU/NZ SBAS test bed. This provides PPP ser-
vice via L1 (for GPS L1/L5 signals) and L5 (for GPS L1/L5 
and Galileo E1/E5a signals) (Barrios et al. 2018). Note that 
the initial phase of SBAS-aided PPP service has supported 
the GPS L1/L2 signals instead of those on L1/L5 to enable 
a good measurement geometry and simulate the conditions 
when more satellites broadcast L5 signals are available. 
For SBAS-aided L5 PPP service, e.g., tests have also dem-
onstrated a dm-level 3D accuracy for static stations in the 
open-sky situations (Sobreira et al. 2018) and at decimeters 
for road transport in suburban environments (El-Mowafy 
et al. 2020). Although both products (MADOCA and SBAS) 
have currently regional service over the Asia–Pacific region, 
in this research, we investigate their potential benefits to 
the LEO POD, expecting that similar services can be pro-
vided by more regional/global navigation satellite systems 
or SBASs in the future, and global coverage can be reached.

For the first time in this study, POD results are assessed 
using MADOCA L6E PPP corrections and SBAS-aided L5 
PPP corrections that are received through free satellite links. 
Making use of the real data of two typical LEO satellites 
from GRACE Follow-On (Flechtner et al. 2014) and Sen-
tinel-3 mission (ESA 2012), the POD is performed in both 
the reduced-dynamic and the kinematic modes, and applying 
precise GNSS orbits and clocks of these two services. The 
results are compared with those achieved using IGS final 
products and other Internet-linked real-time services, e.g., 
IGS RTS products, IGS ultra-rapid products, and National 
Centre for Space Studies (CNES) products (Laurichesse 
et al. 2013). For the reduced-dynamic mode, the accuracy of 
LEO satellite velocities using different products, computed 
from the difference between them, and the velocities pro-
vided in the reference products are also analyzed, including 
analysis for small satellites that may not be able to track the 

GNSS signals continuously due to their power constraints, 
such as CubeSats (Wang et al. 2020). The duty cycle, i.e., 
collecting data within a pre-defined percentage of time due 
to the power constraints of small satellites that necessities 
rotating access to power among different sensors, is tested 
down to 40%, and corresponding influences on the orbital 
accuracy are assessed.

We first assess the precise orbits and clocks of MADOCA 
L6E PPP service and SBAS-aided L5 PPP service by com-
paring them with IGS/CODE final products as reference. 
The LEO POD processing strategy is then briefly explained 
for both the kinematic and dynamic modes, followed by a 
comprehensive analysis of the POD results using different 
products, for the reduced-dynamic and the kinematic modes 
and applying different duty cycles. The study is concluded 
with an outlook for the near future.

Analysis of the precise orbits and clocks 
used for POD

In different analysis centers, data collected from a network 
of continuously operating reference stations (CORS) are 
processed using different observation models to estimate 
parameters such as station coordinates and clocks, tropo-
spheric delays, satellite orbits and clocks, ambiguities, and 
inter-system biases (Weiss et al. 2017). For the products 
considered in our study, MADOCA L6E PPP products are 
computed based on multi-GNSS observations of a global 
network (JAXA 2020), uploaded to the QZSS satellites, and 
broadcast through L6E signal to users. The network used to 
estimate the precise orbits and clocks for AU/NZ SBAS con-
sists of stations from the Australian regional GNSS network, 
the south pacific GNSS network, the Land Information New 
Zealand (LINZ) PositioNZ network, and the IGS network. 
GNSS satellite orbit and clock corrections are estimated at 
Uralla station in New South Wales, Australia, and trans-
ferred to the Inmarsat-4F1 GEO satellite through the uplink 
system (Barrios et al. 2018).

In the following subsections, the accuracy of orbit and 
clock products of MADOCA L6E PPP service and SBAS-
aided L5 PPP service is analyzed and compared with IGS/
CODE final products (IGS final 2020), considered as a refer-
ence, since IGS final products are known to be among the 
most accurate available products.

Orbit comparison

The IGS orbits are weighted sums of the reduced-dynamic 
orbits estimated by different IGS analysis centers and con-
tain the center of mass (CoM) positions of GNSS satellites in 
the earth-centered earth-fixed (ECEF) frame, i.e., the IGS14 
during our test period in August 2018. The MADOCA orbits 
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also refer to the CoM. However, the orbits of SBAS-aided 
PPP service are computed with respect to the antenna phase 
center (APC). To have a consistent comparison, the SBAS 
orbits are corrected in the inertial system with the offset 
between the APC and the CoM as follows:

where rCoM
I

 and rI denote the orbital position vectors in the 
inertial system referred to the CoM and the APC, respec-
tively. The vector 

(
xSRF, ySRF, xSRF

)T is the vector from the 
CoM to the APC expressed in the satellite reference frame 
(SRF), which is transformed into the inertial system using 
the unit vectors ex, ey and ez with (Subirana et al. 2013):

where rsun is the position of the sun in the inertial frame 
derived from Jet Propulsion Laboratory Development 
Ephemeris (JPL DE405) (Montenbruck and Gill 2000) and 
‖⋅‖ denotes the norm of the vector. The correction is per-
formed with the help of the Bernese GNSS Software version 
5.2 (Dach et al. 2015) having the approximation given in (3).

The corrected orbits of the MADOCA L6E PPP service 
and SBAS-aided L5 PPP services, after transforming the 
latter to the CoM, are compared with IGS orbits for seven 
days from August 14–20, 2018, as a suitable representa-
tive period. The sampling interval of the orbit comparison 
is 30 s. The root mean square error (RMSE) for all available 

(1)rCoM
I

= rI − xSRFex − ySRFey − zSRFez

(2)ez = −
rI

‖‖rI‖‖
, ey = ez × es, ex = ey × ez

(3)es =
rsun − rCoM

I

‖‖‖rsun − rCoM
I

‖‖‖
≈

rsun
‖‖rsun‖‖

GPS satellites is shown in Fig. 1 in the radial, along-track, 
and cross-track directions. Figure 1 shows that the RMSE 
values are mostly at a few cm, and the orbital accuracy in 
the radial direction is better than in the other two directions, 
mostly below 5 cm for both products. Also, it is visible 
that MADOCA orbits generally have a 3D RMSE below or 
around 5 cm. This orbital accuracy of MADOCA products 
is consistent with those reported in (Zhang et al. 2019). The 
jump of the red dots on the first test day is caused by abnor-
mal behaviors of satellite G26 orbits in MADOCA products. 
Large clock jumps are also visible for the same satellite on 
the same day, which will be shown later.

The average orbital RMSE is given in Table 1 over the 
seven test days. It can be observed that MADOCA L6E and 
SBAS-aided L5 PPP services have worse orbital accuracy 
in the along-track direction, i.e., in the direction of the satel-
lite movement than in the other two directions. MADOCA 
products have shown good orbital consistency with IGS final 
orbits, i.e., with a 3D RMSE below 4 cm on average.

Clock comparison

To remove the impact of different time references and enable 
the clock comparison, we first difference the satellite clocks 

Fig. 1  RMSE of the orbits in 
MADOCA L6E PPP service 
(red) and SBAS-aided L5 PPP 
service (blue) with respect to 
IGS final orbits in the radial 
(top), along-track (2nd row), 
cross-track (3rd row) directions, 
and the 3D RMS (bottom) for 
August 14–20, 2018. The area 
of each day is divided into 31 
sections, representing 31 PRNs. 
Each dot represents the result 
of one GPS satellite on the cor-
responding day

Table 1  Average orbital RMSE of MADOCA L6E and SBAS-aided 
L5 PPP services from August 14–20, 2018

Product Radial (cm) Along-
track 
(cm)

Cross-
track 
(cm)

3D (cm)

MADOCA L6E PPP 2.1 2.5 1.8 3.8
SBAS-aided L5 PPP 2.5 5.9 4.5 7.9
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of MADOCA L6E and SBAS-aided L5 PPP products with 
IGS final clocks and then subtract the mean clock differences 
for all available satellites (Yao et al. 2017). The residual Δdts

i
 

is expressed as follows:

where dts
i,IGS

 and dts
i,X

 denote the clock offsets for satel-
lite s at epoch i from IGS final products and MADOCA 
or SBAS-aided PPP products (denoted as X), respectively. 
The number of satellites at epoch i is indicated by ns. As the 
constant biases in Δdts

i
 do not significantly influence ambi-

guity float processing results, the daily standard deviations 
(STDs) of Δdts

i
 in ns, shown in Fig. 2 for each satellite and 

each test day, are used for the assessment. The sampling 

(4)Δdts
i
= dts

i,IGS
− dts

i,X
−

ns∑

n=1

dtn
i,IGS

− dtn
i,X

ns

interval of the clock comparison is 30 s. Figure 2 shows 
that STD values for MADOCA clocks (red) are generally 
less than 0.15 ns, and the STDs of SBAS-aided L5 PPP ser-
vice (blue) are also mostly within 0.2 ns. The 7-day average 
STD amount to about 0.08 and 0.16 ns, respectively, for 
MADOCA L6E and SBAS-aided L5 PPP services. Similar 
to the orbital products, a jump in the red dot on the first day 
is visible for the G26 clocks.

The short-term stability of the GNSS clocks is essential 
for high-rate applications such as real-time PPP and radio 
occultation (Hauschild et al. 2013). To analyze stability of 
MADOCA and SBAS-aided PPP clocks, we compute their 
modified Allan deviation (MDEV) (Griggs et al. 2015) 
and compare with that of CODE final clocks. The results 
are illustrated in Fig. 3 and Table 2. Note that the outlier 
G26 on August 14, 2020 (see Fig. 2) was not used for the 

Fig. 2  Standard deviations of the satellite clock residuals from 
MADOCA L6E PPP service (red) and SBAS-aided L5 PPP service 
(blue) from August 14–20, 2018. The clocks are compared with IGS 

final satellite clocks. The area of each day is divided into 31 sections, 
representing 31 PRNs. Each dot represents the result of one GPS sat-
ellite on the corresponding day

Fig. 3  Modified Allan deviation 
( �

MDEV
 ) of all GPS clocks from 

CODE final products (top), 
MADOCA L6E PPP service 
(middle), and SBAS-aided L5 
PPP service (bottom) from 
August 14–20, 2018
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calculations. For GPS Block IIF satellites equipped with 
high-quality rubidium clocks, it can be observed that the 
short-term stabilities of MADOCA and SBAS-aided PPP 
clocks are slightly worse than CODE final clocks. How-
ever, for MADOCA clocks, a MDEV of about 3 × 10−12, 
1 × 10−12 and 5 × 10−13 can still be reached at an averaging 
time of 5 s, 30 s, and 180 s, respectively.

The quality difference between MADOCA L6E and 
SBAS-aided L5 products can be attributed to from the 
following:

• The network density and distribution used for the two 
products are different. As shown in Fig. 4, MADOCA 
uses a network of about 90 stations (JAXA 2020), while 
the network used in the AU/NZ SBAS contains about 60 
stations (Barrios et al. 2018). A better global distribution 
of the network can be observed for MADOCA.

• The constellations used in network processing are differ-
ent. MADOCA uses observations of GPS, GLONASS, 
Galileo, BDS, and QZSS (JAXA 2020), while SBAS-
aided L5 products are generated using GPS and Galileo 
signals (personal communication).

• The models used in the network processing are different. 
For example, MADOCA uses the empirical DBY solar 
radiation pressure (SRP) model and updates 12 coeffi-
cients regularly (Takasu et al. 2015), while AU/NZ SBAS 
estimates 5 empirical SRP coefficients in the real-time 
filter (Tobías et al. 2014).

• The update interval of the real-time filter is 1  s for 
MADOCA, while for AU/NZ SBAS it amounts to 2 s 
(personal communication).

• The SBAS-aided PPP corrections are codified to the AU/
NZ SBAS GEO link’s spare bits, which has a limited 
bandwidth. Compared to using SBAS-aided PPP cor-
rections in the radio technical commission for maritime 
services (RTCM) format, obvious degradations were 
reported in PPP results (Rubinov et al. 2019). A differ-
ent GEO message format is considered to be defined to 
eliminate this constraint (personal communication).

Processing strategy

In this study, using Bernese GNSS Software version 5.2 
(Dach et al. 2015), the orbits of LEO satellites are post-
processed based on the batch least-squares estimation in 
both the reduced-dynamic and the kinematic modes. The 
reduced-dynamic orbit determination is based on solving the 
following satellite equation of motion as a second-order dif-
ferential equation by using numerical integration methods:

where a is the total acceleration vector, GM is the gravita-
tional constant, and r indicates the satellite position vector. 
The term ap represents the acceleration vector caused by all 
other perturbations, which is a function of the satellite posi-
tions, velocities, time, and the estimable dynamic parame-
ters, including the constant and periodic dynamic parameters 
and stochastic velocity changes or constant accelerations in 
short time intervals (Beutler et al. 2003; Dach et al. 2015). A 
summary of this procedure is depicted in Fig. 5 with the pro-
cessing details given in Table 3. The POD procedure starts 
by generating the code-based kinematic positions, which are 
later combined with the dynamic models to produce an ini-
tial coarse orbit. Using GNSS phase observations, this initial 
orbit is improved during an iterative scheme along with the 
phase-screening step. In addition to the receiver clock offset 
and ambiguity terms under the ionosphere-free (IF) combi-
nation, 6 Keplerian elements at the initial state are estimated 
together with additional dynamic parameters to compensate 

(5)a = −GM
r

‖r‖3
+ ap

Table 2  Mean MDEV of 
the CODE, MADOCA, and 
SBAS-aided PPP (L5) clocks 
for all Block IIF satellites with 
different averaging times

Clocks from August 14–20, 2018, were used in the calculations

Averaging time (s) Mean MDEV (× 10−12)

5 10 30 60 120 180

CODE 3.67 1.71 0.73 0.48 0.33 0.27
MADOCA 3.41 2.38 1.20 0.95 0.69 0.54
SBAS 7.88 4.41 2.32 1.72 1.22 0.89

Fig. 4  Network distribution of MADOCA (red) and AU/NZ SBAS 
services (blue)
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for model deficiencies of the existing dynamic models used 
in the processing. This includes 3 constant and 6 periodic 
dynamic parameters, and stochastic velocity changes within 
pre-defined intervals, e.g., every 15 min in this study. These 
estimable parameters are obtained with the least-squares 
adjustment using GPS observations, and the design matrix 
is constructed with the help of the partial derivatives of the 
orbital positions with respect to Kepler elements at the ini-
tial condition, the constant/periodic dynamic parameters 
and stochastic parameters based on the following variational 
equations (Montenbruck and Gill 2000):

where �̃� = 𝜕r0,v0

(
rT
t
, vT

t

)T contains partial derivatives of the 
LEO position and velocity at time t with respect to the initial 
state vector and ̃S = 𝜕p

(
rT
t
, vT

t

)T comprises the correspond-
ing partial derivatives with respect to the dynamic param-
eters p. The number of the dynamic parameters is denoted by 
np. Note that the partial derivatives with respect to the sto-
chastic parameters can be obtained by forming linear com-
binations of those with respect to the osculating elements 
(Dach et al. 2015). With Keplerian elements at the initial 
condition and all dynamic parameters estimated, a phase-
based reduced-dynamic orbit is produced with the numeri-
cal integration of (5). In the end, the reduced-dynamic orbit 
is further improved by estimating stochastic accelerations 
within shorter time intervals, e.g., every 6 min.

The kinematic orbits are also estimated based on the dual-
frequency GNSS observations using PPP method in addition 
to the reduced-dynamic orbits. The receiver clock offset and 
3D orbital positions are estimated at each epoch indepen-
dently together with the IF ambiguity terms. In this study, 
the reduced-dynamic and the kinematic LEO orbits are com-
puted and compared using different real-time products from 
MADOCA L6E service, SBAS-aided L5 PPP service, and 
several other Internet-provided real-time services. Details 
are given in the next section.

Test results

This section presents the final orbits of two satellites from 
typical LEO missions, i.e., Sentinel-3B satellite from the 
Sentinel-3 mission and satellite GRACE-FO 1 from the 
GRACE Follow-On mission are evaluated as representa-
tive examples of LEO satellites for seven days from August 
14–20, 2018. Using the precise satellite clocks and orbits 

(6)

d

dt

(
�̃�, ̃S

)
=

(
03×3 I3×3
𝜕ra 𝜕va

)

6×6

(
�̃�, ̃S

)
+

(
03×6 03×np
03×6 𝜕pa

)

6×(6+np)

Fig. 5  Flowchart of the reduced-dynamic POD

Table 3  LEO POD processing 
models and parameters

EGM is the acronym of the earth gravity model, and IERS stands for the International Earth Rotation and 
Reference Systems Service

Item Description

Gravity field EGM 2008 (120 × 120) (Pavlis et al. 2008)
Solid earth/ocean tide IERS 2010 (Petit and Luzum 2010)/

FES2004 (50 × 50) (Lyard et al. 2006)
Sun, moon, and other planet ephemerides DE405 (Standish 1998)
Relativity IERS 2010
Observation sampling interval 30 s
Observation combination GPS dual-frequency IF combination
Code and phase standard deviations 0.1 m, 1 mm (Zenith, L1)
Elevation cutoff angle 5 degrees
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delivered by MADOCA PPP L6E service and SBAS-aided 
L5 PPP service, the LEO orbits are computed in both the 
reduced-dynamic and the kinematic modes. They are com-
pared with the reference orbits provided by the European 
Space Agency (ESA) for Sentinel-3B (Fernández 2019) and 
the JPL for GRACE-FO 1 (Wen et al. 2019).

For comparison, in addition to GPS products from SBAS-
aided L5 PPP service and MADOCA PPP L6E service, other 
precise real-time orbit and clock products were also used for 
generating the POD solutions. This includes the products 
from CNES (Laurichesse et al. 2013), the ultra-rapid prod-
ucts from IGS (IGS ultra-rapid 2020), and the products from 
IGS RTS (IGS RTS 2020). These, however, need ground 
uplink to LEO satellites, unlike MADOCA and SBAS-aided 
PPP products, which can be received from higher satellites, 
thus facilitating real-time onboard computation. Further-
more, IGS final products, which have a latency of 12 to 
18 days, were also utilized for the LEO orbit processing for 
comparison. Table 4 summarizes the information of differ-
ent GPS products used to process daily arcs (i.e., process-
ing period). Note that 18 h observed part and 6 h predicted 
part of IGS ultra-rapid products were used for processing 
the daily arcs. As an example, for arcs ending at 24:00 in 
GPS time (GPST), the last available ultra-rapid products are 
provided at 21:00, which contain 18 h observed part (from 
00:00 to 18:00) and 6 h predicted part (from 18:00 to 24:00). 
It can be used in such a case.

To deal with the power constraints of small satellites 
(Lantto and Gross 2018), e.g., CubeSats, for the reduced-
dynamic orbits, duty cycling, i.e., collecting data in a pre-
defined portion of time, is enabled for the testing with the 
duty cycle varying from 100 to 40%. This implies possible 
intermittent tracking of GPS signals, and in our tests, for a 
duty cycle of D%, only the first D% of the data in each hour 

are used for the processing. The ambiguities are newly set 
up after each power-off period.

In the next two subsections, the orbital positions using 
different GPS products are assessed in radial, along-track, 
and cross-track directions with respect to the corresponding 
reference orbits (from ESA and JPL), as mentioned before.

Reduced‑dynamic orbits

Using MADOCA L6E PPP products and SBAS-aided L5 
PPP products, the orbital errors of GRACE-FO-1 are illus-
trated in Fig. 6 in the radial, along-track, and cross-track 
directions for the day August 15, 2018, as a representative 
example. The duty cycle varies from 100 to 40%. Figure 6 
shows that the orbital differences generally range from sub-
dm to dm level. The errors in the along-track direction are 
shown to be larger than in the other two directions. The 
average RMSE in the three directions are given for both 
test satellites and the seven test days in Table 5. Note that 
the average RMSE is computed based on the daily RMSE, 
which used the POD results from the beginning of the first 
power-on period to the end of the last power-on period in 
each day. The radial RMSE values are in the range of 1–3 cm 
even for a duty cycle of 40% and below 2 cm when using 
MADOCA products. For example, the latter case fulfills the 
requirement of 1–2 cm radial accuracy for the altimetry mis-
sions (Montenbruck 2017). Making use of both products, 
3D RMSE at several centimeters can be achieved for post-
processed reduced-dynamic orbits even at a duty cycle of 
40%, which satisfies the requirement of the near-real-time 
POD with sub-dm accuracy that is suitable, for example, for 
InSAR missions (Montenbruck 2017).

Using the IGS final and other real-time products as listed 
in Table 4, the average 3D RMSE over the seven days of test-
ing is illustrated in Fig. 7 applying different duty cycles. It 
can be observed that the 3D RMSE generally increases with 
the decreasing of duty cycles. The line segment in each bar 
indicates the range of the daily RMSE over the test period, 
and large ranges are mostly observed at the low duty cycle of 
40% (red bars), which indicates a relatively large variation of 
the accuracy from day to day. The results using SBAS-aided 
L5 PPP products are slightly worse than those computed 
using CNES real-time products and IGS RTS products, but 
better than those using IGS ultra-rapid products. The orbital 
results generated using MADOCA L6E PPP products have 
shown to be the best with the smallest RMSE among all 
tested real-time products.

With a duty cycle of 100%, using the 3D orbital errors 
for the test period from August 14–20, 2018, the maximum 
errors within a certain percentage of all 3D orbital errors are 
illustrated in Fig. 8. Figure 8 shows that for both test satel-
lites, 95% of the 3D orbital errors are within or around 1 dm 
using MADOCA L6E PPP products (black) and SBAS-aided 

Table 4  Details of different GPS products used for the processing

Note that the sampling intervals of different real-time products are 
given based on the real-time orbit and clock files provided by the 
servers of the corresponding analysis centers and for SBAS-aided L5 
PPP service, provided by the GMV team

Products Indicator Transfer Sampling 
interval (s)

Source

Orbits Clocks

MADOCA L6E 
PPP

MDC Internet/QZSS 30 30 JAXA

SBAS-aided L5 
PPP

SBS Internet/GEO 5 5 GMV

IGS final IGS Internet 900 30 IGS
CNES real time CNE Internet 300 5 CNES
IGS RTS IGC Internet 30 30 IGS
IGS ultra-rapid IGP Internet 900 900 IGS
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L5 PPP products (cyan). Even with the duty cycle reduced 
to 40%, 95% of the 3D orbital errors using products of these 
two services are still within 0.14 m.

In addition to the satellite positional errors, the satellite 
velocity errors are also computed for both test satellites 
using different GPS products in the along-track direction, 
as the accuracy of the along-track velocity needs to be bet-
ter than 0.05 to 0.2 mm/s for missions such as GNSS radio 
occultation (Montenbruck 2017). As shown in Fig. 9, the 
along-track velocities computed using MADOCA L6E and 
SBAS-aided L5 PPP products have comparable accuracy 

to those generated using CNES and IGS RTS products, 
i.e., smaller than 0.05 mm/s on average for all the investi-
gated duty cycles from 40 to 100%. In the cross-track and 
the radial directions, the average velocity RMSE using 
these two products (MADOCA and SBAS) is also at a 
similar level, i.e., within 0.05 mm/s. The velocity RMSE 
at the radial direction is found to be larger than those in 
the other two directions. It is noted that in addition to the 
orbital and velocity accuracy, based on the method used 
for radio occultation retrieval, short-term clock stability 
should also be considered (Hauschild et al. 2013, Griggs 
et al. 2015). This is not, however, within the scope of this 
study.

Recall that compared with the other real-time products, 
MADOCA L6E PPP products and SBAS-aided L5 PPP 
products can be directly broadcast from QZSS satellites and 
the geostationary (GEO) SBAS satellite, respectively, and 
do not necessarily require an internet link. Although the cur-
rent QZSS constellation and the GEO satellite Inmarsat-4F1 
used for AU/NZ SBAS test bed have a regional service over 
the Asia–Pacific region, the shown results illustrate a bright 
future when more navigation systems and SBASs could 
broadcast free precise orbit and clock products to users, 
so that global coverage of such signals can be achieved. 
Compared with the orbits computed based on the broadcast 
ephemeris with a 3D RMSE at sub-meter level (Monten-
bruck and Ramos-Bosch 2008), the precise satellite orbits 
and clocks from MADOCA L6E PPP service and SBAS-
aided L5 PPP service are able to provide significantly better 
LEO POD accuracy, even with a low duty cycle. This could 

Fig. 6  Orbital differences between the reduced-dynamic orbits and the reference orbits applying (left) MADOCA L6E PPP products and (right) 
SBAS-aided L5 PPP products. The data of GRACE-FO 1 on August 15, 2018, were used for the plot

Table 5  Average RMSE of the reduced-dynamic orbits from August 
14–20, 2018, using MADOCA L6E PPP products and SBAS-aided 
L5 PPP products

The results for the satellites GRACE-FO 1 and Sentinel-3B are sepa-
rated by “/,” respectively

Duty cycle Radial (m) Along-track 
(m)

Cross-track 
(m)

3D (m)

MADOCA L6E PPP products
 100% 0.011/0.016 0.018/0.027 0.009/0.020 0.023/0.037
 80% 0.009/0.015 0.016/0.026 0.010/0.021 0.021/0.036
 60% 0.010/0.016 0.019/0.029 0.012/0.024 0.025/0.041
 40% 0.011/0.019 0.023/0.037 0.014/0.031 0.029/0.052

SBAS-aided L5 PPP products
 100% 0.019/0.023 0.037/0.046 0.019/0.034 0.046/0.062
 80% 0.018/0.023 0.036/0.046 0.024/0.036 0.047/0.063
 60% 0.020/0.024 0.042/0.051 0.027/0.044 0.054/0.071
 40% 0.024/0.028 0.055/0.062 0.037/0.043 0.070/0.080
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Fig. 7  Average 3D RMSE of the reduced-dynamic orbits applying 
different duty cycling (shown as the colored percentage in the legend) 
for (left) GRACE-FO 1 and (right) Sentinel-3B using different GPS 

products from August 14–20, 2018. The line segments inside each bar 
illustrate the minimum and maximum daily 3D RMSE over the test 
period. The abbreviations in the x-axis are given in Table 4

Fig. 8  Maximum 3D errors of the reduced-dynamic orbits within a certain percentage of all 3D orbital errors from August 14–20, 2018, after 
using different providers of GNSS observation corrections for (left) GRACE-FO1 and (right) Sentinel-3B. The duty cycle is set to 100%

Fig. 9  Average velocity RMSE in the along-track direction for (left) 
GRACE-FO 1 and (right) Sentinel-3B using different GPS products 
from August 14–20, 2018. The line segments inside each bar illus-

trate the minimum and maximum daily velocity RMSE in the along-
track direction over the test period. The legend refers to the percent-
age values for duty cycling
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also indicate good potential for real-time onboard POD for 
small LEO satellites, such as CubeSats, in the future.

Kinematic orbits

Compared with the post-processed orbits computation, the 
onboard real-time POD processing has more substantial con-
straints on the computational load and thus needs to balance 
between the complexity of the dynamic models used and 
the POD accuracy. As an extreme case, the kinematic orbits 
are presented in this subsection, with the final least-squares 
adjustment (Fig. 5) performed based only on GPS measure-
ments. Here, a 100% duty cycle is assumed when processing 
the kinematic orbits. Note that the accuracy of the kinematic 
orbits post-processed in this study should be similar to that 
of the converged orbits processed in real time, provided that 
GPS L1 and L2 observations are tracked with 100% duty 
cycle, and processed with comprehensive dynamic models 
as described in the section on processing strategy.

As an example, the kinematic orbits are shown together 
with the reduced-dynamic orbits in Fig. 10 for GRACE-FO 

1 on August 15, 2018, applying MODACA L6E PPP prod-
ucts (left panel) and SBAS-aided L5 PPP products (right 
panel). Without applying dynamic models, the kinematic 
POD orbital errors (red dots) have shown a larger range. 
The degradation of the kinematic POD results is especially 
obvious in the radial direction due to the strong correla-
tion between the LEO receiver clock offset and the radial 
component of the orbit (Rothacher and Beutler 1998).

Averaging over all the seven test days, we show the 
RMSE values in Table 6 for the radial, along-track, and 
cross-track directions for both GRACE-FO 1 and Sentinel-
3B satellites. An outlier detection and exclusion scheme 
was applied for the kinematic solutions in each direction 
to screen out large outliers before calculating the RMSE. 
This process is performed such that the absolute value of 
the normalized orbital error (assumed normally distrib-
uted) in each direction is compared with a threshold K, 
defined with a significance probability level α arbitrarily 
taken as  10−4, where

Fig. 10  Kinematic and reduced-dynamic orbits for GRACE-FO-1 on August 15, 2018, using (left) MADOCA L6E PPP products and (right) 
SBAS-aided L5 PPP products

Table 6  Average RMSE of the kinematic orbits from August 14–20, 2018, using MADOCA L6E PPP products and SBAS-aided L5 PPP prod-
ucts

The results for GRACE-FO 1 and Sentinel-3B are separated with “/,” respectively

Product Radial (m) Along-track (m) Cross-track (m) 3D (m)

MADOCA L6E PPP 0.034/0.046 0.032/0.045 0.022/0.043 0.052/0.077
SBAS-aide L5 PPP 0.102/0.110 0.081/0.098 0.060/0.079 0.143/0.167
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for which Q−1 denotes the inverse CDF of a normal distri-
bution. In case that the absolute normalized error is larger 
than K in any of the three directions, the orbits at the corre-
sponding time point are not used for computing the RMSE. 
Table 6 shows that the 3D RMSE of the kinematic orbits 
can generally reach sub-dm to dm level using MADOCA 
and SBAS (L5) PPP products among the three directions, 
and the RMSE of the radial orbits is larger than those in the 
other two directions.

A comparison of the kinematic orbits produced using dif-
ferent precise GPS orbits and clocks is illustrated in Fig. 11. 
Similar to the reduced-dynamic orbits, the results applying 
SBAS-aided L5 PPP products are slightly worse than those 
using CNES (CNE) and IGS RTS (IGC) products, but are 
better than those using IGS ultra-rapid (IGP) orbits and 

(7)K = Q−1
(
1 −

�

2

) clocks. The MADOCA L6E PPP products can produce bet-
ter kinematic orbits than all other tested real-time products. 
A larger RMSE can generally be observed in the radial direc-
tion (blue bars) than in the along-track (yellow bars) and 
the cross-track directions (green bars). In general, it can be 
observed that the kinematic solutions using MADOCA L6E 
and SBAS-aided L5 PPP products are at a comparable level 
to the results applying other real-time precise products, how-
ever, without the requirement of an internet link.

Using the 3D errors of the kinematic orbits over the seven 
test days, including also outliers, the maximum errors within 
different percentages of all 3D orbital errors are illustrated 
for the two test satellites in Fig. 12. It can be observed that 
the maximum errors within 60% of all errors are at sub-dm 
to dm level using the products from MADOCA (black) and 
SBAS-aided L5 PPP services (cyan). 95% of the kinematic 
orbital errors are within or around 1 dm using MADOCA 

Fig. 11  Average RMSE of the kinematic orbits (for the 3D, cross-
track, along-track, and radial directions) for (left) GRACE-FO 1 and 
(right) Sentinel-3B using different GPS products from August 14–20, 

2018. The line segments inside each bar illustrate the minimum and 
maximum daily RMSE over the test period

Fig. 12  Maximum 3D errors of the kinematic orbits within a certain percentage of all 3D orbital errors from August 14–20, 2018, using different 
providers of GPS observation corrections for (left) GRACE-FO 1 and (right) Sentinel-3B satellites. The duty cycle is set to 100%
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L6E PPP products and are within 3 dm using SBAS-aided 
PPP L5 products.

Conclusion

Nowadays, different real-time services provide precise 
GNSS satellite orbits and clock corrections to users, ben-
efiting the POD of spaceborne receivers onboard LEO satel-
lites. While most real-time services on the ground require 
an Internet link to transmit their products, in recent years, 
non-commercial services have broadcast multi-constellation 
GNSS orbits and clock corrections directly from navigation 
satellites or GEO SBAS satellites. The Japanese MADOCA 
L6E PPP service and AU/NZ SBAS-aided L5 PPP service 
are two good examples for this purpose.

This study shows that GPS orbit and clock corrections 
of these two products are of high accuracy. Using these two 
products, the orbital accuracy of the tested LEO satellites 
ranges at several centimeters even with a duty cycle down 
to 40% in the reduced-dynamic mode, which is comparable 
to those using other high-quality Internet-linked real-time 
products and fulfills the requirement for applications like 
InSAR. The results demonstrated that 95% of the reduced-
dynamic orbital errors are within or around 1 dm using the 
two new tested products with a duty cycle of 100%. Among 
all the three directions, the accuracy of the radial component 
using MADOCA PPP products is below 2 cm even having 
a 40% duty cycle, which fulfills the requirement of satellite 
altimetry. The velocity accuracy is within 0.05 mm/s in the 
along-track direction, which is useful for the GNSS radio 
occultation missions. The 3D orbital accuracy is at sub-dm 
to dm level in the kinematic mode using MADOCA and 
SBAS-aided (L5) PPP products. The orbits computed using 
MADOCA products have generally shown better accuracy 
than the results using all other tested real-time products, 
including those from CNES and IGS RTS. The orbits com-
puted using SBAS-aided L5 PPP products have also over-
performed those using IGS ultra-rapid products.

The results shown in this study, on the one side, demon-
strate the high-quality of MADOCA and SBAS-aided real-
time GNSS products and, on the other side, illustrate a bright 
future for precise onboard LEO POD, which benefits from 
these high-precision, satellite-linked, and free-of-charge 
GNSS products instead of using low-accuracy broadcast 
ephemeris. Furthermore, for small satellites with power con-
straints, such as CubeSats, good orbital accuracy is shown to 
be achievable, albeit in the post-processing mode mimicking 
real-time applications after convergence, using these two 
products even with a duty cycle down to 40%.
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8 Real-time CubeSats POD with a new software 

The POD procedure explained in Chapter 3 delivers precise orbits of CubeSats at high accuracies (cf. 

Chapters 3-6). However, it is based on extensive post-processing of the observations in a batch mode, 

which is not suitable for onboard POD processing. The necessity of real-time CubeSats POD 

motivated the development of the “LeoPod” software package in this thesis based on sequential least-

squares filtering. In this chapter, the structure and the models of LeoPod software are discussed in 

detail.  

The LeoPod software has two main processing options: Absolute and Relative POD using the 

kinematic approach and in the near future, the reduced-dynamic. Therefore, the latter is not discussed 

in this thesis. The following subsections present the absolute and relative kinematic POD using 

LeoPod software.  

The LeoPod software is a joint work between the GNSS-SPAN group at Curtin University (Australia) 

and the National Time Service Center, Chinese Academy of Sciences. The contribution of the latter 

to developing the kinematic POD part of the LeoPod software is acknowledged. 

Note: The symbols used in the following equations are already defined in the previous chapters and 

inside the relevant papers. New symbols are defined inside the text 

8.1 Kinematic POD using LeoPod software 

Kinematic POD is very sensitive to the quality of the observations, and in the presence of undetected 

outliers, the estimated orbits are biased. These orbits are also unavailable during the duty cycles for 

low-power CubeSats since the GNSS sensor is not activated, and accordingly, there are no 

observations in these periods. Therefore, the kinematic POD discussed in the following sections is 

based on one condition that GNSS observations are continuously available. The reduced-dynamic 

POD part of our software that is currently under development is equipped with dynamic models for 

orbit propagation. This feature would suit small CubeSats with enabled duty cycles and interrupted 

observations.  

In the following, the details of the kinematic POD part of the software are provided: 

1- The input data include precise orbits and clocks of GNSS satellites, EOP files, RINEX 

observations of the CubeSat, and attitude files: 

a. As thoroughly discussed in Chapter 7, precise corrections of GNSS orbits and clocks 

can be broadcast by systems such as QZSS satellites or SouthPAN in space. These 

corrections are provided in bandwidth-efficient State Space Representation (SSR) 

format for the former system through the L6E signal of Block II satellite of this 
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navigation system, known as the MADOCA L6E PPP service. The following 

algorithms are applied in LeoPod software to compute the precise orbits and clocks 

from these corrections at the requested epochs (El-Mowafy et al. 2017): 

- GNSS satellite's orbit sr : 

 [ ][ ]Ts
R S W R S Wr r r r e e eδ δ δ δ= − = −  (8.1) 

where r  is the vector of satellite coordinates generated from the broadcast 

ephemeris that is corrected using rδ  in the compact SSR message. This term 

comprises the three corrections in the RSW directions, Rδ , Sδ , Wδ , 

respectively, with their relevant unit vectors as follows: 

 
( )
( )

( ) ( )
( ) ( )

, ,R S W S W

r t r t r t
e e e e e

r t r t r t
×

= × = =
×

 

 

 (8.2) 

r  is the satellite's velocity estimated from the broadcast ephemeris and  

denotes the norm of the vector.   

- GNSS satellite's clock offsets sdt : 

 ( ) ( )2
0 1 2

s
oe tr oe tr

tdt a a t t a t t
c
δ

= + − + − −  (8.3) 

The coefficients 0a , 1a , and 2a  are available in the broadcast ephemeris, oet  

is the ephemeris reference time and trt  indicates the transmission time. The 

compact SSR provides the correction term tδ  in meters, which is 

transformed into the time scale ( s ) by applying the speed of light ( c ). 

b. The general algorithm for SouthPAN products is similar to Equations (8.1) and (8.3), 

except for providing the orbit corrections with respect to the APC (and not the Center 

of Mass, CoM). The transformation between these two points can be applied using 

Equation 1 in Chapter 7. 

c. The EOP files are provided by IERS and are used whenever the transformations 

between inertial and Earth-fixed frames are required (see Equations 3.1 and 3.2). 

d. The RINEX raw GNSS observations of the Spire CubeSats (constellation) are used in 

this thesis in different scenarios. These CubeSats are equipped with the STRATOS 

GNSS receiver collecting 1-Hz dual-frequency GPS signals (L1C and L2L). We need 
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first to consider the consistency between GNSS products and the observations 

collected at the CubeSats that will be combined in IF form. There are two approaches 

that can be performed for this task. The first approach is to transform the GNSS clock 

offsets ( 1 2
s
P Ptδ ) that are derived initially from the IF-LC of P1/P2 observations of the 

network used to compute the corrections as follows: 

 
2 2

1 2
1 2 1 2 1 1 2 22 2 2 2

1 2 1 2

s s
C C P P P C P C

f ft t DCB DCB
f f f f

δ δ
   

= − +   − −   
 (8.4) 

where 1 2
s
C Ctδ  would be consistent with the CubeSats IF observations by applying the 

relevant DCB .  

The second approach is to correct the IF observations of the CubeSats as follows: 

 
2 2 2 2

1 ,1 2 ,2 1 1 1 2 2 2
, 2 2 2 2 2 2

1 2 1 2 1 2

1 2s s
r rs P C P C

r IF

f C C f C L c f DCB c f DCBP
f f f f f f
−    

= + −   − − −   
 (8.5) 

where c  is the speed of light, which transforms the DCB  values from time to range. 

e. The CubeSats attitude files are generated from the star cameras and include 

quaternions to convert from the body-fixed CubeSat's Reference Frame (CRF) to the 

inertial true of epoch (ITOE) frame. In the zero-quaternion, called nominal attitude, 

the body-fixed CRF of the Spire CubeSats is defined as follows: 

- Z : Opposite to the POD antenna pointed towards the nadir direction, 

- Y : Points towards the negative orbit normal,  

- X : points towards YXZ direction (approximately the direction of flight or 

the positive velocity direction). 

Representing the attitude by the quaternions xq yq zq 0q , the attitude matrix is computed 

as follows (Kuipers 1999): 

 ( )
( ) ( )

( ) ( )
( ) ( )

2 2 2 2
0 0 0

12 2 2 2 2 2 2 2
0 0 0 0

2 2 2 2
0 0 0

2 2

2 2

2 2

x y z x y z y x z

ATT x y z z x y x y z y z x

x z y x y z x y z

q q q q q q q q q q q q

R q q q q q q q q q q q q q q q q

q q q q q q q q q q q q

−

 + − − − +
 
 = + + + + − + − −
 
 − + − − + 

 (8.6) 

The attitude information of CubeSat is required in three cases. First, when applying 

the antenna sensor offset, which is the offset between the CoM and the ARP; second, 
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when applying the phase centre variations in different azimuth and elevation angles; 

and third, when computing the phase wind-up effect. 

2- The second step starts with coarsely estimating the epoch-wise CubeSat's coordinates and 

receiver clock offset using IF code observations. Referring to Equation 5 in Chapter 2, the 

linearized model for the iterative least-squares adjustment at each epoch equals:  
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 (8.7) 

where LoS refers to the line-of-sight unit vector from the CubeSat to the GNSS satellite and 

m  is the number of IF code observations. The relativistic corrections should be applied to the 

clocks (cf. Equation 6 in Chapter 6). The estimated parameters are used as initial values for 

the main least-squares adjustment explained later. This step continues with the data screening 

of code observations using the following Fault Detection and Exclusion (FDE) approach: 

Considering the O-C term from the last iteration of the least-squares ( )y∆ , the following chi-

square statistic is computed and compared with the threshold ( )2 ,0dfαχ (Blanch et al. 2012): 

 ( ) 12 1 1 1 1T T T T
y y y yy Q y y Q J J Q J J Q yχ

−− − − −= ∆ ∆ −∆ ∆  (8.8) 

In the case of detecting outliers, i.e., when 2
qT αχ> , the normalised residuals are estimated as 

follows: 

 
( )x̂

ˆ

diag
N T

y

y J xv
Q JQ J

∆ −
=

−
 (8.9) 

and the Chi-square test is repeated while the rows and columns corresponding to the biggest 

normalized residuals are removed from the matrices in Equation (8.8) , and the identified 

outliers will be excluded from processing. 

3- The next step is to detect cycle slips using the Melbourne-Wübbena combination shown in 

Equation (3.6) and the following Geometry-Free combination: 

 ,1 ,2
s s
r rGF = Φ −Φ  (8.10) 
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which is influenced by cycle slips, ionospheric variations, and noises. The time differences in 

GF and MW combinations are tested with the empirical threshold proposed by Zhou et al. 

(2018) to detect cycle slips. The FDE based on the Chi-square test mentioned earlier is applied 

in the least-squares filtering to find undetected cycle slips. However, this step is performed 

here to prevent applying any estimated ambiguities from the previous epoch into the model 

as pseudo-observations when a cycle slip occurs (see Step 5). 

4- The Kinematic POD applied in LeoPod software is based on precise point positioning (PPP) 

methodology, and the following corrections are applied to the systematic errors: 

a. Tidal corrections: This displacement is a combination of Earth tides due to the moon 

and sun, polar tides, and permanent tidal effects (cf. IERS Technical Note No. 36- 

Petit and Luzum 2010) and should be applied to the estimated coordinates of the 

CubeSats. 

b. Antenna corrections, including the antenna offsets (PCO and PCV) and phase wind-

up values, should be applied to all observations. The antenna sensor offset should be 

transformed from the satellite reference frame to the inertial frame. For the GNSS 

satellites, the transformation is performed using Equation 1 in Chapter 7; however, the 

appropriate nominal attitude of each GNSS satellite block should be considered (cf. 

Allahverdi et el. 2016, Allahvirdi-Zadeh 2022). For the CubeSats, it is estimated by 

applying the attitude matrix (8.6) to the antenna sensor offset in the CubeSat's 

reference frame ( CRFO ) as follows: 

 ITOE ATT CRFO R O=  (8.11) 

These values should be transformed from the ITOE to the Earth-fixed frame using mP  

and rE  rotation matrices in Equation (3.1) , which is applied to estimate the epoch-

wise kinematic coordinates with respect to the CoM. 

The GNSS antenna PCO and PCV are provided in the IGS ANTEX file (igs14.atx) for 

the GNSS observations. They are extracted and applied in computing the O-C term 

inside the sequential least-squares filtering in step 5. Spire Global Inc. provides the 

PCO and the PCV for the CubeSats used in this thesis. These values are provided in 

the CRF (cf. step 1e) and should be transformed to the Earth-fixed frame similar to the 

antenna offset explained above. The empirical PCV patterns based on the residual 

approach are also estimated and applied in a relevant study (Allahvirdi-Zadeh 2021). 
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The phase wind-up corrections applied to the IF phase observations are as follows: 

 
2 2

1 1 2 2
2 2

1 2
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f w f ww
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−
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 (8.12) 

 where the correction on each frequency jw  is estimated as follows (Hauschild 2017): 
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where sgn  is the Sign function. D′  and D  denote dipole vectors defined by the unit 

vectors of the CubeSats antenna ( , ,x y ze e e ) and the GNSS antenna ( , ,x y ze e e′ ′ ′ ) as 

follows: 
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and ke  is the unit vector pointing from the GNSS antenna to the CubeSats antenna that 

are estimated using CubeSats and GNSS coordinates in the inertial frame ( I ) and the 

GNSS antenna unit vectors: 
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 (8.15) 

The CubeSat antenna unit vectors in IOTE are determined based on the definition of 

the Antenna Reference Frame (ARF), i.e., using boresight ( Br ) and azimuth ( Az ) 

directions of the antenna as follows: 

 , ,x ATT z ATT y z xe R Az e R Br e e e= = = ×  (8.16) 

5- The last step is to perform the sequential least-squares filtering based on Equation 9 presented 

in Chapter 2, while the FDE procedure explained in step 2 should be performed in each 

iteration. The design matrix in this step for IF code and phase observations is expressed as 

follows: 
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 (8.17) 

The estimated ambiguities in each iteration are considered as pseudo-observations in the next 

epoch if no cycle slips are detected. The relevant part of these pseudo-observations in the 

design matrix is shown as xJ ′  in Equation 9 given in Chapter 2. 

Figure 1 illustrates a flowchart of these steps. 

 
 

Figure 1 Flowchart of CubeSat POD using LeoPod software. The relevant step numbers are provided 

in parentheses. 
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8.2 Relative Kinematic POD using LeoPod software 

Real-time onboard POD for CubeSats is still an issue due to the limited power and processing units' 

capabilities on CubeSats, noisy COTS components, including the receiver, antenna and unstable 

oscillators (cf. Chapter 6). The proposed solution is to augment the relative POD using the precise 

inter-satellite ranges in a smart formation flying or constellation of CubeSats (Allahvirdi-Zadeh and 

El-Mowafy 2022, El-Mowafy et al. 2022a, El-Mowafy et al. 2022b). The benefits of this solution 

include removing the impact of receiver-dependent errors such as clock offsets, reducing the satellite 

orbital error, strengthening the model using precise ranges, and reducing the onboard computational 

burden significantly. This section covers the required models for this solution, the implementation 

procedure in the LeoPod software, and the testing results for real CubeSats.  

The procedure of the relative POD is generally similar to the kinematic POD explained in section 8.1. 

However, the relative POD in the LeoPod software is based on using the following double-differenced 

IF observations between two CubeSats ( 1r , 2r ) and two GNSS satellites ( 1s , 2s ) where 1s  is considered 

as the reference satellite: 
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and augmenting the model using precise ranges (PR) between two CubeSats at each epoch. These 

ranges are derived from the estimated reduced-dynamic POD explained in Chapter 3. Considering 

the baseline between two CubeSats as 
12rb , the augmented design matrix at each epoch with m  number 

of common-in-view satellites is expressed as:  
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This is used in the sequential least-squares filtering to solve for the following unknowns: 

 12 12 12
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 (8.20) 
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where the first three columns are baseline components in X, Y, and Z directions, respectively. The 

processing steps, including the FDE, are similar to the kinematic POD. Precise inter-satellite ranges 

should be predicted for the near future and broadcasted to the CubeSats to implement the proposed 

solution in real-time scenarios. The prediction can be performed using the reduced-dynamic orbits 

computed on the ground; however, these orbits should be updated with the new GNSS observations 

to avoid significant discrepancies due to the deficiencies in the dynamic models for LEO satellites 

(cf. Chapter 2). The other requirement to implement the proposed solution is between CubeSats-

communication-links. These links are achievable by equipping CubeSats with low-power software-

defined radio (SDR), which enables sending and receiving, and even processing signals using its Field 

Programmable Gate Arrays (FPGA) (Allahvirdi-Zadeh 2021). Figure 2 shows a flowchart for the 

proposed solution. 

 

Figure 2 Flowchart for the relative POD augmented with the precise inter-satellite ranges  

The observations of nine Spire CubeSats for 5 January 2021 are used to test and analyze the orbital 

improvement using the proposed solution. A list of these CubeSats is provided in Table 2 of Chapter 

6. A Raspberry Pi 4 is used for relative POD to mimic the onboard processing. A comparison of the 

specifications of this CPU with a real CubeSat CPU is given in Table 1.  

Table 1 The specifications of the CPU used for relative POD testing compared to a real CubeSat CPU 

Specifications Tested CPU CubeSat's CPU 

Processor Quad-core ARM Cortex (A72) Dual-core ARM Cortex 

RAM 8G DDR4 8 GB DDR3 

Power Consumption 3.8-5.5 W 1.6 to 2.85 W 
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The following testing scenario is performed for all nine CubeSats: 

• At each run, one CubeSat is set as the deputy satellite, and the others are the chief satellites 

• The coordinates of the chief satellite are considered as known values in Equation 8.20, and 

therefore, the coordinates of the deputy CubeSat can be achieved 

• The precise range (or baseline) between the deputy and the chief satellite is derived from their 

precise positions calculated from the reduced-dynamic POD. 

• The precise orbits used to generate the baseline in previous steps are validated using internal 

validation methods. The accuracy of the orbit from this validation step is mainly at a few 

centimeters which is used to weigh the baselines in the model. 

• The test is limited to baseline lengths of less than 1000 km 

• The estimated coordinates of the deputy satellite are compared with its reference orbit, and 

the RMS values of the differences are provided in Table 2 for all tested CubeSats. 

The results show that the orbital components with the dm-level accuracy are achievable when the 

baseline length between the deputy and chief CubeSats is shorter than 1000 km. The orbital accuracy 

dropped by increasing the baseline length mainly due to the low number of common-in-view GNSS 

satellites and the absorbed biases in the ambiguities. For example, the orbital accuracy dropped to 

around 1 meter for the baselines larger than 2000 km. For the baselines larger than 7000 km, there 

were no common-in-view satellites. Comparing the orbital components with and without applying 

the precise ranges in the model shows that implementing the precise ranges improves the estimated 

orbits with 0.33, 0.28, and 0.16 cm in X, Y, and Z directions, respectively. 

Table 2 RMS values for comparison of CubeSats orbits generated from the augmented relative POD 

with the reduced-dynamic POD for baselines less than 1000 km 

Orbital 

components 

RMS (m) 

PRN 

099 

PRN 

100 

PRN 

101 

PRN 

102 

PRN 

103 

PRN 

104 

PRN 

106 

PRN 

107 

PRN 

122 

X 0.47 0.48 0.61 0.45 0.38 0.56 0.51 0.49 0.57 

Y 0.49 0.43 0.55 0.56 0.38 0.54 0.52 0.40 0.56 

Z 0.52 0.56 0.52 0.55 0.45 0.59 0.48 0.56 0.53 
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The precise navigation of the smart constellation (or smart formation flying) of CubeSats is a new 

term in this field that requires more investigation. For example, in the proposed solution, the 

transformation delays due to the large distances between CubeSats and the signal disruption due to 

the unstable oscillators of SDR are not considered. The first challenge can be solved by limiting the 

distances between the chief and deputy CubeSats to less than, e.g., 1000 km. The second one, a 

hardware limitation, can be solved by integrating the SDR with chip-scale atomic clocks (cf. Chapter 

6), where various research institutions are currently developing very small and relatively inexpensive 

atomic clocks.
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9 Conclusions 

9.1 Summary of the thesis outcomes 

Precise orbits are essential for different applications in space and Earth sciences performed by LEO 

satellites. The state-of-the-art POD of geodetic LEO satellites is well developed, mainly using 

kinematic and reduced-dynamic methods. The first method uses high-quality GNSS observations and 

determines the satellite orbits and receiver clock offsets in a least-squares adjustment. Therefore, it 

mainly depends on the availability and quality of the GNSS observations, an efficient data screening 

process, and the availability of corrections for precise positioning. The second method is based on 

solving the equation of motion of the satellite and considering the dynamic forces acting on the 

satellite and GNSS observations when available. Although there are some models to estimate these 

effects, some deficiencies exist in the non-gravitational models that prevent solving the equation of 

motion using analytical solutions. Therefore, some dynamic parameters, velocity changes, and 

stochastic accelerations are estimated in the reduced-dynamic POD to compensate for the dynamic 

model deficiencies. This estimation requires calculating the partial derivatives of the satellite state 

vector with respect to the requested parameters using numerical integration. The partial derivates are 

combined with the partial derivatives of GNSS observations with respect to the receiver clock offset 

and ambiguities to be used in a least-squares adjustment to estimate the unknown parameters. The 

outputs are used to update the orbit and reach sub-dm-level accuracy, and are evaluated by external 

validation approaches such as satellite laser ranging (SLR) observations and internal validation 

methods such as comparing overlapping arcs and residual analysis. This procedure is performed for 

almost all geodetic LEO satellites in the post-mission mode. All of the required procedures, models, 

and modifications for CubeSat POD in post-mission were explained in this thesis. They are applied 

in a batch least-squares estimation implemented in Bernese GNSS processing software, which was 

discussed in Chapter 3. 

Having geodetic LEO satellites in space requires a complex design, building and launching procedure 

and a large budget that reaches hundreds of millions of dollars. This significant limitation motivated 

the investigation of using small satellites with less complexity and lower budgets as an alternative 

option for universities, research institutions, and small companies. Technology advances opened a 

new era for CubeSats as small satellites built with one or more 10 cm-sized cubes from COTS 

components. To be suitable for the applications currently performed by geodetic satellites, the orbits 

of CubeSats must be available with high accuracy. However, there are some limitations for the 

CubeSats to achieve such accuracy. The first one is the limited available power for all sensors in the 

bus and payloads, which inevitably lead to reduced GNSS sensor availability and interrupted GNSS 
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observations, especially in the eclipse region. The power limitation also yields the lower processing 

unit on the bus of CubeSats to perform onboard POD. The second primary limitation is the COTS 

components' quality, which may result in noisy observations, unstable oscillators, faulty ADCS, and 

imperfect thermal control systems. Some of these limitations in CubeSats POD were investigated in 

the thesis, and viable solutions are proposed. 

To address the first limitation, the onboard GNSS observations of geodetic LEO satellites were used 

to generate observations influenced by duty cycling. The primary data constraints on CubeSat POD, 

including the continuity, completeness, and sampling interval of the recorded observations and the 

availability of attitude information, were investigated by the duty-cycled observations. Performing 

the developed CubeSat POD with daily observations that experienced 20% to 80% duty cycles 

provided precise orbits with RMSE equal to 3.5 to 1.6 cm.  Such duty cycles are equivalent to 

switching the GNSS sensor on for 12 to 48 minutes per hour and collecting observations with 

sampling intervals of 10 s. The average number of satellites in the above test was about nine. 

However, this number can be reduced due to the constraint in the number of channels tracking GNSS 

satellites. The 3D RMSE values increased to around 5 cm when the maximum number of tracked 

satellites was set to 6, and the receiver was switched on for 12 minutes per hour. Adding more 

constraints, such as collecting observations with lower sampling intervals, resulted in reducing the 

GNSS part of the reduced-dynamic POD and increasing the 3D RMSE values. The sub-dm level of 

accuracy is achievable with sample intervals of 120 s and a duty cycle of 60%. The degradation in 

accuracy in the orbital components is considerable when these factors are simultaneously considered. 

In the post-mission mode and considering a sufficient degree and order of dynamic models is 

explained in the thesis in addition to estimating the stochastic accelerations to compensate for the 

model deficiencies. Sub-dm-level to dm level of orbital accuracy that is suitable for different 

applications is shown to be achievable even when applying the constraints mentioned earlier. 

However, when combining these constraints, the duty-cycle portion and the sampling interval should 

not be lower than 40% and larger than 1 min, respectively. This investigation can help the CubeSat 

designers correctly manage the power to reach the required accuracy of the mission. 

The other limitation impacting CubeSats POD is the quality of COTS sensors. The GNSS 

observations collected by these sensors are not optimally weighted using traditional stochastic 

functions, such as the traditional elevation angle-dependant models. On the one hand, these models 

are developed for the observations travelled through the troposphere layer and to limit the effect of 

multipath on ground users, which is not the case for CubeSats. Some signals observed from GNNS 

satellites by CubeSats can also have negative elevation angles, and are still useful observations. On 

the other hand, these models reduce the impacts of observations received from the low-elevation 
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angles, which may be critical for the COTS sensors with low channel numbers. Therefore, a stochastic 

model based on SNR values was developed and tested using one month of observations collected by 

17 CubeSats of the same type in the Spire Global constellation. Comparing the weight values 

estimated with the developed and traditional models showed that some observations from low-

elevation angles may be helpful for CubeSats POD. The reduced-dynamic and the kinematic POD 

using the actual CubeSats were evaluated using internal validation methods. All overlapped orbits 

had RMS values less than 5 cm, and the residual analysis of the orbital components confirmed the 

estimated precise orbits. Comparing the POD results from applying the SNR models and the elevation 

angle dependant models confirmed the improvements in using the developed model. 

Receiver clock offsets are one of the outputs of the CubeSat POD process, which are affected by the 

quality of the COTS sensors and the deficiencies in the dynamic models. The short-term instabilities 

observed in these clocks from the tested CubeSats are mainly in the 10-8 to 10-4 range, which is an 

obstacle for clock modelling in high-rate applications such as GNSS radio occultation. The impacts 

of the factors that cause the short-term instabilities were extensively investigated in this thesis for the 

first time, and solutions were proposed. The first factor is the number of outliers in the observations 

that decreases the impact of the GNSS part in CubeSats POD. When more than half of the 

observations are screened out of the POD process, the number of stochastic accelerations should be 

doubled. This would change the MDEV values at 10-6 for short averaging times less than 10 s.  The 

other factors include biases in the model, like hardware biases due to the internal and external heat 

variations, unmodelled phase centre variations of the antenna, and the relativistic effect due to the 

higher order gravity forces. The stabilities in the shadow regions were compared with the sunlight to 

show the effect of thermal variation in the hardware biases. The better clock stabilities achieved when 

the temperature drops confirmed the importance of controlling the impacts of heat sources on the 

clocks. The mean of MDEV reduction after estimating the PCV pattern based on the residual 

approach and applying the CubeSats POD is at the level of 10- 9 for short averaging times. 

Implementing the J2 corrections in the POD procedure slightly improved the stabilities, mainly at 10-

8 to 10-11. The analysis confirmed that applying all of these solutions can improve the estimated clocks 

at several microseconds, equivalent to the MDEV reduction at 10-6 level for short averaging times. 

However, comparing the improved clocks with the ultra-stable oscillators highlights the high impact 

of the sensor quality, i.e. the quality of onboard oscillators, as the main factor affecting the short-term 

clock stabilities.  

The appropriate method for removing the clock influence on time-tagging the high-rate RO 

observations of CubeSats with unstable clocks was also addressed. In an example with real data, it 

was confirmed that CubeSats can perform the mission with the same quality as geodetic satellites. 
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The GNSS-RO products of COSMIC-2 constellations equipped with six geodetic LEO satellites were 

compared with the products of the Spire Global constellations of more than 145 3U-CubeSats. The 

evaluation with external sources revealed that the CubeSats provide RO atmospheric profiles at the 

same level as geodetic LEO satellites. Taking advantage of the less complex and much less budget of 

CubeSats than geodetic LEO satellites, the former can provide global coverage, which is useful for 

global environmental studies.  

In the real-time mode, the precise orbits and clock corrections of the GNSS satellites are required to 

perform onboard kinematic or semi-dynamic POD. These corrections are provided through space 

links such as SouthPAN and MADOCA services. The accuracy, stability, and impacts of these 

corrections on CubeSat POD were investigated for the first time in the thesis. Compared to the IGS 

final products, the 3D RMSE of the orbit corrections for the MADOCA service equalled 3.8 cm, 

while the test-bed SouthPAN provided 7.9 cm. The STD of clock corrections of MADOCA was 

generally less than 0.15 ns, slightly better than SouthPAN test-bed products which gave 0.2 ns. 

Considering that SouthPAN was in the test-bed stage at the time of this evaluation, the better accuracy 

of the MADOCA products is mainly due to the differences in the density of their networks, types of 

observations, intervals of solutions, differences in dynamic models, and bandwidth availability for 

the carrier wave. However, the acceptable accuracy for the CubeSats POD with duty-cycled data was 

achieved. The 3D RMSE values of POD using MADOCA corrections were less than 5 cm for duty 

cycles ranging from 100% to 40%. This almost doubled when the SouthPAN test-bed products were 

used. Using the PPP corrections is even extendable to the larger LEO satellites when accessing these 

corrections in space. For example, applying MADOCA corrections in the kinematic POD of GARCE-

FO 1 and Sentinel-3B satellites delivered orbits with 5 and 7 cm accuracy, respectively. These values 

increased to 14 and 16 cm when the test-bed SouthPAN products were used in the POD model. 

Precise navigation of CubeSats is a matter of interest when flying in a formation or a constellation. 

To perform the real-time CubeSat POD with the limited processing units, a software named LeoPod 

was developed based on sequential least-squares filtering. The last chapter explained the models used 

to develop this CubeSats POD software package. However, the CubeSats' limitations have negative 

impacts on real-time POD. Therefore, a relative POD based on using double differenced observations 

of the common-in-view GNSS satellites were developed to meet the power and computational 

expectations and reduce the impact of the receiver-dependant errors. The precise inter-satellite ranges 

from the reduced-dynamic orbits were used to augment the relative POD and strengthen the model. 

The precise ranges can be predicted and broadcasted to the CubeSats, and in the case of the between-

satellite link using SDR, the relative POD can be performed onboard. The tests with the GNSS 

observations of nine CubeSats showed that the onboard POD with dm level of accuracy is achievable 
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if the baselines are less than 1000 km. The proposed solution was tested in a Raspberry Pi 4 module 

to mimic the onboard processing. Reaching this accuracy is a step toward augmented navigation 

systems for the smart formation flying or CubeSats constellation. 

 

9.2 Recommendations and future work 

Common CubeSats' limitations and their impacts on CubeSats POD were discussed in the thesis. 

However, CubeSats POD is an open research area that needs more investigation. CubeSats are usually 

equipped with space-based single-frequency GPS receivers. The availability of dual-frequency GPS 

receivers for the CubeSats and making use of IF observations are discussed in this thesis. However, 

new multi-frequency multi-constellation modules will be available for the CubeSats. Additional 

signals from different GNSS constellations increase the complexity of POD in both post-mission and 

real-time modes but may provide a good number of observations, particularly with the fast CubeSat 

motion and the rapid change in their geometry with GNSS satellites. Therefore, applying different 

positioning, navigation, and timing techniques is inevitable and require further research.  

As an example, the POD based on the undifferenced uncombined methods can increase the number 

of observations in processing, resulting in higher impacts of the GNSS part in the reduced-dynamic 

POD and more information for kinematic POD. It is also possible to add some dynamic models for 

receiver and satellite biases to strengthen the POD model. Multi-frequency undifferenced methods 

can better leverage the availability of multi-frequency data to better estimate ionospheric delay 

parameters, which would also be helpful for some applications. 

The PPP-IAR approach, which utilized corrections to the satellite phase biases to achieve integer 

ambiguity resolution for a single receiver, is a promising technique to improve the accuracy of 

CubeSats POD and needs further investigation. The availability of precise products with global 

coverage from, e.g., Galileo HAS service, and Fugro’s SpaceStar® service brings the opportunity of 

onboard POD and needs more studies.  

Another concept that needs to be studied for CubeSats is the array-aided PPP (A-PPP). Equipping 

CubeSats with an antenna array with known geometry would be useful for array-aided ambiguity 

resolution. It could improve the precision of the estimated parameters by at least two orders of 

magnitude for POD and allows for attitude determination using GNSS, albeit with a low accuracy 

due to the short baselines between the antennas. The A-PPP concept can also be extended to the 

differential A-PPP for the formation of CubeSats while the model is augmented with precise inter-

satellite ranges. In addition to the complexity in the model for the integer ambiguity resolution, the 

availability of an array of antennae onboard a CubeSat is challenging. The small size of the array in 
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CubeSats would be another challenge in attitude determination since any slight bias in the considered 

short baselines between the antennas can significantly affect attitude determination.  

It is recommended to equip CubeSats with SDR for the relative POD with the methods developed in 

this thesis and the A-PPP concept. It would enhance the number of receiving GNSS signals while 

providing inter-satellite communications. The FPGA of the SDR would also be helpful for some 

onboard processing. However, there were some instabilities in their clocks that may have negative 

impacts on receiving GNSS signals. Integrating SDR with chip-scale atomic clocks would be a 

solution to this issue.  
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