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Summary

In this thesis we shall investigate the numerical solutions to several important practical static and dynamic optimization problems in engineering and physics. The thesis is organized as follows.

In Chapter 1 a general literature review is presented, including motivation and development of the problems, and existing results. Furthermore, some existing computational methods for optimal control problems are also discussed.

In Chapter 2 the design of a semiconductor device is posed as an optimization problem: given an ideal voltage–current \((V - I)\) characteristic, find one or more physical and geometrical parameters so that the \(V-I\) characteristic of the device matches the ideal one optimally with respect to a prescribed performance criterion. The voltage–current characteristic of a semiconductor device is governed by a set of nonlinear partial differential equations (PDE), and thus a black-box approach is taken for the numerical solution to the PDEs. Various existing numerical methods are proposed for the solution of the nonlinear optimization problem. The Jacobian of the cost function is ill-conditioned and a scaling technique is thus proposed to stabilize the resulting linear system. Numerical experiments, performed to show the usefulness of this approach, demonstrate that the approach always gives optimal or near-optimal solutions to the test problems in both two and three dimensions.

In Chapter 3 we propose an efficient approach to numerical integration in one and two dimensions, where a grid set with a fixed number of vertices is to be chosen so that the error between the numerical integral and the exact integral is minimized. For one dimensional problem two schemes are developed for sufficiently smooth functions based on the mid–point rectangular quadrature rule and the trapezoidal rule respectively, and another method is also developed for integrands which are not sufficiently smooth. For two dimensional problems two schemes are first developed for sufficiently smooth functions. One is based on the barycenter rule on a rectangular partition, while the other is on a triangular partition. A scheme for insufficiently smooth functions is also developed. For
illustration, several examples are solved using the proposed schemes, and the numerical results show the effectiveness of the approach.

Chapter 4 deals with optimal recharge and driving plans for a battery-powered electric vehicle. A major problem facing battery-powered electric vehicles is in their batteries: weight and charge capacity. Thus a battery-powered electric vehicle only has a short driving range. To travel for a longer distance, the batteries are required to be recharged frequently. In this chapter we construct a model for a battery-powered electric vehicle, in which driving strategy is to be obtained so that the total traveling time between two locations is minimized. The problem is formulated as an unconventional optimization problem. However, by using the control parameterization enhancing transformation (CPET) (see [100]) it is shown that this unconventional optimization is equivalent to a conventional optimal parameter selection problem. Numerical examples are solved using the proposed method.

In Chapter 5 we consider the numerical solution to a class of optimal control problems involving variable time points in their cost functions. The CPET is first used to convert the optimal control problem with variable time points into an equivalent optimal control problem with fixed multiple characteristic times (MCT). Using the control parameterization technique, the time horizon is partitioned into several subintervals. Let the partition points also be taken as decision variables. The control functions are approximated by piecewise constant or piecewise linear functions in accordance with these variable partition points. We thus obtain a finite dimensional optimization problem. The CPET transform is again used to convert approximate optimal control problems with variable partition points into equivalent standard optimal control problems with MCT, where the control functions are piecewise constant or piecewise linear functions with pre-fixed partition points. The transformed problems are essentially optimal parameter selection problems with MCT. The gradient formulae are obtained for the objective function as well as the constraint functions with respect to relevant decision variables. Numerical examples are solved using the proposed method.
A numerical approach is proposed in Chapter 6 for constructing an approximate optimal feedback control law of a class of nonlinear optimal control problems. In this approach, the state space is partitioned into subdivisions, and the controllers are approximated by a linear combination of the 3rd order $B$-spline basis functions. Furthermore, the partition points are also taken as decision variables in this formulation. To show the effectiveness of the proposed approach, a two dimensional and a three dimensional examples are solved by the approach. The numerical results demonstrate that the method is superior to the existing methods with fixed partition points.
Chapter 1

Introduction

Static and dynamic optimization problems arise in many disciplines such as engineering, economics, physics and the biomedical sciences. Although many theoretical results are available in the literature for a large range of model optimization problems (see, for example, [114, 112]), most practical problems are too complicated to be solved analytically. Thus numerical methods are essential for solving these kind of practical problems. There are numerous computational methods for solving various practical optimization problems. For details, see [31, 85, 72, 77, 9, 115, 36, 48, 18, 26, 35, 39, 59, 79, 80, 87, 91, 99, 102, 100, 86, 103, 104, 105].

Some earlier computational methods for solving dynamic optimization or optimal control problem are based on the solution of nonlinear two-point boundary-value-problems. One important family of this approach which is comprised of several variations is the neighboring extremal methods (cf [11]). However, there is no guarantee of convergence even for relatively simple problems, though it has been used successfully in solving a number of rather complex problems.

Another earlier method is called the extremal field method (cf. [11, 5, 6]). It requires the solution of the Hamilton-Jacob-Bellman Partial differential equation in a domain of the state space containing the optimal solution. This method can be used for solving relatively simple problems since it demands an exorbitant amount of memory storage. Most of recent algorithms are found in the family of gradient methods. In [19, 27, 52, 57, 93, 94], the differential equations are discretized into difference equations, while in [38], the differential equation
is handled with a Lagrange multiplier while other constraints are treated explicitly. A straightforward transformation method is used in [40, 84], and in
[35, 58, 62, 113], sequential gradient-restoration algorithms have been developed for the solution of different classes of optimal control problems. The latter
is further enhanced by the dual version (cf. [60, 61]).

More recently, the classical control technique is introduced in [98, 101, 99]
as a basis for solving various constrained optimal control problems in a unified
fashion. The technique is a flexible and efficient approach for a large class of
optimal control problems. The central idea of the method relies on a simple
approximation scheme, i.e., to approximate an optimal control problem by a
sequence of finite dimensional optimal parameter selection problems. Each of
these optimal parameter selection problem can be viewed as a mathematical
programming problem.

Despite the flexibility and the efficiency of the approach, there are sev-
eral numerical difficulties associated with it. The accuracy of method depends
greatly on the choice of knot distribution. For example, if the true optimal
control belongs to the class of piecewise continuous functions, and if one has no
insight of how the switching times of the true optimal control are distributed, a
set of dense and evenly distributed knots of the approximating control is usually
chosen in the hope that there would be a knot placed at each switching time.
Thus, the number of parameters in the approximate optimal parameter selection
problem is usually very large. As the number of parameters increases, the opti-
mization process becomes computational more expensive. It appears that one
may be able to reduce the overall number of parameters used if the switching
times are treated as decision variables. However, it is known that the gradients
of the cost functional and constraint functionals with respect to these switching
times are discontinuous. See Chapter 5 of [39] for details. Furthermore, in or-
der to obtain an accurate solution, the differential equation solver will need to
perform the integration with respect to time over the consequent subintervals
in the time horizon according to the particular partition. These subintervals
would be varying from one iteration to the next during the optimization process.
Finally, the number of the decision variables would change when two or more switching times collapse. Thus, the task of integrating the differential equations accurately can be very involved. For these reasons, the gradient formulae presented in Chapter 5 of [39] were never implemented. In [100, 50], a novel problem transform, to be referred to as the control parameterization enhancing transform (CPET), was first introduced to overcome these numerical difficulties for time optimal control problems. The transformed optimal control problem can be solved readily and accurately by the classical control parameterization technique. In particular, the control parameterization technique, which can be used to approximate the optimal control problem by a constrained non-linear programming problem, has been developed from some recent research (for detail, see. [98, 101, 99]), while the control parameterization enhancing transform is developed in [100, 50].

Software packages implementing computational algorithms for both static and dynamic optimization problems are also available now. For example, FF-SQP [116] was developed for solving general nonlinear programming problems, and MINOS5.4 [73] was developed for solving large-scale optimization problems expressed in the following standard form:

\[
\begin{align*}
\min_{x, y} \quad & F(x) + c^T x + d^T y \\
\text{subject to} \quad & f(x) + A_1 y = b_1, \\
& A_2 x + A_3 y = b_2, \\
& 1 \leq \begin{pmatrix} x \\ y \end{pmatrix} \leq u,
\end{align*}
\]

where the vectors \( c, d, b_1, b_2, l, u \) and the matrixes \( A_1, A_2, A_3 \) are constant. A general optimal control software package Miser3.2 [41, 43] was also developed based on the method of the control parameterization and the control parameterization enhancing transform.

In the following subsections we present a general literature review of several important static and dynamic optimization problems arising in different areas.
1.1 Semiconductor Device Design

The fundamental behavior of semiconductor devices is governed by a coupled system of nonlinear second-order partial differential equations (PDEs) ([107]). This system consists of a Poisson equation and two current continuity equations. Early work in the numerical solution of these PDEs includes Gummel ([37]) and De Mari ([23, 24]). Since the coefficient functions and the unknowns of the equations vary by several orders of magnitude in some small subregions of a device, the application of classical discretisation methods may cause unacceptable errors unless impractically, fine meshes which require an enormous amount of computer resources are used. Numerical solution of the PDEs has become practical since Scharfetter and Gummel (1969) proposed a one-dimensional discretisation method for these equations (cf.[88]). The method was also proposed independently by Allen and Southwell (cf. [2]). The existence of the solution to these PDEs is proved by Mock et al (cf. [70, 71, 55]) under some restrictions. The proofs are based on Schauder's fixed principle (cf. [30]). The uniqueness of the solution to these PDEs is proved when the applied biases $V$ are sufficiently small (cf. for example, [55]). To solve these nonlinear PDEs, a typical way is to apply the Newton-like method (cf. [76]), or a modified Newton-like method called the damped Newton method to this system. A popular decoupling method for solving these PDEs is Gummel's method, introduced by Gummel (cf. [37]), which also has a modification (cf. [90]). However, when the recombination term $R$ is sufficiently large Gummel's method may fail to converge. To overcome this difficulty, Seidman and Choo proposed their algorithm (cf. [89]). Using Gummel's method [37] and Newton's method [76] we can decouple and linearize these PDEs so that at each iteration step we have to solve a set of three linear equations of the form

\[-\nabla \cdot (a(x)\nabla u) + G(x)u = F(x) \quad \text{in} \quad \Omega\]

\[u|_{\partial \Omega_D} = \gamma(x), \quad \nabla u \cdot n|_{\partial \Omega_N} = 0\]
where \( \Omega \subset \mathbb{R}^m \) (\( m = 1, 2, 3 \)), \( \partial \Omega = \partial \Omega_D \cup \partial \Omega_N \) is the boundary of \( \Omega \).
\( \partial \Omega_D \cap \partial \Omega_N = \emptyset \), \( \mathbf{n} \) denotes the unit outward normal vector on \( \partial \Omega \), \( G \in C^0(\overline{\Omega})H^1(\Omega), F \in L^2(\Omega) \). Over the last twenty years, some efficient and stable discretisation schemes (cf. [63, 65, 66, 67, 68, 69, 109, 110, 29]) and meshing techniques (cf. [64]) have been developed for the above equations.

The conventional computer-aided design cycle of a semiconductor device is as follows: given physical parameters and dimensions of a device, find the voltage–current \((V - I)\) characteristic curve of the device by numerically solving the above set of nonlinear partial differential equations [110]. If the result does not match the required characteristic curve well enough, modify the parameters and resolve the problem. This design approach is time-consuming because the choice of the parameters is empirical. In this thesis, we will address this problem in a different way. More specifically the problem is posed as the following optimization problem: Given an ideal \( V - I \) characteristic curve \( J_q(v) \), find physical and geometric parameters such that the \( V - I \) characteristic curve of the device matches the ideal characteristic curve optimally with reference to a specified performance criterion.

### 1.2 Numerical Integration

Integration plays a key role in many areas of science, engineering and economics. Since most of the integrals encountered in real-world problems cannot be evaluated exactly, numerical approximations of these integrals by some quadrature or cubature rules are normally sought in practice. Thus, efficient numerical methods are crucial. Numerical integration is one of the oldest problems in mathematics which can be traced back to the era of Archimedes. It is used to obtain approximate solutions of many real-world problems. Many results on the construction of quadrature and cubature rules are now available in the literature. For example, see [20] and [28]. Some quadrature rules with minimal error norm have also been developed using interpolation (cf. [111]). In [21] and [78], adaptive schemes are obtained for numerical integration, where a typical
approach is to initially evaluate the integral numerically by a quadrature rule on a uniform partition. Then, estimate the error bound for the numerical integral on each subinterval, use the maximum error to refine the partition uniformly, and subsequently evaluate the integral numerically on the corresponding new partition. This process is repeated until the maximum error is smaller than a given tolerance. Although this approach is efficient, neither the initial mesh nor each of the subsequent refined meshes is optimal. In this thesis, the partition points of the numerical integration are taken to be decision variables, a grid set with a fixed number of vertices is to be obtained such that the error between the numerical integral using a given quadrature rule and the exact integral is minimized.

1.3 Multiple Characteristic Time Constraints

Consider a process described by the following system of nonlinear differential equations defined on $[0,T]$.

\[
\begin{align*}
\dot{x}(t) &= f(t, x(t), u(t), z(t)), \\
x(0) &= x^0
\end{align*}
\]

where $T$ is a fixed terminal time, $x = [x_1, \cdots, x_n]^T \in \mathbb{R}^n$, $u = [u_1, \cdots, u_m]^T \in \mathbb{R}^m$ and $z = [z_1, \cdots, z_p]^T \in \mathbb{R}^p$ are, respectively, state, control, and system parameters, while $f = [f_1, \cdots, f_n]^T \in \mathbb{R}^n$ is a continuously differentiable function with respect to all its arguments, and $x^0$ is a given vector.

Let $a_i$ and $b_i$, $i = 1, \cdots, s$, $c_i$ and $d_i$, $i = 1, \cdots, m$, be fixed constants. Define

\[
Z = \{ z = [z_1, \cdots, z_r]^T \in \mathbb{R}^r : a_i \leq z_i \leq b_i, \; i = 1, \cdots, r \}
\]

\[
U = \{ u = [u_1, \cdots, u_m]^T \in \mathbb{R}^m : c_i \leq u_i \leq d_i, \; i = 1, \cdots, m \}
\]

Any Borel measurable function $u : [0, T] \rightarrow U$ is called an admissible control. Let $\mathcal{U}$ be the class of all admissible controls. For each $(u, z) \in \mathcal{U} \times Z$, let $x(\cdot|u, z)$ denote the corresponding solution of the system (1.3.1)-(1.3.2).
We now state the canonical optimal control problem as follows:

Given the system (1.3.1) – (1.3.2), find a \((u, z) \in U \times Z\) such that the cost function

\[
g_0(u, z) = \phi_0(x(T|u, z)) + \int_0^T \mathcal{L}_0(t, x(t|u, z), u(t)) dt,
\]

(1.3.3)
is minimized subject to the equality constraints:

\[
g_i(u, z) = \phi_i(x(\tau_i|u, z)) + \int_0^{\tau_i} \mathcal{L}_0(t, x(t|u, z), u(t)) dt = 0, \quad i = 1, \cdots, N_e,
\]

(1.3.4)
and the inequality constraints:

\[
g_i(u, z) = \phi_i(x(\tau_i|u, z)) + \int_0^{\tau_i} \mathcal{L}_0(t, x(t|u, z), u(t)) dt \geq 0, \quad i = N_e, \cdots, N,
\]

(1.3.5)

where \(\phi_i, \quad i = 0, 1, \cdots, N\), and \(\mathcal{L}_i, i = 0, 1, \cdots, N\), are given real valued functions; and \(\tau_i \leq T\) is referred to as the characteristic time for the \(i\)th constraint with \(\tau_0 = T\) by convention. The terminal terms of the objective function (1.3.3) and the constraints (1.3.4) and (1.3.5) depend only upon the state vector evaluated at single points \(\tau_i\).

The concept of multiple characteristic time (MCT) constraints, which are constraints that depend upon the state vector specified at two or more discrete time-points, is introduced in [56].

MCT constraints are encountered in many real-world problems (see, [56]). For example, the constraints \(g_i = x(\tau_1) - x(\tau_2) \geq 0\), where \(0 < \tau_1 < \tau_2\), and \(\tau_1\) and \(\tau_2\) are characteristic time, is a simple MCT constraint.

MCT constraints also arise through a technique called constraint transcription (cf. Section 3.7 of [56], and [44]). This is a method for reducing a large number of constraints to a single equivalent constraint.

In [56] the control parameterization technique is extended to problems that have MCT constraints. Some convergence results are established, and the gradient formulae are constructed for the MCT constraints. It is proved that the constraint transcription technique can be applied to optimal control problems that have a set of MCT constraints.
1.4 Optimal Feedback Control

For many optimal control problems in engineering, management and finance, feedback controls are much preferred solutions in comparison with open-loop solutions. This is because an optimal feedback control provides the optimal trajectory from an arbitrary initial condition in a set, and is robust in the presence of system noise and parameter variation. Because of its importance, construction of feedback controls has been discussed for many years. For problems with a linear dynamical systems and a quadratic performance index, a genuine optimal control law can be derived [3, 46]. Techniques for constructing optimal controls are also available in the literature for nonlinear problems with a special structure (cf. [7, 97]). However, finding the optimal feedback control for a general non-linear problem is extremely difficult.

Recently, several methods based on neural networks have been proposed in [74, 33, 34] for approximating optimal feedback controllers. Although the methods are promising, the performance of a feedback control obtained from these methods is very much dependent on the structure and the size of the neural network used. The choice of network structure is by large through trial and error experience, which can be rather time-consuming. More recently, an iterative multivariate interpolation method is proposed in [49, 83]. In this approach, several open-loop optimal control trajectories using different initial conditions are first computed, and then a spline interpolation is constructed using these scattered data to provide the optimal feedback control. One problem associated with this approach is that although the initial conditions are chosen uniformly in the state space, the trajectories of the open-loop solutions may shrink up as time steps forward. Thus, extra open-loop control problems need to be solved to cover the regions which have no or unpractically few data from the previous iteration. The efficiency of this approach depends strongly on the problem solved. Furthermore, the number of the partition points grows exponentially as the number of dimensions of the state variables increases. Thus, this approach is only applicable to problems of low dimensions.
In this thesis the optimal feedback control is approximated by a linear combination of the 3rd order B-spline basis functions constructed on a partition in state and time spaces. Furthermore, the partition points are also taken to be decision variables. Once an initial condition is selected, the resulting optimal control problem is an optimal parameter selection problem. The optimal control obtained is represented by a linear combination of the 3rd order B-spline with optimal coefficients and optimal partition points. This control is a function of state and time.
Chapter 2

A Finite Dimensional Parameter Estimation Problem in Semiconductor Device Design

2.1 Introduction

The electrical behavior of a semiconductor device is governed by the following system of nonlinear second-order elliptic equations ([90], [107], Chapter 2 of [63], and Chapter 2 of [55])

\[ \nabla \cdot (\varepsilon \nabla \psi) = q(n - p - N), \]  
(2.1.1)

\[ \nabla \cdot J_n - q \frac{\partial n}{\partial t} = qR(\psi, n, p), \]  
(2.1.2)

\[ \nabla \cdot J_p + q \frac{\partial p}{\partial t} = -qR(\psi, n, p), \]  
(2.1.3)

in \( \Omega \subset \mathbb{R}^m \) (\( m = 1, 2, 3 \)) with appropriate boundary conditions, where \( J_n \) and \( J_p \) are, respectively, the electron and hole current densities, defined by

\[ J_n = q(D_n \nabla n - \mu_n n \nabla \psi), \]  
(2.1.4)

\[ J_p = -q(D_p \nabla p + \mu_p p \nabla \psi). \]  
(2.1.5)

Here \( \psi \) is the electrostatic potential, \( n \) is the electron concentration, \( p \) is the hole concentration, \( N = N_D - N_A \) denotes the doping function where \( N_D \) and \( N_A \) are the donor and acceptor concentrations respectively, \( R \) denotes the recombination/generation rate which is assumed to be monotone with respect to \( n \) and \( p \), \( q \) is the electronic charge, \( \varepsilon = \varepsilon_0 \varepsilon_\delta \) is the permittivity of the medium.
which is positive and bounded away from zero, and $\varepsilon_s$ is the relative permittivity depending on materials. In (2.1.4)-(2.1.5), $\mu_n$, $\mu_p$ are electron and hole mobilities respectively, and $D_n$ and $D_p$ are diffusion coefficients of electron and hole respectively. For these quantities, we assume that the Einstein’s relationship holds:

$$D_n = \frac{kT}{q} \mu_n, \quad D_p = \frac{kT}{q} \mu_p$$

where $T$ is the absolute temperature and $k$ is the Boltzmann’s constant.

In this thesis, we are only concerned with the stationary problem, i.e. $\frac{\partial n}{\partial t} = 0$ in (2.1.2–2.1.3).

We now derive the boundary conditions for (2.1.1–2.1.5). Assume that the boundary $\partial\Omega$ of the device region $\Omega$ is polygonal or polyhedral, and let $\partial\Omega_D \subset \partial\Omega$ denote the union of all contacts (i.e. terminals of a device) and $\partial\Omega_N$ the part of boundary such that

$$\partial\Omega_D \cup \partial\Omega_N = \partial\Omega, \quad \partial\Omega_D \cap \partial\Omega_N = \emptyset.$$

On the boundary $\partial\Omega_N$, we assume that all the outward normal derivatives vanish, i.e.

$$\nabla \psi \cdot \mathbf{n} = \nabla n \cdot \mathbf{n} = \nabla p \cdot \mathbf{n} = 0 \quad \forall x \in \partial\Omega_N$$

where $\mathbf{n}$ denotes the unit outward normal vector along the boundary $\partial\Omega_N$. Under this assumption, there is no current flowing out of $\partial\Omega_N$. The current flowing in or out of a terminal $c \in \partial\Omega_D$ is given by

$$I = \int_c (J_n + J_p) \cdot \mathbf{n} ds$$

where $\mathbf{n}$ denotes the outward unit normal vector of $\partial\Omega_D$.

The portion $\partial\Omega_D$ is usually composed of three kinds of contacts: ohmic contact, Schottky contact and interface to insulation material.

For the sake of convenience, we only derive the boundary condition on the ohmic contacts. For the boundary conditions of Schottky contacts and the interfaces to insulation material, we refer to [90] and [55].
An ohmic contact has a negligible contact resistance relative to the bulk or spreading resistance of the semiconductor. It does not perturb the device performance significantly ([95]). Therefore, thermal equilibrium and charge neutrality are usually assumed on an ohmic contact; i.e. for any ohmic contact $C \subset \partial \Omega_D$, we have

$$np = n_i^2$$  \hspace{1cm} (2.1.7)  

$$n - p - N = 0$$  \hspace{1cm} (2.1.8)

for all $x \in C$, where $n_i$ is the intrinsic density.

One formula of $n_i$ given by Alder et al (see. [1]) is

$$n_i = 3.88 \times 10^{16}T^{1.5}\exp\left(-\frac{7.00 \times 10^4}{T}\right).$$

There are some other formulas for $n_i$ such as Slotboom and De Graaff (see. [92]). Solving (2.1.7–2.1.8) we get

$$n|_C = \frac{N}{2} + \left[\left(\frac{N}{2}\right)^2 + n_i^2\right]^{\frac{1}{2}}, \hspace{1cm} p|_C = \frac{n_i^2}{n} \text{ if } N > 0  \hspace{1cm} (2.1.9)$$

$$p|_C = -\frac{N}{2} + \left[\left(\frac{N}{2}\right)^2 + n_i^2\right]^{\frac{1}{2}}, \hspace{1cm} n|_C = \frac{n_i^2}{p} \text{ if } N < 0.  \hspace{1cm} (2.1.10)$$

If we introduce the quasi–Fermi potentials $\phi_n$ and $\phi_p$ such that

$$n = n_i\exp\left(\frac{q(\psi - \phi_n)}{kT}\right)$$

$$p = n_i\exp\left(\frac{q(\phi_p - \psi)}{kT}\right)$$

then we have

$$\psi = \phi_n + \frac{kT}{q}\ln\left(\frac{n}{n_i}\right) = \phi_p - \frac{kT}{q}\ln\left(\frac{p}{n_i}\right).$$  \hspace{1cm} (2.1.11)

Since an ohmic contact supplies the required current with a voltage drop that is sufficiently small compared with the drop across the active region of the device (cf. p304, [95]), the quasi–Fermi potentials are assumed to be constant at an ohmic contact and are equal to the bias applied on the contact (cf. p21 of [45]). Therefore from (2.1.9), (2.1.10) and (2.1.11) we know that $\psi$ is also constant at any contact. Thus, at an ohmic contact $C \subset \partial \Omega_D$ we obtain

$$\psi|_C = V_C + \frac{kT}{q}\ln\left(\frac{n|_C}{n_i}\right) = V_C - \frac{kT}{q}\ln\left(\frac{p|_C}{n_i}\right)$$
where $V_C$ denotes the bias applied on $C$.

To summarize, the stationary behavior of semiconductor devices is governed by the following system of PDEs:

\begin{align}
\nabla \cdot (\varepsilon \nabla \psi) &= q(n - p - N), \\
\nabla \cdot (D_n \nabla n - \mu_n n \nabla \psi) &= R(\psi, n, p), \\
\nabla \cdot (D_p \nabla p + \mu_p p \nabla \psi) &= R(\psi, n, p) = 0,
\end{align}

with boundary conditions

\begin{align}
\psi|_{\partial \Omega_D} &= \gamma_1(x), \quad n|_{\partial \Omega_D} = \gamma_2(x), \quad p|_{\partial \Omega_D} = \gamma_3(x),
\end{align}

and

\begin{align}
\nabla \psi \cdot n|_{\partial \Omega_N} = \nabla n \cdot n|_{\partial \Omega_N} = \nabla p \cdot n|_{\partial \Omega_N} = 0
\end{align}

where $\gamma_i(x)$ ($i = 1, 2, 3$) are known functions defined on $\partial \Omega_D$ which are usually piecewise constant.

### 2.1.1 The Physical Parameters

The mobilities $\mu_n$ and $\mu_p$ are usually functions of $n$, $p$, $N_A$, $N_D$ and the electric field $E$. For the sake of simplicity, we assume that the mobilities are constant in $\Omega$ given by

\begin{align}
\mu &= \mu_n^0 \left(\frac{T}{300K}\right)^{-\gamma_n} \\
\mu_p &= \mu_p^0 \left(\frac{T}{300K}\right)^{-\gamma_p}
\end{align}

where $\mu_n^0$, $\mu_p^0$, $\gamma_n$ and $\gamma_p$ are constants determined by experiment, and $T$ is the absolute temperature.

The recombination–generation $R$ usually consists of three parts (cf [45, 71, 90]), i.e.

\begin{align}
R = R_{SRH} + R_{Aug} - G
\end{align}

The first term is Shockley–Read–Hall type recombination given by

\begin{align}
R_{SRH} = \frac{np - n_i^2}{\tau_n(p + n_i)(np - n_i^2)}
\end{align}
where $\tau_n$ and $\tau_p$ are the lifetimes for electrons and holes respectively, which typically lie in the range from 100ns to 5$\mu$s. The term $R_{Aug}$ is the net Auger recombination rate given by

$$R_{Aug} = (C_n n + C_p p)(n p - n_i^2)$$

where $C_n$ and $C_p$ are constants in $\Omega$. The last term $G$ is the generation by the impact ionisation and is of the form:

$$G = \frac{1}{q}(\alpha_n |J_n| + \alpha_p |J_p|)$$

where $\alpha_n$, $\alpha_p$ are ionisation rates given by (cf. [45, 81]):

$$\alpha_n = A_n \exp \left[ - \left( \frac{E_n^{crit}}{|E|} \right) \beta_n \right]$$

$$\alpha_p = A_p \exp \left[ - \left( \frac{E_p^{crit}}{|E|} \right) \beta_p \right]$$

Here $A_n$, $A_p$, $E_n^{crit}$, $E_p^{crit}$, $\beta_n$ and $\beta_p$ are constants. Obviously $\alpha_n$ and $\alpha_p$ strongly depend on the electric field $E$.

Among the three types of recombination–generation rates, $R_{SRH}$ is the most fundamental one. $R_{Aug}$ becomes dominant as the carrier concentrations increase. $G$ is assumed to be present only in a high electric field. In practice, we take account of $G$ if at least one junction is reversed biased. When the condition of thermal equilibrium holds, we have $R = 0$. Therefore, we assume $R = 0$ when conditions are close to thermal equilibrium.

The constants mentioned above are listed in Table 2.1.1

### 2.1.2 Scaling

The ranges of value of the solutions to (2.1.12–2.1.16) lie in a very large interval. The solution $n$ and $p$ may change by many orders of magnitudes in a small subregion of $\Omega$. Therefore, we usually scale (2.1.12–2.1.16) before solving them numerically so that the solutions of the scaled equations behave more moderately in $\Omega$. This procedure can be fulfilled by the following transformations:

1. $x \rightarrow \frac{x}{l_0}, \quad x \in \Omega$
<table>
<thead>
<tr>
<th>Constant</th>
<th>Value</th>
<th>Constant</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>( q )</td>
<td>( 1.6 \times 10^{-10} )</td>
<td>( C_n )</td>
<td>( 7 \times 10^{-32} \text{cm}^5 \text{s}^{-1} )</td>
</tr>
<tr>
<td>( \varepsilon_0 )</td>
<td>( 8.86 \times 10^{-14} \text{F/cm} )</td>
<td>( C_p )</td>
<td>( 10^{-32} \text{cm}^6 \text{s}^{-1} )</td>
</tr>
<tr>
<td>( k )</td>
<td>( 1.38 \times 10^{-23} \text{J/K} )</td>
<td>( A_n )</td>
<td>( 10^5 \text{cm}^{-1} )</td>
</tr>
<tr>
<td>( \mu_0^0 )</td>
<td>( 1448 \text{cm}^2 \text{V}^{-1} \text{s}^{-1} )</td>
<td>( \Lambda_p )</td>
<td>( 1.5 \times 10^6 \text{cm}^{-1} )</td>
</tr>
<tr>
<td>( \mu_p^0 )</td>
<td>( 437 \text{cm}^2 \text{V}^{-1} \text{s}^{-1} )</td>
<td>( E_{\text{crit}} )</td>
<td>( 1.4 \times 10^6 \text{V/cm} )</td>
</tr>
<tr>
<td>( \gamma_n )</td>
<td>2.33</td>
<td>( E_{\text{crit}} )</td>
<td>( 1.8 \times 10^6 \text{V/cm} )</td>
</tr>
<tr>
<td>( \gamma_p )</td>
<td>2.33</td>
<td>( \beta_n )</td>
<td>1</td>
</tr>
<tr>
<td>( \tau_n )</td>
<td>( 4 \times 10^{-5} \text{s} )</td>
<td>( \beta_p )</td>
<td>1</td>
</tr>
<tr>
<td>( \tau_p )</td>
<td>( 2 \times 10^{-5} \text{s} )</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 2.1.1: Typical values of physical constants

<table>
<thead>
<tr>
<th>Quality</th>
<th>Symbol</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>( x )</td>
<td>( l_0 )</td>
<td>( \sqrt{\varepsilon k T/(q^2 n_i)} )</td>
</tr>
<tr>
<td>( n, p, N, n_i )</td>
<td>( N_0 )</td>
<td>( n_i )</td>
</tr>
<tr>
<td>( \mu_n, \mu_p )</td>
<td>( \mu_0 )</td>
<td>( D_0/\psi_0 )</td>
</tr>
<tr>
<td>( J_n, J_p )</td>
<td>( q D_0 N_0/l_0^2 )</td>
<td>( D_n, D_p )</td>
</tr>
<tr>
<td>( \psi )</td>
<td>( D_n, D_p )</td>
<td>( R )</td>
</tr>
<tr>
<td>( \psi_0 )</td>
<td>( \psi_0 )</td>
<td>( \lambda^2 )</td>
</tr>
<tr>
<td>( k T/q )</td>
<td>( 1 \text{cm}^2 \text{s}^{-1} )</td>
<td>( D_0 N_0/l_0^2 )</td>
</tr>
</tbody>
</table>

Table 2.1.2: De Mari scaling factors

2. \( \psi \rightarrow \frac{\psi}{\psi_0} \)

3. \( n \rightarrow \frac{n}{N_0}, \quad p \rightarrow \frac{p}{N_0}, \quad N \rightarrow \frac{N}{N_0} \)

4. \( D_n \rightarrow \frac{D_n}{D_0}, \quad D_p \rightarrow \frac{D_p}{D_0}, \quad \mu_n \rightarrow \frac{\mu_n \psi_0}{D_0}, \quad \mu_p \rightarrow \frac{\mu_p \psi_0}{D_0} \)

where \( l_0, \psi_0, D_0 \) and \( \mu_0 \) are scaling factors. De Mari (cf. [23]) presented a set of scaling factors as listed in Table 2.1.2. Another choice of the scaling factors, called singular perturbation scaling factors, was introduced by Vasileleva and Butuzov (cf. [108]) and further developed by Markovich et al (cf. [54]). Under this scaling the equations are singularly perturbed. These scaling factors are listed in Table 2.1.3.

After scaling, (2.1.12)–(2.1.16) become the following set of equations:

\[
\lambda^2 \nabla^2 \psi = n - p - N, \tag{2.1.17}
\]

\[
\nabla \cdot (\nabla n - n \nabla \psi) = R(\psi, n, p), \tag{2.1.18}
\]

\[
\nabla \cdot (\nabla p + p \nabla \psi) = R(\psi, n, p) \tag{2.1.19}
\]
<table>
<thead>
<tr>
<th>Quality</th>
<th>Symbol</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$x$</td>
<td>$l_0$</td>
<td>diameter ($\Omega$)</td>
</tr>
<tr>
<td>$\psi$</td>
<td>$\psi_0$</td>
<td>$kT/q$</td>
</tr>
<tr>
<td>$n, p, N, n_i$</td>
<td>$N_0$</td>
<td>$\max_{x \in \Omega}</td>
</tr>
<tr>
<td>$D_n, D_p$</td>
<td>$D_0$</td>
<td>$\max_{x \in \Omega}(D_n(x), D_p(x))$</td>
</tr>
<tr>
<td>$\mu_n, \mu_p$</td>
<td>$\mu_0$</td>
<td>$D_0/\psi_0$</td>
</tr>
<tr>
<td>$R$</td>
<td>$D_0 N_0/l_0^2$</td>
<td>$q D_0 N_0/l_0^3$</td>
</tr>
<tr>
<td>$J_n, J_p$</td>
<td>$\lambda^2$</td>
<td>$\varepsilon \psi_0/(l_0^2 q N_0)$</td>
</tr>
</tbody>
</table>

Table 2.1.3: Singular perturbation scaling factors

with boundary conditions

$$
\psi|_{\partial \Omega_D} = \gamma_1(x), \quad n|_{\partial \Omega_D} = \gamma_2(x), \quad p|_{\partial \Omega_D} = \gamma_3(x),
$$

(2.1.20)

and

$$
\nabla \psi \cdot n|_{\partial \Omega_N} = \nabla n \cdot n|_{\partial \Omega_N} = \nabla p \cdot n|_{\partial \Omega_N} = 0
$$

(2.1.21)

where $\gamma_i(x)$ ($i = 1, 2, 3$) are scaled forms of $\gamma_i(x)$ ($i = 1, 2, 3$) defined on $\partial \Omega_D$.

### 2.1.3 The Finite Dimensional Parameter Estimation Problem

A typical 2D $p$-$n$ diode with two ohmic contacts is depicted in Figure 2.1.1 where the interior curve, called the $p$-$n$ junction, represents the interface of the $p$ and $n$ regions. We denote this curve by $C$. In the rest of this chapter, we assume that the doping function $N$ is a step function of the form

$$
N = \begin{cases} 
a & \text{in } p\text{-region} 
-b & \text{in } n\text{-region}
\end{cases}
$$

(2.1.22)

where $a$ and $b$ are constants in the range from $10^{10}$ to $10^{20}$. Note that $N$ is also a function of the $p$-$n$ junction $C$. Given $N$, the dimensions of a device and the applied bias $V$, we can solve (2.1.17)–(2.1.21) numerically using an appropriate numerical method and then evaluate the terminal current $I(v)$ flowing in or out of the device (cf. [65, 66]). The problem can be solved for various biases $V$ to obtain the $V$-$I$ characteristic for a given device.
In the conventional design cycle of a device, the above process will be repeated using different doping functions $N$ and different geometries until the $V-I$ characteristic matches the required one within a given error range. This approach is time-consuming, because after each iteration in the design cycle, the new values of the parameters to be used in the next iteration are chosen empirically from previous experience which may be far away from the optimal choice. In this chapter the problem is posed as the following optimization problem: given an ideal $V-I$ characteristic curve $I_p(v)$, find some physical and/or geometric parameters such that the $V-I$ characteristic of the device matches the ideal one optimally with respect to a specified performance criterion. This problem is formulated as a nonlinear optimization problem, and the cost function of the problem consists of two competing quadratic terms with penalty parameters. By a judicious choice of these parameters, one can balance the competing costs. Various existing efficient numerical methods are proposed for the numerical solution of this nonlinear optimization problem. Due to the large variations in the parameters and in the solutions to the semiconductor device equations, the Jacobian of the optimization problem is ill-conditioned. To overcome this difficulty, a scaling technique is proposed to balance the entries of the Jacobian so that the problem is numerically stable. This approach is applied to
some test problems and all the numerical results confirm the usefulness of the approach. To our best knowledge, this approach has not been used in semiconductor device design, though, in practice, it will dramatically reduce the time required in the design cycle of a semiconductor device.

2.2 The Formulation of the Problem

We consider the formulation of the semiconductor device parameter design. For simplicity we assume hereafter that the geometry of a device is rectangular or brick, and thus the device region is \( \Omega = [0, L_x] \times [0, L_y] \) in two dimensions or \( \Omega = [0, L_x] \times [0, L_y] \times [0, L_z] \) in three dimensions. We also assume that the p-n junction of the device consists of line segments or facets parallel to one of the axes. In this case, the p-n junction is uniquely determined by its intercept on each of the axes in the interval \([0, L_x], [0, L_y] \) or \([0, L_z] \). Let \( c_x \) denote the ratio of the intercept on the x-axis and \( L_x \), \( c_y \) the ratio of the intercept on the y-axis and \( L_y \), and \( c_z \) the ratio of the intercept on the z-axis and \( L_z \). Then, the p-n junction is uniquely determined by \( c_x, c_y \) and \( c_z \). Using this notation, we formulate the above parameter selection problem in semiconductor design as the following optimization problem:

**Problem 2.1:** given an ideal V-I characteristic function \( I_g(v) \) on \([0, V_{\text{max}}] \), find the doping parameters \( a, b \), and the geometrical parameters \( L_x, L_y, L_z, c_x, c_y \) and \( c_z \) such that

\[
F(a, b, c_x, c_y, c_z, L_x, L_y, L_z) = \alpha \int_0^{V_{\text{max}}} (I(v) - I_g(v))^2 dv + \beta (L_x^2 + L_y^2 + L_z^2)
\]

is minimized subject to the bound constraints.
\[ 10^{10} \leq a \leq 10^{20}, \quad (2.2.1) \]
\[ 10^{10} \leq b \leq 10^{20}, \quad (2.2.2) \]
\[ c_x^{\min} \leq c_x \leq c_x^{\max}, \quad (2.2.3) \]
\[ c_y^{\min} \leq c_y \leq c_y^{\max}, \quad (2.2.4) \]
\[ c_z^{\min} \leq c_z \leq c_z^{\max}, \quad (2.2.5) \]
\[ L_x^{\min} \leq L_x \leq L_x^{\max}, \quad (2.2.6) \]
\[ L_y^{\min} \leq L_y \leq L_y^{\max}, \quad (2.2.7) \]
\[ L_z^{\min} \leq L_z \leq L_z^{\max}, \quad (2.2.8) \]

where \( L_x, L_y \) and \( L_z \) are the length, width and height of the device, \( c_x, c_y \) and \( c_z \) are the ratios defined before, \( \alpha, \beta \) are two positive constants, and \( I \) is the terminal current.

This is a continuous least squares problem and the cost function \( F \) contains two competing performance criteria. This is because \( L_x = L_y = L_z = 0 \) is the obvious optimal solution for the second term of the cost. Thus, we need to choose \( \alpha \) and \( \beta \) properly to balance the two terms in \( F \). In practice, Problem 2.1 can be approximated by taking a set of appropriate sampling points \( v_i, i = 1, 2, \cdots, m, \) in \([0, V_{\max}]\), leading to

**Problem 2.2:** Given an ideal V-I characteristic function \( I_g(v) \) on \([0, V_{\max}]\), find the doping parameters \( a, b \), and the geometrical parameters \( c_x, c_y, c_z, L_x, L_y, L_z \) such that

\[ E(\theta) = (I - I_g)^T A (I - I_g) + \beta (L_x^2 + L_y^2 + L_z^2) \quad (2.2.9) \]

is minimized subject to (2.2.1)–(2.2.8), where

\[ I = (I(v_1, \theta), I(v_2, \theta), \ldots, I(v_m, \theta)), \]
\[ I_g = (I_g(v_1), I_g(v_2), \ldots, I_g(v_m)), \]
\[ \theta = (a, b, c_x, c_y, c_z, L_x, L_y, L_z) \]

and \( A = \text{diag}(\alpha_i) \) is a diagonal matrix.
Here $\alpha_i > 0$ ($i = 1, 2, \ldots, m$) and $\beta > 0$ are weights to be chosen later.

Problem 2.2 is a nonlinear optimization problem with only bound constraints. The nonlinear differential equations (2.1.17)-(2.1.19) do not appear explicitly in the formulation, but the current $I$ depends on these equations through the expression (2.1.6). The dependence of the cost function on the parameter $\theta$ and the applied bias $v$ is complicated, and thus the solvability of Problem 2.2 is theoretically difficult. (Even the solvability of the nonlinear PDE system (2.1.17)-(2.1.19) is still an open problem unless under some restrictive assumptions (cf., for example, [54])). However, from our computational experience, Problem 2.2 is computable, though local minima may exist, as will be seen in Section 2.4.

2.3 The Numerical Methods

We now consider the numerical solution of Problem 2.2.

Starting from an initial guess $\theta_0$, Problem 2.2 can be solved iteratively. At each step an increment $\delta \theta_i$ is calculated such that

$$E(\theta_i + \delta \theta_i)$$

is minimized with respect to $\delta \theta_i$, where $\theta_i$ and $\delta \theta_i$ are the $i$-th approximation and $i$-th increment of $\theta$ respectively. The iterative procedure continues until the relative error $\|I - I_0\|_2 / \|I_0\|_2$ and the change in $(L_x, L_y, L_z)$ in the Euclidean norm $\|L\|_2$ between two consecutive iterations are smaller than a given tolerance.

The Gauss-Newton Method

To calculate the increment $\delta \theta_i$ at each step, the Gauss-Newton Method is used. Let

$$\bar{I} = (I(v_1, \theta), I(v_2, \theta), \ldots, I(v_m, \theta), L_x, L_y, L_z)^T,$$

$$\bar{I}_g = (I_g(v_1), I_g(v_2), \ldots, I_g(v_m), 0, 0, 0)^T,$$

$$B = \text{diag}(\alpha_1, \ldots, \alpha_m, \beta, \beta, \beta).$$
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Then

\[ E(\theta) = (\vec{I} - \vec{I}_g)^T B (\vec{I} - \vec{I}_g). \]

Let \( \vec{I}^i = \vec{I}(\theta_i) \), then Taylor's formula for vector valued functions gives

\[ \vec{I} = \vec{I}^i + J_i \delta \theta_i + \frac{1}{2} \{ \delta \theta_i^T G_1 \delta \theta_i, \ldots, \delta \theta_i^T G_{m+2} \delta \theta_i \}^T \]  \hspace{1cm} (2.3.1)

where

\[
J_i = \begin{pmatrix}
\frac{\partial I(v_1)}{\partial a_i} & \frac{\partial I(v_1)}{\partial b_i} & \frac{\partial I(v_1)}{\partial c_{x_i}} & \frac{\partial I(v_1)}{\partial c_{y_i}} & \frac{\partial I(v_1)}{\partial L_{x_i}} & \frac{\partial I(v_1)}{\partial L_{y_i}} & \frac{\partial I(v_1)}{\partial L_{z_i}} \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
\frac{\partial I(v_m)}{\partial a_i} & \frac{\partial I(v_m)}{\partial b_i} & \frac{\partial I(v_m)}{\partial c_{x_i}} & \frac{\partial I(v_m)}{\partial c_{y_i}} & \frac{\partial I(v_m)}{\partial L_{x_i}} & \frac{\partial I(v_m)}{\partial L_{y_i}} & \frac{\partial I(v_m)}{\partial L_{z_i}} \\
0 & 0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 & 0 & 0 & 0
\end{pmatrix}
\]

and the matrix \( G_j \) denotes the Hessian of \( \vec{I}^j \) evaluated at \( \theta_i + r \delta \theta_i \) with \( 0 \leq r \leq 1 \).

Omitting the second order term in (2.3.1), we have

\[ \vec{I} = \vec{I}^i + J_i \delta \theta_i \]

when \( \delta \theta_i \) is small. Using this, \( E(\theta_i + \delta \theta_i) \) can be approximated by

\[
E(\theta_i + \delta \theta_i) = (\vec{I}^i + J_i \delta \theta_i - \vec{I}_g)^T B (\vec{I}^i + J_i \delta \theta_i - \vec{I}_g) \\
= (\vec{I}^i - \vec{I}_g)^T B (\vec{I}^i - \vec{I}_g) + (\vec{I}^i - \vec{I}_g)^T B J_i \delta \theta_i \\
+ (J_i \delta \theta_i)^T B (\vec{I}^i - \vec{I}_g) + (J_i \delta \theta_i)^T B (J_i \delta \theta_i).
\]

This is a quadratic form in \( \delta \theta_i \), and the minimum point \( \delta \theta_i^* \) of this quadratic function satisfies

\[ \nabla E(\theta_i + \delta \theta_i^*) = 0, \]

which leads to

\[ (J_i^T B J_i) \delta \theta_i^* = -J_i^T B (\vec{I} - \vec{I}_g). \]  \hspace{1cm} (2.3.2)

The solution to (2.3.2) defines the \( i \)-th search direction called the Gauss-Newton direction.
The Levenberg-Marquardt Method

From computational studies we see that the partial derivatives of the cost function $E$ with respect to the parameters $a$ and $b$ in the doping function are large when $a$ and $b$ are close to their lower bounds and small when $a$ and $b$ are close to their upper bound (see Figure 2.3.1). Thus, initial guesses for $a$ and $b$ are always chosen to be their lower bound $10^{10}$, and at the first few iterations, we also need to restrict the step size to avoid oscillations. Mathematically, this can be formulated as

$$
\begin{align*}
\min \quad & E(\theta_i + \delta\theta_i) \\
\text{subject to} \quad & (\delta\theta_i)^T(\delta\theta_i) \leq \Delta,
\end{align*}
$$

where $\Delta$ is a positive constant. The above inequality constraint can be added to the cost function to form

$$
\min E(\theta_i + \delta\theta_i) - \lambda\{\Delta - (\delta\theta_i)^T(\delta\theta_i)\}
$$

where $\lambda > 0$ is a penalty parameter called the Marquardt parameter. The optimal point $\delta\theta_i^*$ of this problem is given by

$$(J_i^TBJ_i + \lambda I)\delta\theta_i^* = -J_i^TB(\bar{I} - \bar{T}_g),$$
where \( I \) denotes the unit matrix. This method is called the Levenberg-Marquardt method (cf. [51, 53]) which is a combination of the Gauss-Newton Method and the Steepest Descent Method (cf. [82]). The Marquardt parameter \( \lambda \) can be chosen properly to avoid unbounded oscillation in the re-estimation procedure. The same technique can also be applied to the decision variables \( a \) and \( b \) in the original cost function (2.2.9). This yields a cost function

\[
\hat{E}(\theta) = (I - I_g)^T A (I - I_g) + \beta (L_x^2 + L_y^2 + L_z^2) + \gamma (a^2 + b^2)
\]

corresponding to (2.2.9).

Let

\[
\hat{I} = (I(v_1, \theta), I(v_2, \theta), \ldots, I(v_m, \theta), L_x, L_y, L_z, a, b)^T,
\]

\[
\hat{I}_g = (I_g(v_1), I_g(v_2), \ldots, I_g(v_m), 0, 0, 0, 0)^T,
\]

\[
\hat{B} = \text{diag}(\alpha_1, \ldots, \alpha_m, \beta, \beta, \beta, \gamma, \gamma).
\]

Then \( \hat{E}(\theta) \) can be rewritten as

\[
\hat{E}(\theta) = (\hat{I} - \hat{I}_g)^T \hat{B} (\hat{I} - \hat{I}_g).
\]

The corresponding Levenberg-Marquardt correction \( \delta\theta_i^* \) satisfies

\[
(\hat{J}_i^T \hat{B} \hat{J}_i + \lambda I) \cdot \delta\theta_i^* = -\hat{J}_i^T \hat{B} (\hat{I} - \hat{I}_g), \tag{2.3.3}
\]

where

\[
\hat{J}_i = \begin{pmatrix}
\frac{\partial I(v_1)}{\partial a_i} & \frac{\partial I(v_1)}{\partial b_i} & \frac{\partial I(v_1)}{\partial c_{i1}} & \frac{\partial I(v_1)}{\partial c_{i2}} & \frac{\partial I(v_1)}{\partial L_{x_i}} & \frac{\partial I(v_1)}{\partial L_{y_i}} & \frac{\partial I(v_1)}{\partial L_{z_i}} \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
\frac{\partial I(v_m)}{\partial a_i} & \frac{\partial I(v_m)}{\partial b_i} & \frac{\partial I(v_m)}{\partial c_{i1}} & \frac{\partial I(v_m)}{\partial c_{i2}} & \frac{\partial I(v_m)}{\partial L_{x_i}} & \frac{\partial I(v_m)}{\partial L_{y_i}} & \frac{\partial I(v_m)}{\partial L_{z_i}} \\
0 & 0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 \\
1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 & 0
\end{pmatrix}.
\]

Using the correction \( \delta\theta_i^* \), we update \( \hat{I} \) by

\[
\hat{I} = \hat{I}^i + \hat{J}_i \delta\theta_i^* \tag{2.3.4}
\]
The values of the elements in $\hat{J}_i$ may differ from each other by several orders of magnitudes. This may cause some stability problems in real computation. To avoid this, we scale $\hat{J}_i$ by a diagonal matrix $M$ with positive diagonal entries so that $\hat{J}_i$ has more balanced entries. The scaled equation corresponding to (2.3.3) is

$$(\hat{J}_i^T \hat{B} \hat{J}_i + \lambda I) \delta \hat{\theta}_i^* = -\hat{J}_i^T \hat{B} (\hat{I} - \hat{I}_g),$$

where

$$\hat{J}_i = J_i M \quad \text{and} \quad \delta \hat{\theta}_i^* = M^{-1} \delta \theta_i^*.$$  \hspace{1cm} (2.3.5)

The updating formula corresponding to (2.3.4) then becomes

$$\hat{I} = \hat{I} + \hat{J}_i \delta \hat{\theta}_i^*.$$  

We comment that all the partial derivatives in $\hat{J}_i$ are approximated by forward finite differences. More specifically,

$$\frac{\partial I(u_i, \theta)}{\partial \theta_j} \approx \frac{I(u_i, \theta + h \cdot e_j) - I(u_i, \theta)}{h},$$  \hspace{1cm} (2.3.6)

where $e_j$ is a unit vector and $h$ is a small positive increment.

We also comment that the above method is based on the assumption that the independent variables, $v = \{v_i, 1 \leq i \leq m\}$, do not contain any observation errors. This is because these variables are normally not obtained from an experimental observation. In the case that $v = \{v_i, 1 \leq i \leq m\}$ does contain observation errors, the Orthogonal Distance Regression method may be used, instead of the above Gauss-Newton or Levenberg-Marquardt method. For details of the Orthogonal Distance Regression method, we refer to [8].

**Gummel’s Method**

The solvability of the nonlinear system (2.1.17)–(2.1.19) in general is a long-standing open problem, but in the case that the $R = 0$ and the applied bias is close to zero, it can be shown that the system is uniquely solvable (cf., for example, [54]). In practice, this nonlinear system can be solved iteratively by Gummel’s method [37] defined as follows:
1. Given an initial value \((\psi^0, n^0, p^0)\) let \(k = 0\).

2. Solve the following system sequentially for \((\psi^{k+1}, n^{k+1}, p^{k+1})\)

\[
\nabla^2 \psi^{k+1} = n^k - p^k - N, \\
\nabla \cdot (\nabla n^{k+1} - n^{k+1} \nabla \psi^{k+1}) - R(\psi^{k+1}, n^k, p^k) = 0, \\
\n\nabla \cdot (\nabla p^{k+1} + p^{k+1} \nabla \psi^{k+1}) - R(\psi^{k+1}, n^{k+1}, p^k) = 0,
\]

with appropriate boundary conditions.

3. Test for convergence. If failed, increase \(k\) and repeat step 2.

In step 2 of the above algorithm we deal with equations of the form

\[
-\nabla \cdot (\nabla u - cu) + Gu = F \quad \text{in } \Omega \tag{2.3.7}
\]

\[
u|_{\partial \Omega_D} = 0, \quad (\nabla u - cu) \cdot n|_{\partial \Omega_N} = 0. \tag{2.3.8}
\]

This problem can be solved effectively by the exponentially fitted finite volume method proposed in [66] and [67]. We now give a brief account of this method in two dimensions.

**The Exponentially Fitted Finite Volume Scheme**

To discuss the exponential fitted finite volume scheme (cf. [65], [67]), we first define some meshes on \(\Omega\). Let \(T\) be any partition of \(\Omega\) by a set of triangles. Let \(X = \{x_i\}_1^N\) be the set of all vertices of \(T\) and \(E = \{e_i\}_1^M\) the set of edges of \(T\). Without loss of generality we assume that the nodes in \(X\) and the edges in \(E\) are numbered such that \(X' = \{x_i\}_1^{N'}\) and \(E' = \{e_i\}_1^{M'}\) are respectively the set of nodes in \(X\) not on \(\partial \Omega_D\) and the set of edges in \(E\) not on \(\partial \Omega_D\).

**DEFINITION 2.3.1.** \(T\) is a Delaunay mesh if, for every \(t \in T\), the circumcircle of the element contains no other vertices in \(X\) (cf. [22]).

We assume henceforth that \(T\) is a Delaunay triangulation.
Figure 2.3.2: Part of a Delaunay mesh $T$ and dual Dirichlet tessellation $D$.

Figure 2.3.3: Notation for edges and nodes.
DEFINITION 2.3.2. The Dirichlet tessellation \( D \), corresponding to the triangulation \( T \) is defined by \( D = \{ d_i \}_{i=1}^N \) where the tile

\[
d_i = \{ x \in \Omega : |x - x_i| < |x - x_j|, x_j \in X, j \neq i \}
\]

for all \( x_i \in X \) (cf. [25]).

We remark that for each \( x_i \in X \), the boundary \( \partial d_i \) of the tile \( d_i \) is the polygon having as its vertices the circumcentres of all triangles with common vertex \( x_i \). Each segment of \( \partial d_i \) is perpendicular to one of the edges sharing the vertex \( x_i \) (see Figure 2.3.2). The Dirichlet tessellation \( D \) is a polygonal mesh dual to the Delaunay mesh \( T \). For each \( i = 1, 2, \cdots, N' \), integrating (2.3.7) – (2.3.8) over \( d_i \) and applying Green’s formula to the first term we have

\[
- \int_{\partial d_i} (\nabla u - cu) \cdot \mathbf{n} ds + \int_{d_i} Gud\Omega = \int_{d_i} Fd\Omega.
\]

For \( i = 1, 2, \cdots, N' \), let \( u_i \) be the approximate value of \( u(x) \) at \( x_i \). Using the one-point quadrature rule we have from the above

\[
- \int_{\partial d_i} (\nabla u - cu) \cdot \mathbf{n} ds + G_i u_i |d_i| = F_i |d_i| \tag{2.3.9}
\]

where \( G_i = G(x_i) \) and \( F_i = F(x_i) \). We now consider the approximation of the first term in (2.3.9). Let \( I_i = \{ j : e_{i,j} \in E \} \) denote the index set of neighboring nodes of \( x_i \), where \( e_{i,j} \) denotes the edge joining \( x_i \) and \( x_j \), as shown in Figure 2.3.3. Since \( \partial d_i \) is polygonal and each of its sides is perpendicular to one of the edges joining \( x_i \), we have

\[
\int_{\partial d_i} (\nabla u - cu) \cdot \mathbf{n} ds = \sum_{j \in I_i} \left( \int_{l_{i,j}} (\nabla u - cu) \cdot \mathbf{e}_{i,j} ds \right). \tag{2.3.10}
\]

where \( l_{i,j} \) denotes the segment of \( \partial d_i \) perpendicular to the edge \( e_{i,j} \) and is oriented counterclockwise with respect to \( x_i \) (see Figure 2.3.3) and \( \mathbf{e}_{i,j} \) denotes the unit vector from \( x_i \) to \( x_j \). For any \( j \in I_i \) we now consider the two-point boundary value problem

\[
\nabla (\nabla u \cdot \mathbf{e}_{i,j} - c_{i,j} u) \cdot \mathbf{e}_{i,j} = 0 \quad \text{on} \quad e_{i,j} \tag{2.3.11}
\]

\[
u(x_i) = u_i, \quad u(x_j) = u_j \tag{2.3.12}
\]
where $c_{i,j}$ is a constant approximation to $c \cdot e_{i,j}$ on $e_{i,j}$. Solving this equation analytically we obtain

$$f_{i,j} \equiv \nabla u \cdot e_{i,j} - c_{i,j}u = \frac{1}{|e_{i,j}|} (B(c_{i,j}|e_{i,j}|)u_j - B(-c_{i,j}|e_{i,j}|)u_i)$$  \hspace{1cm} (2.3.13)

where $B(x)$ is the Bernoulli function defined by

$$B(x) = \begin{cases} \frac{x}{e^x - 1} & \text{if } x \neq 0, \\ 1 & \text{if } x = 0. \end{cases}$$  \hspace{1cm} (2.3.14)

Obviously $f_{i,j}$ defines a constant approximation to the integrand on the right side of (2.3.11). Furthermore the solution of (2.3.10) also defines a piecewise exponential approximation to the solution of (2.3.7) on $e_{i,j}$. Substituting (2.3.13) into (2.3.10) and the result into (2.3.9) we obtain

$$\sum_{j \in I_i} \frac{|e_{i,j}|}{|e_{i,j}|}(B(-c_{i,j}|e_{i,j}|)u_i - B(c_{i,j}|e_{i,j}|)u_j) + G_i u_i = F_i$$  \hspace{1cm} (2.3.15)

for all $i = 1, 2, \cdots, N'$. In matrix form, we have

$$(E + D)U = F$$

where $E$ and $D$ denote the matrices corresponding to, respectively, the first and second terms of (2.3.15), $U = (u_1, u_2, \cdots, u_{N'})^T$ and $F = (f_1, f_2, \cdots, f_{N'})^T$. The matrix $E + D$ is unsymmetric unless $c_{i,j} = 0$ for all $i = 1, 2, \cdots, N'$ and all $j \in I_i$. However, it is easy to verify that $E$ is an M-matrix (cf. [66]).

We comment that the above method can be extended to three dimensions easily. A detailed discussion of this can be found, for example, in [29]. We also comment that using the numerical solution from the above discretization scheme, we can evaluate the currents flowing in or out of a device, based on (2.1.6). For detailed discussions of this, we refer to [65, 66, 29].

### 2.4 Numerical Experiments

The numerical methods described in the previous section are applied to some two and three dimensional test problems. All computations were performed in Fortran double precision on a Unix Workstation. In what follows, we use
**objective characteristic** to denote the discrete $I$-$V$ characteristic generated by directly solving the equations (2.1.17)-(2.1.18) using a given parameter set. This given parameter set is referred to as the **ideal solution**, and the solution to Problem 2.2 using the objective characteristic is referred to as the **optimal solution**. In all the examples below, the bounds in the constraints (2.2.6)-(2.2.8) are chosen to be

$$L_x^{\text{min}} = L_y^{\text{min}} = L_z^{\text{min}} = 2 \mu m, \quad L_x^{\text{max}} = L_y^{\text{max}} = L_z^{\text{max}} = 15 \mu m.$$  

Also, the increment $h$ in the finite difference approximation (2.3.6) is chosen to be $10^8$ for the doping parameters $a$ and $b$ and $10^{-9} \mu m$ for $L_x, L_y$ and $L_z$. The units for the doping concentration parameters $a$ and $b$ and the geometric parameters $L_x, L_y$ and $L_z$ are respectively $1/cm^2$ (or $1/cm^3$ in 3D) and $\mu m$. However, these are omitted below for brevity.

**Example 2.1. A two dimensional diode**

A two dimensional rectangular diode with width $L_x$ and height $L_y$, depicted in Figure 2.4.1, is chosen to be our first test problem. The $p$-region of the device is rectangular with width $\frac{3}{10} L_x$ and height $\frac{3}{10} L_y$, as shown in Figure 2.4.1. (Correspondingly, $c_x = c_y = \frac{7}{10}$ in (2.2.3) and (2.2.4).) The parameters $\alpha_i$, ($i = 1, \cdots, m$), $\beta$ and $\gamma$ are chosen to be $10^{25}$, $10^{10}$, and $10^{-18}$, respectively, and the scaling matrix $M$ in (2.3.5) is chosen to be $\text{diag}(10^5, 10^5, 10^{-9}, 10^{-9})$. This example is studied numerically in the following two different situations.

**Case 1: Decision variables: $a$, $b$ and $L_x = L_y$.**

In this case, we assume that the device is a square and the doping function is piecewise constant. Thus, we are to determine three parameters: $a$, $b$ in the doping function, and the dimension of the device $L_x = L_y$. Two different discrete $V$-$I$ characteristics $I_{g,1}$ and $I_{g,2}$, listed in Tables 2.4.1 and 2.4.2 respectively, are used as the objective characteristics. These objective characteristics are generated by solving the equations 2.1.17-2.1.19 using the parameter sets

$$(a = 10^{14}, b = 10^{14}, L_x = 10, L_y = 10) \quad \text{and} \quad (a = 10^{16}, b = 10^{16}, L_x = 10, L_y = 10)$$
Figure 2.4.1: A 2 dimensional rectangular diode

<table>
<thead>
<tr>
<th>$V$</th>
<th>0.2143</th>
<th>0.2857</th>
<th>0.3571</th>
<th>0.4286</th>
<th>0.5</th>
</tr>
</thead>
<tbody>
<tr>
<td>$I$</td>
<td>$6.490 \cdot 10^{-11}$</td>
<td>$8.771 \cdot 10^{-10}$</td>
<td>$1.139 \cdot 10^{-8}$</td>
<td>$1.073 \cdot 10^{-7}$</td>
<td>$4.837 \cdot 10^{-7}$</td>
</tr>
</tbody>
</table>

Table 2.4.1: The $V$-$I$ Characteristic $I_{g,1}$

respectively for the applied forward biases listed in Tables 2.4.1 and 2.4.2.

To solve the optimization problems, we choose the following stopping criteria:

1. The relative error $\frac{\|I - I_\text{opt}\|_2}{\|I_\text{opt}\|_2} \leq 10^{-4}$ ($10^{-11}$ for Case 1, using $I_{g,1}$ and $10^{-6}$ for Case 2, using $I_{g,1}$), and

2. The difference in $(L_x^2 + L_y^2)^{1/2}$ between two consecutive iterates is smaller than $10^{-3}$.

The solution procedure stops when both of the above criteria are satisfied. The results obtained for various initial values are listed in Tables 2.4.3 and 2.4.4. From the tables we see that the relative error is always smaller than $10^{-4}$. From the table we also see that the optimal solutions are very accurate for $I_{g,1}$, and are reasonably close to the ideal solution for $I_{g,2}$.

Case 2: Decision variables $a$, $b$, $L_x$ and $L_y$.

This case differs from Case 1 in the way that we do not assume that $L_x = L_y$. 
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\[
\begin{array}{cccccc}
V & 0.2143 & 0.2857 & 0.3571 & 0.4286 & 0.5 \\
I & 4.196 \cdot 10^{-13} & 6.618 \cdot 10^{-12} & 1.042 \cdot 10^{-10} & 1.640 \cdot 10^{-9} & 2.575 \cdot 10^{-8} \\
\end{array}
\]

Table 2.4.2: The \( V-I \) Characteristic \( I_{g,2} \)

<table>
<thead>
<tr>
<th>Initial Values</th>
<th>Optimal Solution</th>
<th>No.iter.</th>
<th>Rel.err.</th>
</tr>
</thead>
<tbody>
<tr>
<td>( a )</td>
<td>( b )</td>
<td>( L_x )</td>
<td>( L_y )</td>
</tr>
<tr>
<td>1e10</td>
<td>1e10</td>
<td>15</td>
<td>15</td>
</tr>
<tr>
<td>1e11</td>
<td>1e11</td>
<td>15</td>
<td>15</td>
</tr>
<tr>
<td>1e12</td>
<td>1e12</td>
<td>15</td>
<td>15</td>
</tr>
<tr>
<td>1e13</td>
<td>1e13</td>
<td>15</td>
<td>15</td>
</tr>
<tr>
<td>1e12</td>
<td>1e12</td>
<td>8</td>
<td>8</td>
</tr>
</tbody>
</table>

Table 2.4.3: The results for Example 2.1, Case 1, using \( V-I \) characteristic \( I_{g,1} \)

Thus, there are four independent parameters to be determined. The problem is solved using the objective characteristics listed in Tables 2.4.1 and 2.4.2, the same criterion as in Case 1 is used in this case, and the results are listed in Tables 2.4.5 and 2.4.6.

**Example 2.2. A three dimensional diode**

The second test problem is chosen to be a three dimensional rectangular prismatic diode with width \( L_x \), depth \( L_y \) and height \( L_z \). The \( p \)-region is also chosen to be a rectangular prism with width \( \frac{3}{10}L_x \), depth \( \frac{3}{10}L_y \) and height \( \frac{3}{10}L_z \). (Correspondingly, the constraints (2.2.3)-(2.2.5) are replaced by \( c_x = c_y = c_z = 7/10 \).) For simplicity, we assume that \( L_x = L_y \). Thus the decision variables are \( a \), \( b \) in the doping function, and the dimensions of the device \( L_x = L_y \) and \( L_z \). The parameters \( \alpha_i \), \( i = 1, \ldots, m \), \( \beta \) and \( \gamma \) are chosen

<table>
<thead>
<tr>
<th>Initial Values</th>
<th>Optimal Solution</th>
<th>No.iter.</th>
<th>Rel.err.</th>
</tr>
</thead>
<tbody>
<tr>
<td>( a )</td>
<td>( b )</td>
<td>( L_x )</td>
<td>( L_y )</td>
</tr>
<tr>
<td>1e12</td>
<td>1e12</td>
<td>15</td>
<td>15</td>
</tr>
<tr>
<td>1e13</td>
<td>1e13</td>
<td>15</td>
<td>15</td>
</tr>
<tr>
<td>1e11</td>
<td>1e11</td>
<td>15</td>
<td>15</td>
</tr>
<tr>
<td>1e10</td>
<td>1e10</td>
<td>15</td>
<td>15</td>
</tr>
</tbody>
</table>

Table 2.4.4: The results for Example 2.1, Case 1, using \( V-I \) characteristic \( I_{g,2} \)
Table 2.4.5: The results for Example 2.1, Case 2, using $V-I$ characteristic $I_{g,1}$

<table>
<thead>
<tr>
<th>Initial Values</th>
<th>Optimal Solution</th>
<th>No.iter.</th>
<th>Rel.err.</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a$</td>
<td>$b$</td>
<td>$L_x$</td>
<td>$L_y$</td>
</tr>
<tr>
<td>1e12</td>
<td>1e12</td>
<td>15</td>
<td>15</td>
</tr>
<tr>
<td>1e10</td>
<td>1e10</td>
<td>15</td>
<td>15</td>
</tr>
<tr>
<td>1e10</td>
<td>1e10</td>
<td>15</td>
<td>5</td>
</tr>
<tr>
<td>1e12</td>
<td>1e12</td>
<td>15</td>
<td>5</td>
</tr>
</tbody>
</table>

Table 2.4.6: The results for Example 2.1, Case 2, using $V-I$ characteristic $I_{g,2}$

to be $10^{26}$, $10^8$, and $10^{-18}$, respectively, and the scaling matrix $M$ in (2.3.5) is chosen to be $\text{diag}(10^5, 10^5, 10^{-9}, 10^{-9}, 10^{-9})$. Two different $V-I$ characteristics $I_{g,3}$ and $I_{g,4}$, listed in Tables 2.4.7 and 2.4.8 respectively, are used as the objective characteristics. These objective characteristics are generated by solving (2.1.17)–(2.1.19) using the parameter sets

$$(a = 10^{14}, b = 10^{14}, L_x = 10, L_y = 10, L_z = 10)$$

and

$$(a = 10^{16}, b = 10^{16}, L_x = 10, L_y = 10, L_z = 10)$$

respectively for various applied forward biases. The solution procedure stops if the following items are satisfied:

1. relative error $\frac{\|I-I^0\|_2}{\|I^0\|_2} \leq 1.2 \times 10^{-4}$ (10$^{-6}$ for the case using $I_{g,2}$) and

2. the difference in $(L_y^2 + L_y^2 + L_z^2)^{1/2}$ between two consecutive iterates is smaller than $10^{-3}$.

Various initial values are used, and the results are listed in Tables 2.4.9 and 2.4.10 respectively. From the tables we see that the relative errors are always
Table 2.4.7: The V-I Characteristic $I_{g,3}$

<table>
<thead>
<tr>
<th>$V$</th>
<th>0.2143</th>
<th>0.2857</th>
<th>0.3571</th>
<th>0.4286</th>
<th>0.5</th>
</tr>
</thead>
<tbody>
<tr>
<td>$I$</td>
<td>3.205 $\cdot 10^{-11}$</td>
<td>4.127 $\cdot 10^{-10}$</td>
<td>5.220 $\cdot 10^{-9}$</td>
<td>4.575 $\cdot 10^{-8}$</td>
<td>1.894 $\cdot 10^{-7}$</td>
</tr>
</tbody>
</table>

Table 2.4.8: The V-I Characteristic $I_{g,4}$

<table>
<thead>
<tr>
<th>$V$</th>
<th>0.2143</th>
<th>0.2857</th>
<th>0.3571</th>
<th>0.4286</th>
<th>0.5</th>
</tr>
</thead>
<tbody>
<tr>
<td>$I$</td>
<td>2.116 $\cdot 10^{-13}$</td>
<td>3.341 $\cdot 10^{-12}$</td>
<td>5.266 $\cdot 10^{-11}$</td>
<td>8.284 $\cdot 10^{-10}$</td>
<td>1.299 $\cdot 10^{-8}$</td>
</tr>
</tbody>
</table>

smaller than $1.2 \times 10^{-4}$. It is also seen that the optimal solutions are very accurate for $I_{g,3}$, and are reasonably close to the ideal solution for $I_{g,4}$.

We remark that the optimal solutions for $I_{g,2}$ and $I_{g,4}$ are harder to obtain than for $I_{g,1}$ and $I_{g,3}$, since the partial derivatives of the cost function $E$ with respect to the doping parameter $a$ and $b$ are very small when the doping parameters are close to their upper bounds (cf. Figure 2.3.1).

Example 2.3. A two dimensional diode with a variable p-n junction

The third test problem is chosen to be a two dimensional rectangular diode with a variable p-n junction. The configuration of the device is the same as that in Figure 2.4.1, but the p-region has the width $(1 - c_x)L_x$ and the height $(1 - c_y)L_y$ where $c_x$ and $c_y$ are the ratios defined in Section 2. For simplicity, we assume that $L_x = L_y$ and $c_x = c_y$. Thus, the decision variables are $a$, $b$ in the doping function, the dimension parameter $L_x = L_y$ and the parameter for the p-n junction $c_x = c_y$. The penalty parameters $\alpha_i$, $(i = 1, \cdots, m)$, $\beta$ and $\gamma$

<table>
<thead>
<tr>
<th>Initial Values</th>
<th>Optimal Solution</th>
<th>No. iter</th>
<th>Rel. err</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a$</td>
<td>$b$</td>
<td>$L_x = L_y$</td>
<td>$L_x$</td>
</tr>
<tr>
<td>$1e10$</td>
<td>$1e10$</td>
<td>15</td>
<td>15</td>
</tr>
<tr>
<td>$1e12$</td>
<td>$1e12$</td>
<td>15</td>
<td>15</td>
</tr>
<tr>
<td>$1e11$</td>
<td>$1e11$</td>
<td>15</td>
<td>12</td>
</tr>
<tr>
<td>$1e12$</td>
<td>$1e12$</td>
<td>15</td>
<td>10</td>
</tr>
<tr>
<td>$1e11$</td>
<td>$1e13$</td>
<td>14</td>
<td>14</td>
</tr>
</tbody>
</table>

Table 2.4.9: The results for Example 2.2, using objective V-I characteristic $I_{g,3}$
<table>
<thead>
<tr>
<th>Initial Values</th>
<th>Optimal Solution</th>
<th>No. iter</th>
<th>Rel. err</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a$</td>
<td>$b$</td>
<td>$L_x = L_y$</td>
<td>$L_z$</td>
</tr>
<tr>
<td>1e10</td>
<td>1e10</td>
<td>15</td>
<td>15</td>
</tr>
<tr>
<td>1e10</td>
<td>1e10</td>
<td>15</td>
<td>10</td>
</tr>
<tr>
<td>1e11</td>
<td>1e11</td>
<td>15</td>
<td>9</td>
</tr>
<tr>
<td>1e11</td>
<td>1e11</td>
<td>14</td>
<td>14</td>
</tr>
<tr>
<td>1e13</td>
<td>1e11</td>
<td>14</td>
<td>14</td>
</tr>
</tbody>
</table>

Table 2.4.10: The results for Example 2.2, using objective $V-J$ characteristic $I_{g,4}$

are chosen to be $10^{26}$, $10^{10}$, and $10^{-18}$, respectively, and the scaling matrix $M$ in (2.3.5) is chosen to be $\text{diag}(10^5, 10^5, 10^{-9}, 4.0 \times 10^{-9})$. The bounds in (2.2.3) and (2.2.4) are chosen to be

$$c_x^{\min} = c_y^{\min} = 0.6 \quad \text{and} \quad c_x^{\max} = c_y^{\max} = 0.75.$$  

The increment $h$ in (2.3.6) for $c_x$ is chosen to be $4 \times 10^{-3}$.

To solve the problem, we choose the $V-J$ characteristic $I_{g,1}$, listed in Table 2.4.7 as the objective characteristic, which is generated by solving (2.1.17)–(2.1.19) using the parameter set

$$(a = 10^{14}, b = 10^{14}, L_x = 10, L_y = 10, c_x = 0.7, c_y = 0.7).$$

The solution procedure stops when both of the conditions

1. the relative error $\frac{\| I - I_e \|_2}{\|I_e\|_2} \leq 10^{-5}$, and

2. the difference in $(L_x^2 + L_y^2)^{1/2}$ between two consecutive iterates is smaller than $10^{-3}$

are satisfied. Two initial guesses are used, and the results are listed in Table 2.4.11. From the table we see that the relative errors are always smaller than $6.0 \times 10^{-6}$.

2.5 Conclusion

In this chapter, we posed the parameter selection in semiconductor device design as an optimization problem with competing costs. Various existing efficient
<table>
<thead>
<tr>
<th>Initial Values</th>
<th>Optimal Solution</th>
<th>No. iter</th>
<th>Rel. err</th>
</tr>
</thead>
<tbody>
<tr>
<td>( a = \frac{L_y}{L_x} )</td>
<td>( c_x = \frac{L_x}{c_y} )</td>
<td>( a )</td>
<td>( b )</td>
</tr>
<tr>
<td>1e10</td>
<td>15</td>
<td>0.72</td>
<td>9.98e13</td>
</tr>
<tr>
<td>1e10</td>
<td>15</td>
<td>0.68</td>
<td>1.07e14</td>
</tr>
</tbody>
</table>

Table 2.4.11: The results for Example 2.3

methods for nonlinear optimization, nonlinear partial differential equations were discussed for the numerical solution of this problem. A scaling technique was also proposed to avoid numerical instability in computation. Numerical experiments for various model devices were performed and the numerical results showed the effectiveness of the optimization approach to the semiconductor device design.
Chapter 3

Optimization Approach to Numerical Integration

3.1 Introduction

In this chapter, we propose an approach to numerical integration of functions of one and two variables. In this approach, a grid set with a fixed number of vertices is to be obtained such that the error between the numerical integral using a given quadrature rule and the exact integral is minimized. A similar approach was used in finding the numerical solution for a differential equation in [16]. In this approach, the numerical integration is performed by using the quadrature rule on variable partition nodes rather than on a uniform partition as in the classical numerical integration schemes. These variable nodes are decision variables which are to be chosen such that the error between the numerical integral and the exact integral is minimized. The rest of this Chapter is organized as follows:

In Section 3.2, we shall discuss optimal grid construction for numerical integration in one dimension. The method is based on the mid-point rectangular and trapezoidal quadrature rules for sufficiently smooth integrand in Subsection 3.2.1, and trapezoidal rule with quadrature approximation of the integrand functions in Subsection 3.2.2. In Subsection 3.2.3, the method developed in Subsections 3.2.1 and 3.2.2 are used to solve several examples.

In Section 3.3, we consider optimal grid construction for numerical integration in two dimension. Two schemes for sufficiently smooth integrand will be
developed in Subsection 3.3.1: one is based on the barycenter rule on a rectangular partitions while the other is on a triangular partition. A scheme for non-sufficiently smooth functions is developed in Subsection 3.3.2. In Subsection 3.3.3, the methods developed in Subsections 3.3.1 and 3.3.2 are used to solve several examples.

3.2 Optimal Grid Construction in Numerical Integration of One Variable

Notation used in this section:

\[ I(f) : \text{integral of function } f(x) \text{ on } [a, b], \text{ where } a, b \in \mathbb{R} \text{ with } a < b, \]

\[ P_N : \text{partition of } [a, b] \text{ with } N \text{ sub-intervals,} \]

\[ I_R(f) : \text{mid-point rectangular quadrature rule on the partition } P_N, \]

\[ I_T(f) : \text{the trapezoidal quadrature rule on the partition } P_N, \]

\[ R : \text{the Lagrange remainder of Taylor's expansion,} \]

\[ h_i : \text{step length } x_{i+1} - x_i, \]

3.2.1 Method for sufficiently smooth integrands

Consider an integral of the form

\[ I(f) = \int_a^b f(x)dx, \quad (3.2.1) \]

where \( a, b \in \mathbb{R} \text{ with } a < b \). We assume that \( f \) is sufficiently smooth. More specifically, we assume that at least \( f^{(m)}(x) \) is continuous on \((a, b)\). (This assumption will be relaxed in the next subsection.) Let \( P_N \) be a partition with \( N \) sub-divisions defined by

\[ P_N : a = x_0 < x_1 < \ldots < x_{N-1} < x_N = b. \quad (3.2.2) \]

Let \( h_i = x_{i+1} - x_i \) for \( i = 0, 1, \ldots, N - 1 \). In what follows we discuss the mid-point rectangular quadrature rule and the trapezoidal quadrature rule separately.
Mid-point rectangular quadrature rule

The mid-point rectangular quadrature rule for (3.2.1) is defined by

\[ I_R(f) := \sum_{i=0}^{N-1} f(\xi_i)h_i \quad (3.2.3) \]

where \( \xi_i = (x_i + x_{i+1})/2 \). The following theorem gives a representation for \( I(f) - I_R(f) \).

**Theorem 3.2.1** If \( f'''(x) \) is continuous on \( (a, b) \), then

\[ I(f) - I_R(f) = \sum_{i=0}^{N-1} \left( \frac{f'''(\xi_i)}{24} h_i^3 + \frac{1}{6} \int_{x_i}^{x_{i+1}} f'''(\eta(x))(x - \xi_i)^3 \, dx \right) \quad (3.2.4) \]

where \( x < \eta_i(x) < \xi_i \) or \( \xi_i < \eta_i(x) < x \). Furthermore, if \( f^{(4)} \) is continuous on \( (a, b) \), then

\[ I(f) - I_R(f) = \sum_{i=0}^{N-1} \left( \frac{f'''(\xi_i)}{24} h_i^3 + \frac{1}{24} \int_{x_i}^{x_{i+1}} f^{(4)}(\mu_i(x))(x - \xi_i)^4 \, dx \right) \quad (3.2.5) \]

where \( x < \mu_i(x) < \xi_i \) or \( \xi_i < \mu_i(x) < x \).

**PROOF.** The proof is based on Taylor’s expansion. We consider the first case. Since \( f''' \) is continuous on \( (a, b) \), for each \( i = 0, 1, \ldots, N - 1 \), \( f(x) \) can be expanded into

\[ f(x) = f(\xi_i) + f'(\xi_i)(x - \xi_i) + \frac{1}{2} f''(\xi_i)(x - \xi_i)^2 + \frac{1}{6} f'''(\eta_i(x))(x - \xi_i)^3, \]

where \( x < \eta_i(x) < \xi_i \) or \( \xi_i < \eta_i(x) < x \). The last term is the Lagrange remainder of the Taylor’s expansion. Thus,

\[
\int_{x_i}^{x_{i+1}} f(x) \, dx - f(\xi_i)h_i = \int_{x_i}^{x_{i+1}} \left( f(\xi_i) + f'(\xi_i)(x - \xi_i) + \frac{1}{2} f''(\xi_i)(x - \xi_i)^2 \\
+ \frac{1}{6} f'''(\eta_i(x))(x - \xi_i)^3 \right) \, dx - f(\xi_i)h_i \\
= \frac{f'''(\xi_i)}{24} h_i^3 + \frac{1}{6} \int_{x_i}^{x_{i+1}} f'''(\eta_i(x))(x - \xi_i)^3 \, dx,
\]

since \( x - \xi_i \) is an odd function with respect to \( \xi_i \). Summing both sides of the above from \( i = 0 \) to \( N - 1 \), we obtain (3.2.4).
We now prove (3.2.5). Since \( f^{(4)}(x) \) is continuous on \((a, b)\), \( f(x) \) can be expanded as
\[
f(x) = \sum_{i=0}^{3} \frac{1}{i!} f^{(i)}(\xi_i) (x - \xi_i)^i + \frac{1}{24} f^{(4)}(\mu_i(x))(x - \xi_i)^4
\]
for \( i = 0, 1, \ldots, N - 1 \). Notice that both \( x - \xi_i \) and \((x - \xi_i)^3\) are odd functions with respect to \( \xi_i \) and the integrals of these on \((x_i, x_{i+1})\) vanish. We have
\[
\int_{x_i}^{x_{i+1}} f(x)dx - f(\xi_i)h_i = \frac{f''(\xi_i)}{24} h_i^3 + \frac{1}{24} \int_{x_i}^{x_{i+1}} f^{(4)}(\mu_i(x))(x - \xi_i)^4dx.
\]
Summing this from \( i = 0 \) to \( N - 1 \) gives (3.2.5).

From Theorem 3.2.1, we see that the error in the approximate integral from the mid-point rule is dominated by
\[
E_R(x_1, x_2, \ldots, x_{N-1}) := \frac{1}{24} \sum_{i=0}^{N-1} f''(\xi_i) h_i^3
\]
(3.2.6)
when all \( h_i < 1 \) (or \( f''(x) \) is almost constant if \( h_i > 1 \)). Thus, the partition \( P_N \) should be chosen such that \( |E_R| \) is minimized. Based on this, we propose an optimization problem as follows:
\[
\min g(x_1, x_2, \ldots, x_{N-1}) = E_R^2(x_1, x_2, \ldots, x_{N-1})
\]
subject to
\[
a - x_1 < 0, \quad \text{(3.2.7)}
\]
\[
x_i - x_{i+1} < 0, \quad i = 1, \ldots, N - 2, \quad \text{(3.2.8)}
\]
\[
x_{N-1} - b < 0, \quad \text{(3.2.9)}
\]
where \( E_R \) is defined by (3.2.6). This problem is referred to as Problem P3.2.1. This is a nonlinear mathematical programming problem with \( N \) linear inequality constraints. The gradient of the cost function \( g \) is given by
\[
\frac{\partial g}{\partial x_j} = \frac{1}{12} E_R \left[ \frac{1}{2} f''(\xi_{j-1}) h_{j-1}^3 + 3f''(\xi_{j-1}) h_{j-1}^2 + \frac{1}{2} f''(\xi_j) h_j^3 - 3f''(\xi_j) h_j^2 \right]
\]
for \( j = 1, 2, \ldots, N - 1 \), where \( h_j \) and \( \xi_j \) are defined above. The solution to this problem will yield the optimal partition \( P_N \).
The trapezoidal quadrature rule

The trapezoidal quadrature rule on the partition $P_N$ defined by (3.2.2) is:

$$I_T(f) = \sum_{i=0}^{N-1} \frac{f(x_i) + f(x_{i+1})}{2} h_i.$$  \hspace{1cm} (3.2.10)

This is obtained from the approximation of $f(x)$ on $(x_i, x_{i+1})$ by the linear function $f(x_i) + (x - x_i)(f(x_{i+1}) - f(x_i))/h_i$. The error for the trapezoidal rule is given in the following theorem.

**Theorem 3.2.2** If $f'''(x)$ is continuous in $(a, b)$, then

$$I(f) - I_T(f) = \sum_{i=0}^{N-1} \left[ \frac{1}{12} f'''(x_i) h_i^3 - \frac{h_i}{2} R(x_{i+1}) + \int_{x_i}^{x_{i+1}} R(x)dx \right]$$  \hspace{1cm} (3.2.11)

where $R(x)$ is defined by

$$R(x) = \frac{1}{6} f'''(\sigma(x))(x - x_i)^3$$  \hspace{1cm} (3.2.12)

with $x_i < \sigma(x) < x$.

**PROOF.** Since $f'''$ is continuous, we expand $f$ on $[x_i, x_{i+1}]$ as the following Taylor's series with a remainder:

$$f(x) = \sum_{n=0}^{2} \frac{f^{(n)}(x_i)}{n!} (x - x_i)^n + R(x),$$

where the remainder is given by (3.2.12). From this we have

$$\int_{x_i}^{x_{i+1}} f(x)dx - \frac{f(x_i) + f(x_{i+1})}{2} h_i = \sum_{n=0}^{2} \frac{f^{(n)}(x_i)}{n!(n+1)!} h_i^{n+1}$$

$$+ \int_{x_i}^{x_{i+1}} R(x)dx - \frac{f(x_i) + f(x_{i+1})}{2} h_i$$

$$= \frac{1}{2} f'(x_i) h_i^2 - h_i^2 \frac{f(x_{i+1}) - f(x_i)}{2}$$

$$+ \frac{1}{6} f''(x_i) h_i^3 + \int_{x_i}^{x_{i+1}} R(x)dx$$

$$= -\frac{1}{12} f'''(x_i) h_i^3 - \frac{h_i}{2} R(x_{i+1})$$

$$+ \int_{x_i}^{x_{i+1}} R(x)dx.$$
In the above, we used the Taylor's expansion of $f(x_{i+1})$ at $x_i$. Finally, (3.2.11) follows from summing the above from $i = 0$ to $N - 1$. □

Obviously the above result is similar to that of Theorem 3.2.1. Again, from Theorem 3.2.2, we see that the error in $I_T$ is dominated by

$$E_T(x_1, x_2, \ldots, x_{N-1}) := \frac{1}{12} \sum_{i=0}^{N-1} f''(x_i)h_i^3$$

(3.2.13)

when $h_i < 1$. This motivates us to define the following optimization problem.

$$\min g(x_1, x_2, \ldots, x_{N-1}) = E_T^2(x_1, x_2, \ldots, x_{N-1})$$

subject to the constraints (3.2.7), (3.2.8) and (3.2.9), where $E_T$ is the function defined by (3.2.13). This problem is referred to as Problem P3.2.2. Similar to the case of mid-point rectangular rule, Problem P3.2.2 is also a nonlinear mathematical programming problem with $N$ linear constraints and the gradient of the cost function is given by

$$\frac{\partial g}{\partial x_j} = \frac{1}{6} E_T \left[3f''(x_{j-1})h_{j-1}^2 + f''(x_j)h_j^2 - 3f''(x_j)h_j^2\right]$$

for $j = 1, 2, \ldots, N - 1$. The solution to the problem will give the optimal distribution of vertices for the trapezoidal quadrature rule.

### 3.2.2 Method for not sufficiently smooth integrands

The techniques presented in the previous subsection require that at least $f''(x)$ is continuous on $(a, b)$. Following the notation defined in subsection 3.2.1, we now discuss a technique for the case that only $f'$ is continuous on $(a, b)$. This is based on the idea of approximating the error in a quadrature rule by the difference between the the quadrature rule and a higher order quadrature rule. We will demonstrate it using the trapezoidal rule defined in (3.2.10) and a quadrature rule obtained by interpolating $f(x)$ on any $[x_i, x_{i+1}]$ by a quadratic function using the values $f(x_i)$, $f(\xi_i)$ and $f(x_{i+1})$ where $\xi_i$ is the mid-point of $[x_i, x_{i+1}]$ as defined previously.

For any $i = 0, 1, \ldots, N - 1$, the trapezoidal rule on $[x_i, x_{i+1}]$ is defined as

$$\int_{x_i}^{x_{i+1}} f(x)dx \approx \frac{1}{2} (f(x_i) + f(x_{i+1}))h_i.$$
As mentioned in the previous section, this is obtained by approximating \( f(x) \) by the linear function \( L(x) = f(x_i) + (x - x_i)(f(x_{i+1}) - f(x_i))/h_i \) on \([x_i, x_{i+1}]\).

Now we fit \( f(x) \) on \([x_i, x_{i+1}]\) by a quadratic function

\[
Q(x) = A + Bx + Cx^2
\]
such that

\[
Q(x_i) = f(x_i), \quad Q(\xi_i) = f(\xi_i) \quad \text{and} \quad Q(x_{i+1}) = f(x_{i+1}).
\]

These yield three equations for \(A, B \) and \(C\). To simplify the problem, we translate the graph of \(Q(x)\) to the position such that \((x_i, f(x_i))\) coincides with the origin \((0, 0)\). In this case \(A = 0\) and \(B \) and \(C\) satisfy

\[
\frac{h_i}{2}B + \frac{h_i^2}{4}C = f(\xi_i) - f(x_i),
\]

\[
h_iB + h_i^2C = f(x_{i+1}) - f(x_i).
\]

Solving this system we obtain

\[
Q_0(x) = \frac{-3f(x_i) + 4f(\xi_i) - f(x_{i+1})}{h_i}x + \frac{2f(x_i) - 4f(\xi_i) + 2f(x_{i+1})}{h_i^2}x^2,
\]

where \(x \in [0, h_i]\) and \(Q_0\) denotes the translated quadratic form of \(Q\). Similarly, the linear approximation \(L(x)\) can also be translated into \(L_0 = (f(x_{i+1}) - f(x_i))x/h_i\) for \(x \in [0, h_i]\). Since this translation does not change the value of \(Q(x) - L(x)\), we have

\[
\int_{x_i}^{x_{i+1}} (Q(x) - L(x)) \, dx = \int_0^{h_i} (Q_0(x) - L_0(x)) \, dx
\]

\[
= \int_0^{h_i} \left( \frac{-3f(x_i) + 4f(\xi_i) - f(x_{i+1})}{h_i}x + \frac{2f(x_i) - 4f(\xi_i) + 2f(x_{i+1})}{h_i^2}x^2 \right) \, dx
\]

\[
= \left( -2f(x_i) + 4f(\xi_i) - 2f(x_{i+1}) \right) \frac{h_i}{2} + \left(2f(x_i) - 4f(\xi_i) + 2f(x_{i+1}) \right) \frac{h_i}{3}
\]

\[
= \frac{h_i}{6}(-2f(x_i) + 4f(\xi_i) - 2f(x_{i+1})).
\]
From this we define

\[ E_{QT}(x_1, x_2, \ldots, x_{N-1}) := \sum_{i=0}^{N-1} \frac{h_i}{6} (-2f(x_i) + 4f(\xi_i) - 2f(x_{i+1})). \]  

(3.2.14)

Obviously this dominates the true error \( I(f) - I_T(f) \). Therefore we define the following optimization problem.

\[
\min \quad g(x_1, x_2, \ldots, x_{N-1}) = E_{QT}^2(x_1, x_2, \ldots, x_{N-1})
\]

subject to the constraints (3.2.7), (3.2.8) and (3.2.9), where \( E_{QT} \) is the function defined by (3.2.14). This is a nonlinear mathematical programming problem and is referred to as Problem P3.2.3.

We comment that in the case that \( f'' \) is continuous on \((a, b)\), it is easy to show that \( E_{QT} \) reduces to \( E_T \) defined by (3.2.13) if all terms on the right side of (3.2.14) are expanded as (truncated) Taylor's series.

### 3.2.3 Numerical Experiments

To demonstrate the effectiveness and usefulness of the above techniques, some numerical experiments have been carried out. The package FFSQP [116] for solving general nonlinear mathematical programming problems is used as an optimizer for Problems P3.2.1, P3.2.2 and P3.2.3. All computations are performed in Fortran double precision on an Pentium PC under LINUX 2.0 environment. For all the test problems solved, we use the uniform mesh (for a given \( N \)) as the initial mesh and the numerical integral obtained from the mid-point rectangular quadrature rule on the uniform mesh with 1000 subintervals as the exact integral \( I(f) \).

**Example 3.2.1.**

\[
I(f) = \int_a^b \gamma \exp (-\alpha(x - \beta)^2) \, dx.
\]

This function often appears in statistics and it is not analytically integrable on a finite interval \([a, b]\). We now choose \( a = 0, \, b = 5, \, \alpha = \beta = 1 \) and \( \gamma = 50 \). The number of interior vertices is chosen to be 18, i.e., \( N = 19 \). Problems
<table>
<thead>
<tr>
<th></th>
<th>$g(x_{\text{init}})$</th>
<th>$g(x_{\text{final}})$</th>
<th>Error</th>
<th>Error on U. Grid</th>
</tr>
</thead>
<tbody>
<tr>
<td>MP on G1</td>
<td>1.1398e-1</td>
<td>7.2416e-12</td>
<td>1.3668e-3</td>
<td>1.0643e-1</td>
</tr>
<tr>
<td>TR on G2</td>
<td>5.6546e-2</td>
<td>7.1032e-16</td>
<td>4.6544e-3</td>
<td>2.1295e-1</td>
</tr>
<tr>
<td>TR on G3</td>
<td>4.5332e-2</td>
<td>3.6541e-8</td>
<td>2.0017e-3</td>
<td>2.1295e-1</td>
</tr>
</tbody>
</table>

Table 3.2.1: Results for Example 3.2.1 using different quadrature rules and grids

$P3.2.1$, $P3.2.2$ and $P3.2.3$ were used to construct three integral grids label with G1, G2 and G3 respectively. Table 3.2.1 is a list of the initial and final values ($g(x_{\text{init}})$ and $g(x_{\text{final}})$) of the cost functions and the absolute errors in the numerical integrals computed respectively by the mid-point rule (MP) on G1, the trapezoidal rule (TR) on G2 and G3. For comparison, the errors in the numerical integrals from the mid-point and trapezoidal rules on the uniform mesh are listed in the last column. From this table, we see that the results on the optimal grids are about two orders of magnitudes more accurate than that on the uniform mesh. Also, Problems P3.2.1 and P3.2.3 produce more accurate results than that from Problem P3.2.2. To visualize the the grids obtained from the solutions to Problems $P3.2.1$, $P3.2.2$ and P3.2.3, we plot the results in Figure 3.2.1.

In what follows, we concentrate on Problems $P3.2.1$ and $P3.2.3$, as $E_T$ defined by (3.2.13) can be obtained from $E_{QR}$ defined by expanding the functions on the right side of (3.2.14) at each $x_i$.

**Example 3.2.2.**

$$I(f) = \int_a^b \frac{1}{\alpha + \beta x^2} \sin x \, dx.$$  

The integrand is even and not analytically integrable. We choose $\alpha = 0$, $\beta = 1$, $\alpha = 0.05$ and $\beta = 50$. The number of subintervals is chosen to be 10, i.e., $N = 10$. Two optimal grids G1 and G3 were obtained by solving Problems $P3.2.1$ and $P3.2.3$ respectively and Table 3.2.2 is a list of the initial and final values of the cost functions and the computed errors on G1, G3 and the uniform mesh. From the table, we see that the result from Problems $P3.2.1$ and $P3.2.2$ are, respectively, two orders and one order of magnitudes more accurate than those.
Figure 3.2.1: Graphs of the numerical solutions of Example 3.2.1 using various meshes
<table>
<thead>
<tr>
<th>Grid</th>
<th>$g(x_{\text{init}})$</th>
<th>$g(x_{\text{final}})$</th>
<th>Error</th>
<th>Error on U. Grid</th>
</tr>
</thead>
<tbody>
<tr>
<td>MP on G1</td>
<td>6.9184e-2</td>
<td>2.9428e-6</td>
<td>1.0471e-3</td>
<td>2.4693e-1</td>
</tr>
<tr>
<td>TR on G3</td>
<td>1.3708e-1</td>
<td>1.6163e-3</td>
<td>3.6292e-2</td>
<td>3.1575e-1</td>
</tr>
</tbody>
</table>

Table 3.2.2: Results for Example 3.2.2 using different quadrature rules and grids

<table>
<thead>
<tr>
<th>Grid</th>
<th>$g(x_{\text{init}})$</th>
<th>$g(x_{\text{final}})$</th>
<th>Error</th>
<th>Error on U. Grid</th>
</tr>
</thead>
<tbody>
<tr>
<td>MP on G1</td>
<td>1.1430e-7</td>
<td>5.4524e-21</td>
<td>2.6178e-6</td>
<td>3.3470e-4</td>
</tr>
<tr>
<td>TR on G3</td>
<td>4.4224e-7</td>
<td>8.0773e-19</td>
<td>2.3104e-6</td>
<td>6.6281e-4</td>
</tr>
</tbody>
</table>

Table 3.2.3: Results for Example 3.2.3 using different quadrature rules and grids

on the uniform grid. The numerical results using the mid-point rectangular and trapezoidal rules on different grids are also plotted in Figure 3.2.2.

**Example 3.2.3.**

\[ I(f) = \int_0^1 \frac{\sin(10x)}{10x} dx. \]

The problem is the same as Example 3.2.2, if we choose $\alpha = 1$, $\beta = 0$, $a = 0$ and $b = 10$, and then scale the integral interval by 10. This integral often appears in signal processing and is not analytically integrable. The integrand of this problem oscillates in the integral interval rather than a sharp pick as in Example 3.2.2. We now choose $N = 10$. The computed costs and errors corresponding to Problems P3.2.1 and P3.2.3 are listed in Table 3.2.3. From the figure, it is seen that the results for both of the two methods are two orders of magnitudes more accurate than that from the uniform mesh.

The numerical results are plotted in Figure 3.2.3. From Figure 3.2.3 and Table 3.2.3, we see that although the grids G1 and G3 are close to the uniform one, the numerical integrals on G1 and G3 are much more accurate than those on the uniform grid.
Figure 3.2.2: Graphs of the numerical solutions of Example 3.2.2 using various meshes
Figure 3.2.3: Graphs of the numerical solutions of Example 3.2.3 using various meshes

3.3 Optimal Grid Construction in Numerical Integration of Two variables

Notation used in this section:

$\Omega$: domain, on which function $f(x, y)$ is integrated,

$I(f)$: integral of function $f(x, y)$ on $\Omega$,

$\omega_{ij}$: rectangle with vertices $(x_i, y_j), (x_{i+1}, y_j), (x_i, y_{j+1}),$ and $(x_{i+1}, y_{j+1})$,

$\omega^1_{ij}$: triangle with vertices $(x_i, y_j), (x_{i+1}, y_j),$ and $(x_i, y_{j+1})$,

$\omega^2_{ij}$: triangle with vertices $(x_{i+1}, y_j), (x_{i+1}, y_{j+1}),$ and $(x_i, y_{j+1})$,

$P_{mxn}$: partition of $\Omega$ with $m \times n$ rectangular elements $\omega_{ij}$,

$P^*_{mxn}$: partition of $\Omega$ with $2 \times m \times n$ triangular elements $\omega^1_{ij}$ or $\omega^2_{ij}$,

$I_R(f)$: the barycenter quadrature rule on the partition $P_{mxn}$,

$I_T(f)$: the barycenter quadrature rule on the partition $P^*_{mxn}$,

$I_{TR}(f)$: the trapezoidal rule on the partition $P^*_{mxn}$,

$R$: the Lagrange remainder of Taylor's expansion,

$h_i$: step length $x_{i+1} - x_i$. 
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\[ k_j : \text{step length } y_{j+1} - y_j. \]

### 3.3.1 Methods for sufficiently smooth integrands

Consider an integral of the form

\[ I(f) = \int_{\Omega} f(x, y) dx dy \]

where \( \Omega = (a, b) \times (c, d) \) with \( a, b, c, d \in \mathbb{R} \). In this subsection we assume that at least the third order partial derivatives of the function \( f(x, y) \) are continuous on \( \Omega \). Let \( P_{m \times n} \) be a partition of \( \Omega \) with \( m \times n \) sub-domains defined by

\[ P_{m \times n} = \{ \omega_{ij} : i = 0, 1, 2, \ldots, m - 1; j = 0, 1, 2, \ldots, n - 1 \} \quad (3.3.1) \]

where

\[ \omega_{ij} = (x_i, x_{i+1}) \times (y_j, y_{j+1}), \quad (3.3.2) \]

\[ a = x_0 < x_1 < x_2 < \cdots < x_m = b, \quad (3.3.3) \]

and

\[ c = y_0 < y_1 < y_2 < \cdots < y_n = d. \quad (3.3.4) \]

Let \( h_i = x_{i+1} - x_i \) for \( i = 0, 1, \ldots, m - 1 \), and \( k_j = y_{j+1} - y_j \) for \( j = 0, 1, \ldots, n - 1 \).

Numerical schemes using the barycenter quadrature rule on rectangular partition and on triangular partition will be developed in the next two subsections, respectively.

**Barycenter quadrature rule on a rectangular partition**

The barycenter quadrature rule on the partition \( P_{m \times n} \) defined in (3.3.1) - (3.3.2) is:

\[ I_R(f) = \sum_{i=0}^{m-1} \sum_{j=0}^{n-1} f(\xi_i, \eta_j) h_i k_j \quad (3.3.5) \]

where \( \xi_i = \frac{x_i + x_{i+1}}{2} \), and \( \eta_j = \frac{y_j + y_{j+1}}{2} \). The following theorem establishes the error \( I(f) - I_R(f) \).
Theorem 3.3.1 Let the third order partial derivatives of the function \( f(x,y) \) be continuous on \( \Omega \). If the absolute values of these third order partial derivatives are bounded by \( M_{ij} > 0 \) in \( \omega_{ij} \) for \( i = 0, 1, \ldots, m - 1; \) and \( j = 0, 1, \ldots, n - 1, \) where \( \omega_{ij} \) is defined by (3.3.2), then there exist \( \theta_{ij} \in [-M_{ij}, M_{ij}] \) such that

\[
I(f) - I_R(f) = \sum_{i=0}^{m-1} \sum_{j=0}^{n-1} \left\{ \frac{1}{24} \left[ f_{xx}(\xi_i, \eta_j)h_i^2k_j + f_{yy}(\xi_i, \eta_j)h_i^2k_j^2 \right] + \frac{1}{96} \theta_{ij} \left[ \frac{1}{2} h_i^4 k_j + h_i^3 k_j^2 + h_i^2 k_j^3 + \frac{1}{2} h_i k_j^4 \right] \right\}
\]  

(3.3.6)

PROOF. Using Taylor’s formula for functions of two variables, we obtain

\[
f(x, y) = f(\xi_i, \eta_j) + f_x(\xi_i, \eta_j)(x - \xi_i) + f_y(\xi_i, \eta_j)(y - \eta_j) + \frac{1}{2} \left\{ f_{xx}(\xi_i, \eta_j)(x - \xi_i)^2 + 2f_{xy}(\xi_i, \eta_j)(x - \xi_i)(y - \eta_j) + f_{yy}(\xi_i, \eta_j)(y - \eta_j)^2 \right\} + \frac{1}{6} \left\{ (x - \xi_i) \frac{\partial}{\partial x} + (y - \eta_j) \frac{\partial}{\partial y} \right\}^3 f(\xi_i + r(x - \xi_i), \eta_j + r(y - \eta_j))
\]

where \( 0 \leq r \leq 1, i = 0, 1, \ldots, m - 1, \) and \( j = 0, 1, \ldots, n - 1. \) The last term in the above is the Lagrange remainder of Taylor’s expansion. Clearly,

\[
\begin{align*}
&\int_{y_j}^{y_{j+1}} \int_{x_i}^{x_{i+1}} \{ f(x, y) - f(\xi_i, \eta_j) \} dx dy \\
&= \int_{y_j}^{y_{j+1}} \int_{x_i}^{x_{i+1}} \{ f_x(\xi_i, \eta_j)(x - \xi_i) + f_y(\xi_i, \eta_j)(y - \eta_j) \} dx dy \\
&\quad + \frac{1}{2} \int_{y_j}^{y_{j+1}} \int_{x_i}^{x_{i+1}} \{ f_{xx}(\xi_i, \eta_j)(x - \xi_i)^2 + 2f_{xy}(\xi_i, \eta_j)(x - \xi_i)(y - \eta_j) + f_{yy}(\xi_i, \eta_j)(y - \eta_j)^2 \} dx dy \\
&\quad + \frac{1}{6} \int_{y_j}^{y_{j+1}} \int_{x_i}^{x_{i+1}} \left\{ (x - \xi_i) \frac{\partial}{\partial x} + (y - \eta_j) \frac{\partial}{\partial y} \right\}^3 f(\xi_i + r(x - \xi_i), \eta_j + r(y - \eta_j)) dx dy.
\end{align*}
\]

(3.3.7)

Since \( x - \xi_i \) and \( y - \eta_j \) are, respectively, odd functions with respect to \( \xi_i \) and \( \eta_j, \) (3.3.7) can be written as:

\[
\begin{align*}
&\int_{y_j}^{y_{j+1}} \int_{x_i}^{x_{i+1}} \{ f(x, y) - f(\xi_i, \eta_j) \} dx dy \\
&= \frac{1}{24} \left\{ f_{xx}(\xi_i, \eta_j)h_i^3k_j + f_{yy}(\xi_i, \eta_j)h_i^2k_j^2 \right\} + R_1 + R_2 + R_3 + R_4
\]

(3.3.8)
where

\[
R_1 = \frac{1}{6} \int_{y_j}^{y_{j+1}} \int_{x_i}^{x_{i+1}} f_{xxx}(\xi_i + r(x - \xi_i), \eta_j + r(y - \eta_j))(x - \xi_i)^3 dxdy,
\]

\[
R_2 = \frac{1}{2} \int_{y_j}^{y_{j+1}} \int_{x_i}^{x_{i+1}} f_{xxy}(\xi_i + r(x - \xi_i), \eta_j)
+ r(y - \eta_j))(x - \xi_i)^2(y - \eta_j) dxdy,
\]

\[
R_3 = \frac{1}{2} \int_{y_j}^{y_{j+1}} \int_{x_i}^{x_{i+1}} f_{xyy}(\xi_i + r(x - \xi_i), \eta_j)
+ r(y - \eta_j))(x - \xi_i)(y - \eta_j)^2 dxdy,
\]

\[
R_4 = \frac{1}{6} \int_{y_j}^{y_{j+1}} \int_{x_i}^{x_{i+1}} f_{yyy}(\xi_i + r(x - \xi_i), \eta_j + r(y - \eta_j))(y - \eta_j)^3 dxdy.
\]

We now estimate each of \(R_1\), \(R_2\), \(R_3\) and \(R_4\). For \(R_1\), we have

\[
|R_1| \leq \frac{1}{6} \int_{y_j}^{y_{j+1}} \int_{x_i}^{x_{i+1}} |f_{xxx}(\xi_i + r(x - \xi_i), \eta_j)
+ r(y - \eta_j))(x - \xi_i)^3| dxdy
\leq \frac{M_{i,j}}{6} \int_{y_j}^{y_{j+1}} \int_{x_i}^{x_{i+1}} |(x - \xi_i)^3| dxdy
= \frac{1}{6} \cdot \frac{1}{32} M_{i,j} h_i^4 k_j.
\]

Similarly, we have

\[
|R_2| \leq \frac{1}{2} \cdot \frac{1}{48} M_{i,j} h_i^3 k_j^2,
|R_3| \leq \frac{1}{2} \cdot \frac{1}{48} M_{i,j} h_i^2 k_j^3,
|R_4| \leq \frac{1}{6} \cdot \frac{1}{32} M_{i,j} h_i k_j^4.
\]

Combining these four inequalities, we obtain

\[
|R_1 + R_2 + R_3 + R_4| \leq \frac{1}{96} \left\{ \frac{1}{2} h_i^4 k_j + h_i^3 k_j^2 + h_i^2 k_j^3 + \frac{1}{2} h_i k_j^4 \right\} M_{i,j}.
\]

Thus, there exists a \(\theta_{ij} \in [-M_{ij}, M_{ij}]\) such that

\[
R_1 + R_2 + R_3 + R_4 = \frac{1}{96} \left\{ \frac{1}{2} h_i^4 k_j + h_i^3 k_j^2 + h_i^2 k_j^3 + \frac{1}{2} h_i k_j^4 \right\} \theta_{ij}. \tag{3.3.9}
\]

Substituting (3.3.9) into (3.3.8) and summing both sides of the resulting equation, we obtain (3.3.6). This completes the proof. \(\square\)
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From Theorem 3.3.1, it is clear that the error between the numerical integral using the barycenter quadrature rule on a rectangular partition and the exact integral is domain by

$$E_R(x, y) := \frac{1}{24} \sum_{i=0}^{m-1} \sum_{j=0}^{n-1} \left\{ f_{xx}(\xi_i, \eta_j) h_i^2 k_j + f_{yy}(\xi_i, \eta_j) h_i k_j^3 \right\}$$

where $x = (x_1, \cdots, x_{m-1})$, $y = (y_1, \cdots, y_{n-1})$, and $h_i$ and $k_j$ are such that $h_i < 1$, $k_j < 1$. These conditions are satisfied unless $f_{xx}(x, y)$, and $f_{yy}(x, y)$ are nearly constants. The corresponding numerical scheme may now be posed as an optimization problem:

$$\min g(x, y) = \left\{ \sum_{i=0}^{m-1} \sum_{j=0}^{n-1} [f_{xx}(\xi_i, \eta_j) h_i^2 k_j + f_{yy}(\xi_i, \eta_j) h_i k_j^3] \right\}^2 \quad (3.3.10)$$

subject to

$$x_i - x_{i+1} < 0, \quad i = 0, 1, \cdots, m - 1, \quad (3.3.11)$$

$$y_j - y_{j+1} < 0, \quad j = 0, 1, \cdots, n - 1. \quad (3.3.12)$$

Let this optimization problem be referred to as Problem P3.3.1. The gradient of the cost function $g$ is given by

$$\frac{\partial g}{\partial x_i} = 2g \sum_{j=0}^{n-1} \left\{ \frac{1}{2} f_{xx}(\xi_i, \eta_j) h_i^2 k_j - \frac{3}{2} f_{xx}(\xi_i, \eta_j) h_i k_j^3 ight\}$$

$$+ \frac{1}{2} f_{xx}(\xi_{i-1}, \eta_j) h_{i-1}^2 k_j + \frac{3}{2} f_{xx}(\xi_{i-1}, \eta_j) h_{i-1} k_j^3$$

$$+ \frac{1}{2} f_{yy}(\xi_i, \eta_j) h_i k_j^3 - \frac{1}{2} f_{yy}(\xi_i, \eta_j) k_j^3$$

$$+ \frac{1}{2} f_{yy}(\xi_{i-1}, \eta_j) h_{i-1} k_j^3 + \frac{1}{2} f_{yy}(\xi_{i-1}, \eta_j) k_j^3 \right\}$$
\[
\frac{\partial g}{\partial y_j} = 2g \sum_{i=0}^{m-1} \left\{ \frac{1}{2} f_{xx}(\xi_i, \eta_j) h_i^2 k_j - \frac{1}{2} f_{xx}(\xi_i, \eta_j) h_i^2 k_{j-1} + \frac{1}{2} f_{xy}(\xi_i, \eta_j) h_i h_k j - \frac{1}{2} f_{xy}(\xi_i, \eta_j) h_i h_k j_{-1} + \frac{1}{2} f_{yy}(\xi_i, \eta_j) h_i h_k j - \frac{3}{2} f_{yy}(\xi_i, \eta_j) h_i h_k j_{-1} + \frac{3}{2} f_{yy}(\xi_{i-1}, \eta_{j-1}) h_i h_k j_{-1} \right\}
\]

for \( i = 1, 2, \ldots, m - 1 \), and \( j = 1, 2, \ldots, n - 1 \).

**Barycenter quadrature rule on a triangular partition**

Dividing each rectangle \( \omega_{i,j} = (x_i, x_{i+1}) \times (y_j, y_{j+1}) \) in the partition \( P_{m \times n} \) into two triangles \( \omega_{i,j}^1 \) with vertices \( (x_i, y_j), (x_{i+1}, y_j), (x_i, y_{j+1}) \), and \( \omega_{i,j}^2 \) with vertices \( (x_{i+1}, y_j), (x_{i+1}, y_{j+1}), (x_i, y_{j+1}) \), we obtain a triangular partition \( P_{m \times n}^* \) defined by

\[
P_{m \times n}^* = \{ \omega_{i,j}^1, \omega_{i,j}^2 : i = 0, 1, 2, \ldots, m - 1, j = 0, 1, 2, \ldots, n - 1 \} \quad (3.3.13)
\]

The barycenter quadrature rule on the partition \( P_{m \times n}^* \) is defined as (cf. Chapter 4 of [17].)

\[
I_T(f) = \frac{1}{2} \sum_{i=0}^{m-1} \sum_{j=0}^{n-1} \left\{ f(\xi_{i1}, \eta_{j1}) + f(\xi_{i2}, \eta_{j2}) \right\} h_i h_j
\]

where \( \xi_{i1} = \frac{2x_i + x_{i+1}}{3}, \eta_{j1} = \frac{2y_j + y_{j+1}}{3}, \xi_{i2} = \frac{x_i + 2x_{i+1}}{3}, \) and \( \eta_{j2} = \frac{y_j + 2y_{j+1}}{3} \). For this quadrature rule, we have the following theorem.

**Theorem 3.3.2** If all the third partial derivatives of the function \( f(x, y) \) are continuous on \( \Omega \), and their absolute values are bounded by \( M_{ij} \) in \( \omega_{ij} \) for \( i = 0, 1, \ldots, m - 1 \), and \( j = 0, 1, \ldots, n - 1 \), then there exist \( \theta_{ij} \in [-M_{ij}, M_{ij}] \) such
that

\[ I(f) - I_T(f) = \frac{1}{72} \sum_{i=0}^{m-1} \sum_{j=0}^{n-1} h_ik_j \left( h_i^2 \left[ f_{xx}(\xi_{i1}, \eta_{j1}) + f_{xx}(\xi_{i2}, \eta_{j2}) \right] \\
- h_ik_j \left[ f_{xy}(\xi_{i1}, \eta_{j1}) + f_{xy}(\xi_{i2}, \eta_{j2}) \right] \\
+ k_j^2 \left[ f_{yy}(\xi_{i1}, \eta_{j1}) + f_{yy}(\xi_{i2}, \eta_{j2}) \right] \right) \\
+ \frac{1}{3^6 \times 10} \sum_{i=0}^{m-1} \sum_{j=0}^{n-1} \theta_{ij} \left( 8h_i^4k_j + \frac{91}{6} h_i^3k_j^2 + \frac{91}{6} h_i^3k_j^2 + 8h_i^4k_j^2 \right) \]

PROOF. Using Taylor's series expansion, we have

\[ f(x, y) - f(\xi_{ik}, \eta_{jk}) = f_x(\xi_{ik}, \eta_{jk})(x - \xi_{ik}) + f_y(\xi_{ik}, \eta_{jk})(y - \eta_{jk}) \\
+ \frac{1}{2} \left\{ f_{xx}(\xi_{ik}, \eta_{jk})(x - \xi_{ik})^2 \\
+ 2f_{xy}(\xi_{ik}, \eta_{jk})(x - \xi_{ik})(y - \eta_{jk}) \\
+ f_{yy}(\xi_{ik}, \eta_{jk})(y - \eta_{jk})^2 \right\} + R(\xi_{ik}, \eta_{jk}, r_{ijk}) \]

where \((x, y) \in \omega^k_{ij}\) and \(R(\xi_{ik}, \eta_{jk}, r_{ijk})\) is the Lagrange remainder given by:

\[ R(\xi_{ik}, \eta_{jk}, r_{ijk}) = \frac{1}{6} \left\{ (x - \xi_{ik}) \frac{\partial}{\partial x} + (y - \eta_{jk}) \frac{\partial}{\partial y} \right\}^3 \\
f(\xi_{ik} + r_{ijk}(x - \xi_{ik}), \eta_{jk} + r_{ijk}(y - \eta_{jk})) \]

with \(0 \leq r_{ijk} \leq 1, i = 1, 2, \ldots, m, j = 1, 2, \ldots, n, k = 1, 2\). Integrating over \(\omega^1_{ij} \cup \omega^2_{ij}\), we get

\[ \int_{x_i}^{x_{i+1}} \int_{y_j}^{y_{j+1}} \left\{ f(x, y) - f(\xi_{i1}, \eta_{j1}) \right\} dydx \\
+ \int_{x_i}^{x_{i+1}} \int_{y_j}^{y_{j+1}} \left\{ f(x, y) - f(\xi_{i2}, \eta_{j2}) \right\} dydx \\
= \frac{1}{72} h_ik_j \left\{ h_i^2 f_{xx}(\xi_{i1}, \eta_{j1}) - h_ik_j f_{xy}(\xi_{i1}, \eta_{j1}) + k_j^2 f_{yy}(\xi_{i1}, \eta_{j1}) \\
+ h_i^2 f_{xx}(\xi_{i2}, \eta_{j2}) - h_ik_j f_{xy}(\xi_{i2}, \eta_{j2}) + k_j^2 f_{yy}(\xi_{i2}, \eta_{j2}) \right\} \\
+ \int_{x_i}^{x_{i+1}} \int_{y_j}^{y_{j+1}} R(\xi_{i1}, \eta_{j1}, r_{ijk}) dydx \\
+ \int_{x_i}^{x_{i+1}} \int_{y_j}^{y_{j+1}} R(\xi_{i2}, \eta_{j2}, r_{ijk}) dydx \]

(3.3.14)

where \(\delta(x) = (1 - \frac{x-x_i}{h_i})k_j + y_j\).
We now estimate the integrals of each of these four terms in the remainders $R$ over $\omega^1_{ij} \cup \omega^2_{ij}$. For the first term, we have

\[
\left| \int_{x_i}^{x_{i+1}} \int_{y_j}^{\delta(x)} f_{xxx}(\xi_{i1} + r_{ij1}(x - \xi_{i1}), \eta_{j1} + r_{ij1}(y - y_{j1}))(x - \xi_{i1})^3 \, dy \, dx \right|
+ \left| \int_{x_i}^{x_{i+1}} \int_{\delta(x)}^{y_{j+1}} f_{xxx}(\xi_{i2} + r_{ij2}(x - \xi_{i2}), \eta_{j1} + r_{ij2}(y - y_{j2}))(x - \xi_{i2})^3 \, dy \, dx \right|
\leq M_{ij} \int_{x_i}^{x_{i+1}} \int_{y_j}^{\delta(x)} |(x - \xi_{i1})^3| \, dy \, dx + M_{ij} \int_{x_i}^{x_{i+1}} \int_{\delta(x)}^{y_{j+1}} |(x - \xi_{i2})^3| \, dy \, dx
= \frac{8}{5 \times 3^4} M_{ij} h_i^4 k_j. \tag{3.3.15}
\]

For the other three terms, we have

\[
\left| \int_{x_i}^{x_{i+1}} \int_{y_j}^{\delta(x)} \{f_{xyy}(\xi_{i1} + r_{ij1}(x - \xi_{i1}), \eta_{j1} + r_{ij1}(y - y_{j1}))(x - \xi_{i1})^2(y - \eta_{j1})\} \, dy \, dx \right|
+ \left| \int_{x_i}^{x_{i+1}} \int_{\delta(x)}^{y_{j+1}} \{f_{xyy}(\xi_{i2} + r_{ij2}(x - \xi_{i2}), \eta_{j1} + r_{ij2}(y - y_{j2}))(x - \xi_{i2})^2(y - \eta_{j2})\} \, dy \, dx \right|
\leq \frac{91}{10 \times 3^5} M_{ij} h_i^3 k_j^2, \tag{3.3.16}
\]

\[
\left| \int_{x_i}^{x_{i+1}} \int_{y_j}^{\delta(x)} \{f_{yyb}(\xi_{i1} + r_{ij1}(x - \xi_{i1}), \eta_{j1} + r_{ij1}(y - y_{j1}))(x - \xi_{i1})(y - \eta_{j1})^2\} \, dy \, dx \right|
+ \left| \int_{x_i}^{x_{i+1}} \int_{\delta(x)}^{y_{j+1}} \{f_{yyb}(\xi_{i2} + r_{ij2}(x - \xi_{i2}), \eta_{j1} + r_{ij2}(y - y_{j2}))(x - \xi_{i2})(y - \eta_{j2})^2\} \, dy \, dx \right|
\leq \frac{91}{10 \times 3^6} M_{ij} h_i^2 k_j^3, \tag{3.3.17}
\]

and

\[
\left| \int_{x_i}^{x_{i+1}} \int_{y_j}^{\delta(x)} \{f_{yyb}(\xi_{i1} + r_{ij1}(x - \xi_{i1}), \eta_{j1} + r_{ij1}(y - y_{j1}))(y - \eta_{j1})^3\} \, dy \, dx \right|
+ \left| \int_{x_i}^{x_{i+1}} \int_{\delta(x)}^{y_{j+1}} \{f_{yyb}(\xi_{i2} + r_{ij2}(x - \xi_{i2}), \eta_{j1} + r_{ij2}(y - y_{j2}))(y - \eta_{j2})^3\} \, dy \, dx \right|
\leq \frac{8}{5 \times 3^4} M_{ij} h_i^4 k_j^4. \tag{3.3.18}
\]
From (3.3.15) - (3.3.18), we obtain

\[
\left| \int_{x_i}^{x_{i+1}} \int_{y_j}^{y_{j+1}} R(\xi_{i1}, \eta_{j1}, r_{ij1}) \, dy \, dx + \int_{x_i}^{x_{i+1}} \int_{\delta(x)}^{y_{j+1}} R(\xi_{i2}, \eta_{j2}, r_{ij2}) \, dy \, dx \right| \\
\leq \frac{1}{3^5 \times 10} \left\{ 8h_i^4 k_j + \frac{91}{6} h_i^3 k_j^2 + \frac{91}{6} h_i^2 k_j^3 + 8h_i k_j^4 \right\} M_{ij}
\] (3.3.19)

Thus, there exists a \( \theta_{ij} \in [-M_{ij}, M_{ij}] \) such that

\[
\int_{x_i}^{x_{i+1}} \int_{y_j}^{y_{j+1}} R(\xi_{i1}, \eta_{j1}, r_{ij1}) \, dy \, dx + \int_{x_i}^{x_{i+1}} \int_{\delta(x)}^{y_{j+1}} R(\xi_{i2}, \eta_{j2}, r_{ij2}) \, dy \, dx \\
= \frac{1}{3^5 \times 10} \left\{ 8h_i^4 k_j + \frac{91}{6} h_i^3 k_j^2 + \frac{91}{6} h_i^2 k_j^3 + 8h_i k_j^4 \right\} \theta_{ij}
\] (3.3.20)

The main result of the theorem follows by combining (3.3.14) and (3.3.20). \( \square \)

From Theorem 3.3.2, we see that the error between the numerical integral using the barycenter quadrature rule on triangular partition and the exact integral is dominated by

\[
E_T(x, y) := \frac{1}{72} \sum_{i=0}^{m-1} \sum_{j=0}^{n-1} h_i k_j \left\{ h_i^2 [ f_{xx}(\xi_{i1}, \eta_{j1}) + f_{xx}(\xi_{i2}, \eta_{j2})] \\
- h_i k_j [ f_{xy}(\xi_{i1}, \eta_{j1}) + f_{xy}(\xi_{i2}, \eta_{j2})] \\
+ k_j^2 [ f_{yy}(\xi_{i1}, \eta_{j1}) + f_{yy}(\xi_{i2}, \eta_{j2})] \right\}
\]

where all \( h_i < 1 \), \( k_j < 1 \) ( or otherwise \( f_{xx}(x, y) \), and \( f_{yy}(x, y) \) are nearly constant ). Based on this, we can pose the corresponding numerical scheme as an optimization problem.

\[
\text{Min } g(x, y) = \left\{ \sum_{i=0}^{m-1} \sum_{j=0}^{n-1} h_i k_j \left\{ h_i^2 [ f_{xx}(\xi_{i1}, \eta_{j1}) + f_{xx}(\xi_{i2}, \eta_{j2})] \\
- h_i k_j [ f_{xy}(\xi_{i1}, \eta_{j1}) + f_{xy}(\xi_{i2}, \eta_{j2})] \\
+ k_j^2 [ f_{yy}(\xi_{i1}, \eta_{j1}) + f_{yy}(\xi_{i2}, \eta_{j2})] \right\} \right\}^2
\]

subject to constraints (3.3.11) - (3.3.12). This optimization problem is referred to as Problem P3.3.2. The gradient of the cost function \( g \) is given by
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\[ \frac{\partial g}{\partial x_i} = 2g \sum_{j=0}^{n-1} \left\{ -3h_i^2k_j \left[ f_{xx}(\xi_1, \eta_1) + f_{xx}(\xi_2, \eta_2) \right] \\
+ 2h_i^2k_j \left[ f_{xy}(\xi_1, \eta_1) + f_{xy}(\xi_2, \eta_2) \right] \\
- k_j^2 \left[ f_{yy}(\xi_1, \eta_1) + f_{yy}(\xi_2, \eta_2) \right] \\
+ h_i^2k_j \left[ \frac{1}{3} f_{xxx}(\xi_1, \eta_2) + \frac{2}{3} f_{xxxx}(\xi_1, \eta_1) \right] \\
- h_i^2k_j \left[ \frac{1}{3} f_{xyy}(\xi_1, \eta_2) + \frac{2}{3} f_{xyy}(\xi_1, \eta_1) \right] \\
+ h_i^2k_j \left[ \frac{1}{3} f_{yyy}(\xi_1, \eta_2) + \frac{2}{3} f_{yyy}(\xi_1, \eta_1) \right] \\
+ 3h_i^2k_j \left[ f_{xx}(\xi_{i-1}, \eta_1) + f_{xx}(\xi_{i-1}, \eta_2) \right] \\
- 2h_{i-1}^2k_j \left[ f_{xy}(\xi_{i-1}, \eta_1) + f_{xy}(\xi_{i-1}, \eta_2) \right] \\
+ k_j^2 \left[ f_{yy}(\xi_{i-1}, \eta_1) + f_{yy}(\xi_{i-1}, \eta_2) \right] \\
+ h_{i-1}^2k_j \left[ \frac{1}{3} f_{xxx}(\xi_{i-1}, \eta_1) + \frac{2}{3} f_{xxxx}(\xi_{i-1}, \eta_2) \right] \\
- h_{i-1}^2k_j \left[ \frac{1}{3} f_{xyy}(\xi_{i-1}, \eta_1) + \frac{2}{3} f_{xyy}(\xi_{i-1}, \eta_2) \right] \\
+ h_{i-1}^2k_j \left[ \frac{1}{3} f_{yyy}(\xi_{i-1}, \eta_1) + \frac{2}{3} f_{yyy}(\xi_{i-1}, \eta_2) \right] \right\} \]
and

\[
\frac{\partial g}{\partial y_j} = 2g \sum_{j=0}^{n-1} \left\{ -h_i^4 [f_{xx}(\xi_{i1}, \eta_{j1}) + f_{xx}(\xi_{i2}, \eta_{j2})]
+ 2h_i^2 k_j [f_{xy}(\xi_{i1}, \eta_{j1}) + f_{xy}(\xi_{i2}, \eta_{j2})]
- 3h_i k_j^2 [f_{yy}(\xi_{i1}, \eta_{j1}) + f_{yy}(\xi_{i2}, \eta_{j2})]
+ h_i^3 k_j [\frac{1}{3} f_{xxy}(\xi_{i2}, \eta_{j2}) + \frac{2}{3} f_{xxy}(\xi_{i1}, \eta_{j1})]
- h_i^2 k_j^2 [\frac{1}{3} f_{xyy}(\xi_{i2}, \eta_{j2}) + \frac{2}{3} f_{xyy}(\xi_{i1}, \eta_{j1})]
+ h_i k_j^3 [\frac{1}{3} f_{yxy}(\xi_{i2}, \eta_{j2}) + \frac{2}{3} f_{yxy}(\xi_{i1}, \eta_{j1})]
+ h_i^3 [f_{xx}(\xi_{i1}, \eta_{(j-1)1}) + f_{xx}(\xi_{i2}, \eta_{(j-1)2})]
- 2h_i^2 k_{j-1} [f_{xy}(\xi_{i1}, \eta_{(j-1)1}) + f_{xy}(\xi_{i2}, \eta_{(j-1)2})]
+ 3h_i k_{j-1}^2 [f_{yy}(\xi_{i1}, \eta_{(j-1)1}) + f_{yy}(\xi_{i2}, \eta_{(j-1)2})]
+ h_i^3 k_{j-1} [\frac{1}{3} f_{xxy}(\xi_{i2}, \eta_{(j-1)2}) + \frac{2}{3} f_{xxy}(\xi_{i1}, \eta_{(j-1)2})]
- h_i^2 k_{j-1}^2 [\frac{1}{3} f_{xyy}(\xi_{i2}, \eta_{(j-1)2}) + \frac{2}{3} f_{xyy}(\xi_{i1}, \eta_{(j-1)2})]
+ h_i k_{j-1}^3 [\frac{1}{3} f_{yxy}(\xi_{i2}, \eta_{(j-1)2}) + \frac{2}{3} f_{yxy}(\xi_{i1}, \eta_{(j-1)2})]\right\}
\]

for \( i = 0, 1, \cdots, m - 1 \), and \( j = 0, 1, \cdots, n - 1 \), where \( \xi_{ij}, \eta_{ij}, h_i, \) and \( k_j \) are as defined previously.

### 3.3.2 Method for not sufficiently smooth integrands

The technique presented in the previous section requires that the third order partial derivatives of \( f(x, y) \) on \( \Omega \) are continuous. Following the notation defined in Subsection 3.3.1, we now develop a numerical scheme for the case in which only first order partial derivatives of \( f(x, y) \) are continuous on \( \Omega \). This is based on the idea of approximating the error in a quadrature rule by the difference between the numerical integrals by the quadrature rule and a higher order quadrature rule.

The trapezoidal rule on the triangle

\[
\omega_{\xi, \eta} = \{(x, y) | 0 < x < \xi, \ 0 < y < (1 - \frac{x}{\xi})\eta\}
\]
is defined by

\[ \int_{\omega_{\xi,\eta}^1} f(x, y) d\omega \approx \frac{1}{6} \{ (f(0, 0) + f(x, 0) + f(0, \eta)) \} \xi \eta, \]

which is obtained by approximating \( f(x, y) \) by the linear function

\[ L(x, y) = f(0, 0) + \frac{f(\xi, 0) - f(0, 0)}{\xi} x + \frac{f(\xi, \eta) - f(\xi, 0)}{\eta} y \quad \text{on} \quad \omega_{\xi,\eta}^1. \]

Now we fit \( f(x, y) \) on \( \omega_{\xi,\eta}^1 \) by a quadratic function

\[ Q(x, y) = a_1 + a_2 x + a_3 y + a_4 x^2 + a_5 x y + a_6 y^2 \]

such that

\[ Q(0, 0) = f(0, 0) = f_1, \quad Q(\frac{\xi}{2}, 0) = f(\frac{\xi}{2}, 0) = f_2, \quad Q(\xi, 0) = f(\xi, 0) = f_3, \]

\[ Q(\frac{\xi}{2}, \frac{\eta}{2}) = f(\frac{\xi}{2}, \frac{\eta}{2}) = f_4, \quad Q(0, \eta) = f(0, \eta) = f_5, \quad Q(0, \frac{\eta}{2}) = f(0, \frac{\eta}{2}) = f_6. \]

Let

\[ Q_0(x, y) = b_2 x + b_3 y + b_4 x^2 + b_5 x y + b_6 y^2 = Q(x, y) - f(0, 0) \text{ on } \omega_{\xi,\eta}^1. \]

Then, we have

\[ f_2 - f_1 = b_2 \frac{\xi}{2} + b_4 \frac{\xi^2}{4} \]  \hspace{1cm} (3.3.21)

\[ f_3 - f_1 = b_2 \xi + b_4 \xi^2 \]  \hspace{1cm} (3.3.22)

\[ f_4 - f_1 = b_2 \frac{\xi}{2} + b_3 \frac{\eta}{2} + b_4 \frac{\xi^2}{4} + b_5 \frac{\xi \eta}{4} + b_6 \frac{\eta^2}{4} \]  \hspace{1cm} (3.3.23)

\[ f_5 - f_1 = b_3 \eta + b_6 \eta^2 \]  \hspace{1cm} (3.3.24)

\[ f_6 - f_1 = b_3 \frac{\eta}{2} + b_6 \frac{\eta^2}{4} \]  \hspace{1cm} (3.3.25)

Solving the system (3.3.21) - (3.3.25), we have

\[ b_2 = \frac{-f_3 + 4 f_2 - 3 f_1}{\xi} \]

\[ b_3 = \frac{-f_5 + 4 f_6 - 3 f_1}{\eta} \]

\[ b_4 = \frac{2(f_3 - 2 f_2 + f_1)}{\xi^2} \]

\[ b_5 = \frac{4(f_1 - f_2 + f_4 - f_6)}{\xi \eta} \]

\[ b_6 = \frac{2(f_5 - 2 f_6 + f_1)}{\eta^2} \]
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Therefore
\[ Q_0(x, y) = \frac{-f_3 + 4f_2 - 3f_1}{\xi} x + \frac{-f_5 + 4f_6 - 3f_1}{\eta} y + \frac{2(f_3 - 2f_2 + f_1)}{\xi^2} x^2 \]
\[ + \frac{4(f_1 - f_2 + f_4 - f_6)}{\xi \eta} xy + \frac{2(f_5 - 2f_6 + f_1)}{\eta^2} y^2 \]
and
\[ \int_0^\xi \int_0^{(1 - \frac{x}{\xi})\eta} Q_0(x, y) dy dx = \frac{-3f_1 + f_2 + f_4 + f_6}{6} \xi \eta \]
\[ \int_0^\xi \int_0^{(1 - \frac{x}{\xi})\eta} (Q(x, y) - L(x, y)) dy dx = \frac{f_2 + f_4 + f_6 - f_1 - f_3 - f_5}{6} \xi \eta \]
Similarly, on
\[ \omega_{x\eta}^2 = \{(x, y) : 0 \leq x \leq \xi, (1 - \frac{x}{\xi})\eta \leq y \leq \eta \}, \]
we have
\[ \int_0^\xi \int_{(1 - \frac{x}{\xi})\eta}^{\eta} (Q(x, y) - L(x, y)) dy dx = \frac{f_7 + f_4 + f_9 - f_3 - f_5}{6} \xi \eta, \]
where
\[ L(x, y) = f(\xi, \eta) + \frac{f(\xi, 0) - f(\xi, \eta)}{\xi} x + \frac{f(\xi, \eta) - f(\xi)}{\eta} y, \]
\[ f_7 = f(\xi, \frac{\eta}{2}), \quad f_8 = f(\xi, \eta), \quad f_9 = f(\xi, \frac{\eta}{2}). \]
Transforming \( \omega_{x\eta}^1 \) and \( \omega_{x\eta}^2 \) into the triangular elements \( \omega_{ij}^1 \) and \( \omega_{ij}^2 \) of the partition \( P_{m \times n}^* \), respectively, we have
\[ \int_{x_i}^{x_{i+1}} \int_{y_j}^{y_{j+1}} (Q(x, y) - L(x, y)) dy dx \]
\[ = \frac{1}{6} h_i k_j \left\{ f(\xi_i, y_j) + f(x_i, \eta_j) + f(x_{i+1}, \eta_j) + 2f(\xi_i, \eta_j) \right\} \]
\[ - f(x_i, y_j) - 2f(x_{i+1}, y_j) - 2f(x_i, y_{j+1}) - f(x_{i+1}, y_{j+1}) \}
Summing over \( i = 0, 1, 2, \cdots, m - 1, \) and \( j = 0, 1, 2, \cdots, n - 1, \) we obtain
\[ \int \{(Q(x, y) - L(x, y)) \} dx dy \]
\[ = \frac{1}{6} \sum_{i=0}^{m-1} \sum_{j=0}^{n-1} h_i k_j \left\{ f(\xi_i, y_j) + f(x_i, \eta_j) + f(\xi_i, y_{j+1}) + f(x_{i+1}, \eta_j) + 2f(\xi_i, \eta_j) \right\} \]
\[ - f(x_i, y_j) - 2f(x_{i+1}, y_j) - 2f(x_i, y_{j+1}) - f(x_{i+1}, y_{j+1}) \} \]
Let $I_{TR}(f)$ denote the trapezoidal rule on the partition $P^*_{m \times n}$. Then, the error $I(f) - I_{TR}(f)$ is dominated by

$$E_{QTR}(x, y) = \frac{1}{6} \sum_{i=0}^{m-1} \sum_{j=0}^{n-1} h_i k_j \left\{ f(\xi_i, y_j) + f(x_i, \eta_j) + f(\xi_i, y_{j+1}) + f(x_{i+1}, \eta_j) \\
+ 2f(\xi_i, \eta_j) - f(x_i, y_j) - 2f(x_{i+1}, y_j) \\
- 2f(x_i, y_{j+1}) - f(x_{i+1}, y_{j+1}) \right\}$$

This motivates us to define the following optimization problem:

$$\min g(x, y) = \left\{ \sum_{i=0}^{m-1} \sum_{j=0}^{n-1} h_i k_j \left\{ f(\xi_i, y_j) + f(x_i, \eta_j) + f(\xi_i, y_{j+1}) + f(x_{i+1}, \eta_j) \\
+ 2f(\xi_i, \eta_j) - f(x_i, y_j) - 2f(x_{i+1}, y_j) \\
- 2f(x_i, y_{j+1}) - f(x_{i+1}, y_{j+1}) \right\} \right\}^2$$

subject to (3.3.11) - (3.3.12). This problem is referred to as Problem P3.3.3.

The gradient of $g$ is given by

$$\frac{\partial g}{\partial x_i} = 2g \sum_{j=0}^{n-1} \left\{ -k_j \{ f(\xi_i, y_j) + f(x_i, \eta_j) + f(\xi_i, y_{j+1}) \\
+ f(x_{i+1}, \eta_j) + 2f(\xi_i, \eta_j) - f(x_i, y_j) \\
- 2f(x_{i+1}, y_j) - 2f(x_i, y_{j+1}) - f(x_{i+1}, y_{j+1}) \} \right\}$$

and

$$\frac{\partial g}{\partial y_j} = \frac{1}{2} f_x(x_i, \eta_j) + \frac{1}{2} f_x(\xi_i, y_j)$$

and

$$\frac{\partial g}{\partial \eta_j} = \frac{1}{2} f_x(x_i, \eta_j) - \frac{1}{2} f_x(x_i, y_j) - f(x_i, y_{j+1})$$

and
\[
\frac{\partial g}{\partial y_j} = 2g \sum_{j=0}^{n-1} \left\{ -h_i \left\{ f(x_i, y_j) + f(x_i, \eta_j) + f(x_i, y_{j+1}) + f(x_{i+1}, \eta_j) - f(x_{i+1}, y_{j+1}) \right\} \\
+ f(x_{i+1}, y_j) + 2f(x_i, \eta_j) - f(x_i, y_j) \\
- 2f(x_{i+1}, y_{j-1}) - 2f(x_i, y_j) - f(x_{i+1}, y_{j+1}) \right\} \\
+ h_i \left\{ f(x_i, y_{j-1}) + f(x_i, \eta_{j-1}) + f(x_i, y_j) + f(x_{i+1}, \eta_{j-1}) - f(x_{i+1}, y_{j-1}) \right\} \\
+ f(x_{i+1}, y_{j-1}) + 2f(x_i, \eta_{j-1}) - f(x_i, y_{j-1}) \\
- 2f(x_{i+1}, y_{j-1}) - 2f(x_i, y_j) - f(x_{i+1}, y_j) \right\} \\
+ h_{i+1} k_j \left\{ f_y(x_i, y_j) + \frac{1}{2} f_y(x_i, \eta_j) + \frac{1}{2} f_y(x_{i+1}, \eta_j) \\
- f_y(x_{i+1}, y_j) - 2f_y(x_{i+1}, y_j) \right\} \\
- h_{i+1} k_{j-1} \left\{ \frac{1}{2} f_y(x_{i+1}, \eta_{j-1}) + f_y(x_i, y_j) + \frac{1}{2} f_y(x_{i+1}, \eta_{j-1}) \\
+ f_y(x_{i+1}, y_{j-1}) + 2f_y(x_{i+1}, y_j) - f_y(x_i, y_j) \right\} \right\}
\]

### 3.3.3 Numerical Experiments

To demonstrate the effectiveness and usefulness of the above methods, some numerical experiments are carried out. The package FFSQP [116] for solving general nonlinear programming problems is used as the minimizer for Problems P3.3.1, P3.3.2, and P3.3.3. All computations are performed in Fortran double precision on an SGI workstation. For all the test problems solved, we use the uniform mesh (for given m and n) as the initial mesh and numerical integral obtained from the quadrature rule on the uniform triangle partition with $2 \times 1000 \times 1000$ sub-triangles as the exact integral $I(f)$. For simplicity, we use R, T, QTR denote the barycenter rule with rectangular partition, the barycenter rule with triangular partition and the trapezoidal rule with quadrature approximation of function $f(x, y)$ on triangular partition, respectively.

**Example 3.3.1.**

\[
I(f) = \int_{\Omega} \frac{100 \sin(10x + 9y)}{xy} \, d\Omega
\]

This function is not analytically integrable on the region

\[
\Omega = \{(x, y) : 0.1 < x < 0.6, 0.1 < y < 0.6\}.
\]
Table 3.3.1: Results for Example 3.3.1 using different quadrature rules and grids

<table>
<thead>
<tr>
<th>Grid</th>
<th>$g(x_{\text{init}})$</th>
<th>$g(x_{\text{final}})$</th>
<th>Error</th>
<th>Err on Unif. Grid</th>
</tr>
</thead>
<tbody>
<tr>
<td>R on G1</td>
<td>-46.29904</td>
<td>-45.82994</td>
<td>1.54e-2</td>
<td>4.85e-1</td>
</tr>
<tr>
<td>T on G2</td>
<td>-46.04443</td>
<td>-45.81842</td>
<td>3.91e-3</td>
<td>2.30e-1</td>
</tr>
<tr>
<td>QTR on G3</td>
<td>-45.48281</td>
<td>-45.81509</td>
<td>5.88e-4</td>
<td>3.31e-1</td>
</tr>
</tbody>
</table>

We now divide $\Omega$ into $16 \times 16$ uniform subregions and use Problem P3.3.1, P3.3.2, P3.3.3 to construct three integral grids labeled with G1, G2 and G3, respectively. Table 3.3.1 contain a list of the initial and final values of the cost function ($g(x_{\text{init}})$ and $g(x_{\text{final}})$) and the absolute errors in the numerical integrals computed, respectively, by the barycenter quadrature rule with rectangular partition, the barycenter quadrature rule with triangular partition and the trapezoidal rule with quadrature approximation of function $f(x, y)$ on triangular partition. For comparison, the errors in the numerical integrals from the above methods on the uniform mesh are listed in the last column. From this table we see that the results obtained by using the optimal grids are at least one order of magnitude more accurate than those based on the uniform grids. Also Problems P3.3.2 and P3.3.3 produce more accurate results than those obtained from Problem P3.3.1. To visualize the grids obtained from the solutions of Problems P3.3.1, P3.3.2 and P3.3.3, see Figures 3.3.1 - 3.3.4

Example 3.3.2.

$$I(f) = 10 \int_{\Omega} \exp\{ -0.2(x - 2.0)^2(y - 3.0)^2 \} d\Omega$$

where $\Omega = \{(x, y) : 0 < x < 5, 1 < y < 6\}$, which is partitioned into $16 \times 16$ subregions. Problems P3.3.1, P3.3.2, P3.3.3 are used to construct three integral grids, labeled by G1, G2, G3 respectively. Table 3.3.2 contains a list of the initial and final values of the cost function. From this table we see that the results obtained by using the optimal grid is at least two orders of magnitudes more accurate than that based on the uniform grid. Figures 3.3.5 and 3.3.6 show the difference between optimal grid and uniform grid for trapezoidal rule on partition $P_{m\times n}$. 
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Figure 3.3.1: Graphs of the numerical solution of Example 3.3.1 using R rule on G1

Figure 3.3.2: Graphs of the numerical solution of Example 3.3.1 using T rule on G2

<table>
<thead>
<tr>
<th>Grid</th>
<th>$g(x_{init})$</th>
<th>$g(x_{final})$</th>
<th>Error</th>
<th>Err on Unif.Grid</th>
</tr>
</thead>
<tbody>
<tr>
<td>R on G1</td>
<td>156.1982</td>
<td>156.08733</td>
<td>1.52e-3</td>
<td>1.12e-1</td>
</tr>
<tr>
<td>T on G2</td>
<td>156.2460</td>
<td>156.08538</td>
<td>4.38e-4</td>
<td>1.60e-1</td>
</tr>
<tr>
<td>QTR on G3</td>
<td>155.8580</td>
<td>156.08246</td>
<td>3.35e-3</td>
<td>2.20e-1</td>
</tr>
</tbody>
</table>

Table 3.3.2: Results for test2 using different quadrature rules and grids
Figure 3.3.3: Graphs of the numerical solution of Example 3.3.1 using QTR rule on G3

Figure 3.3.4: \( R \) rule on Uniform Grid
Figure 3.3.5: Graphs of the numerical solution of Example 3.3.2 using QTR rule on G3

(a) A section perpendicular to y axis   (b) A section perpendicular to x axis

Figure 3.3.6: Trapezoidal rule on Uniform Grid.
3.4 Conclusion

In this chapter, we present some numerical methods for constructing optimal grids for numerical integrations in one and two dimensions by some well-known quadrature rules. In this approach, a conventional numerical integration problem is posed as an optimization problem so that the solution of the latter yields the optimal grid. Numerical experiments are performed to verify the effectiveness of the approach. The numerical results show that, for a fixed number of mesh nodes, the numerical integrals on a grid from the present method is at least one order of magnitudes more accurate than that on the uniform grid.

We comment that an optimal solution of the problems in this chapter may not exist, since the feasible region constrained by $x_i - x_{i+1} < 0$, $i = 0, 1, \ldots, m-1$ and/or $y_j - y_{j+1} < 0$, $j = 0, 1, \ldots, n - 1$ is an open set. To overcome this problem, in practice the above constraints are replaced by $x_i - x_{i+1} \leq \epsilon_i$ and $y_j - y_{j+1} \leq \delta_j$, where $\epsilon_i$ and $\delta_j$ are user's chosen small positive numbers. If the integrand is continuous in $\Omega$, then the above problem has at least one solution, though multiple solutions may exist.
Chapter 4

Optimal Recharge and Driving Strategies for a Battery – Powered Electric Vehicle

4.1 Introduction

Due to the advancement in the battery technology, there is a great revival of interest among the researchers to return to work on the development of battery-powered electric vehicles over the past decade. For details, see [12], [75], [96] and [106].

The main components of an electric vehicle are: (i) battery cells which are energy storage system; (ii) a traction system which consists of an electric motor, a steering wheel and motor controller; and (iii) a friction system which is a mechanical braking device. The driver can control the power applied to the traction system as well as to the mechanical braking system. The major problem associated with a battery- powered electric vehicle is in its batteries. The total weight of the batteries is directly related to the charging capacity of the electric vehicle. Due to the limited charging capacity, the vehicle can only travel for a relatively short distance when compared with a conventional gasoline-powered vehicle. It needs to be recharged much more frequently.

In this chapter, we consider a situation in which an electric vehicle is to be driven on an even road or an undulating road connecting two given cities. The distance between the two cities is beyond the driving range of the vehicle
without recharging its batteries. In other words, the batteries are required to be recharged before completing the journal. The rest of this chapter is organized as follows:

We construct a model for the battery-powered electric vehicle in Section 4.2. In Section 4.3, we formulate an optimization problem in which the vehicle is to be driven on an even road. The recharge points, and the speed of the vehicle are considered as decision variables. The objective is to minimize the completion time of the journey with respect to these decision-variables. The distance between the two cities, the maximum allowable power to be applied to the motor, and the number of battery cells are assumed fixed. In this optimization problem, the capacity of each of the battery cells is regarded as the state. Clearly, the state will exhibit a jump at each switching time. We further assume that the maximum allowable number of recharge points is fixed. A challenging task is to remove this assumption in that theoretical results are obtained for determining this maximum number of recharge points. To solve this optimization problem, we first fix a number of recharge points. This leads to a simpler problem in which only the switching times and the vehicle speed are to be chosen optimally. The control parameterization enhancing transform (CPET) (see [100] for details) is then used to transform the problem into a standard optimal control problem solvable by Miser3.2 (cf. [41] and [42]). We then increase the number of the recharge points and solve the corresponding standard optimal control problem. This process is repeated by gradually increasing the number of the recharge points until the maximum allowable number is reached. In Section 4.4, we formulate an optimization problem in which the recharge points are to be chosen from several fixed points rather than free as in Section 4.3. A computational method similar to that given in Section 4.3 is developed for solving this optimization problem. Note that in both Sections 4.3 and 4.4 the vehicle is driven on an even road, and we do not consider acceleration and deceleration effects in each of the time intervals. Thus, we construct a new model in Section 4.5. This new model takes into account of acceleration effects. In Sections 4.6 and 4.7, we consider the case in which the vehicle is driven on an
undulating road. In Section 4.6, we formulate an optimization problem in which
the recharge points are fixed, and the switching times and the corresponding
speed of the vehicle are considered as decision variables. In Section 4.7, recharge
points as well as the switching times and the corresponding speed of the vehicle
are taken as decision variables. In Section 4.8, five examples are constructed
and solved by using the methods developed in the previous sections.

4.2 Battery-Powered Electric Car Model

Let $t$ denote the time, and $p$ the power being applied to the motor. The power
$p$, which is a function of $t$, is a control variable. It is assumed that

$$0 \leq p(t) \leq P, \quad \text{for all } t \in [0, t_{\text{final}}]$$

where $t_{\text{final}}$ is the specified time for completing the journey, and $P$ is the maxi-
mum allowable power to be applied to the motor. The electric power is directly
applied to the motor. We assume that the control force at the wheel of the
vehicle is:

$$F = \frac{p}{v}, \quad (4.2.1)$$

where $v = v(t)$ is the speed of the vehicle. We also assume that the resistance
on the vehicle due to the friction and air is:

$$r(v) = m(b_1 + b_2 v), \quad (4.2.2)$$

where $b_1$ and $b_2$ are known positive constants, and $m$ is the mass of the vehicle.
The dynamics of the vehicle is described by the following system of differential
equations.

$$\frac{dx}{dt} = v, \quad (4.2.3)$$

$$m \frac{dv}{dt} = \frac{p}{v} - r(v) - mg \sin(\theta) \quad (4.2.4)$$
with initial conditions

\[ v(0) = 0, \quad (4.2.5) \]
\[ x(0) = 0 \quad (4.2.6) \]

where \( \theta = \theta(x) \) is the angle of slope of the road at location \( x = x(t) \), and \( g \) is the acceleration due to gravity. The speed of the vehicle is assumed to satisfy the following obvious constraint.

\[ v(t) \geq 0. \]

For each battery cell, the recharge-discharge rate at time \( t \) is:

\[ \frac{dq}{dt} = \begin{cases} 
- c_1 p_1, & \text{discharge} \\
\frac{c_2}{q + c_3} - \exp\{c_4 - c_5 t\}, & \text{recharge}
\end{cases} \quad (4.2.7) \]

with initial condition:

\[ q(0) = q_0, \]

where \( c_i, i = 1, \cdots, 5, \) are given positive constants, and \( p_1 \) is the power flowing out from each battery cell. The function \( q \) is required to satisfy the following constraint.

\[ q_{\text{min}} \leq q(t) \leq q_{\text{max}}. \]

### 4.3 The Problem on An Even Road

In this section, the road connecting two given cities is assumed to be even. The distance between the two cities, the maximum allowable power to be applied to the motor, and the number of battery cells are assumed to be fixed.

#### 4.3.1 Problem Formulation

Let \([0, t_{\text{final}}]\) be the total driving time, and let \( \{t_i\}, i = 0, 1, \cdots, 2l, \) be switching times, which satisfy

\[ 0 = t_0 < t_1 < \cdots < t_{2l} < t_{2l+1} = t_{\text{final}} \]
where \( l \) is the number of recharge points, \([t_{2i-1}, t_{2i}], \ i = 1, \ldots, l\), are the time intervals at which the vehicle stops for recharging its batteries, while \([t_{2i-2}, t_{2i-1}], \ i = 1, \ldots, l + 1\), are the time intervals at which the vehicle is driven at a constant speed.

We ignore the times taken for acceleration (respectively, deceleration) at the beginning (respectively, ending) of each of the time intervals. Thus, in each time interval, we obtain

\[
\frac{dv}{dt} = 0 \quad (4.3.1)
\]

From (4.2.2), (4.2.4), and (4.3.1), we obtain

\[
p = v \times r(v) = v \times m(b_1 + b_2 v) \quad (4.3.2)
\]

and the power flowing out from each of the \( n \) parallel battery cells is:

\[
p_1 = v \times \frac{m(b_1 + b_2 v)}{n} \quad (4.3.3)
\]

From (4.2.7) and (4.3.3), we have

\[
\frac{dq}{dt} = \begin{cases} 
-\frac{c_1 (t_1 v + b_2 v^2) m}{n}, & t \in [t_{2i-2}, t_{2i-1}] \\
\frac{c_2}{q + c_3} - \exp\{c_4 - c_5 (t - t_{2i-1})\}, & t \in [t_{2i-1}, t_{2i}] \\
-\frac{c_1 (t_1 v + b_2 v^2) m}{n}, & t \in [t_{2i}, t_{2i+1}]
\end{cases} \quad (4.3.4)
\]

with initial condition

\[
g(0) = q_0 \quad (4.3.5)
\]

Define

\[
\mathcal{T} = \{ t = (t_1, \ldots, t_{2l}) : t_i \in \mathbb{R}, \ t_{i-1} < t_i, \ i = 1, \ldots, 2l, \ l \in \mathbb{N}\}
\]

where \( \mathbb{R} \), and \( \mathbb{N} \) are the set of all real numbers and the set of all natural numbers, respectively.
A Borel measurable function \( v : [0, T] \to \mathbb{R} \) is called an admissible control. Let \( \mathcal{V} \) be the set of all such admissible controls. For each \((t, v, l) \in T \times \mathcal{V} \times \mathbb{N}\), let \( q(\cdot | t, v, l) \) denote the corresponding solution of system (4.3.4)–(4.3.5).

We may now specify the corresponding optimization problem formally as follows:
given the dynamical system (4.3.4)–(4.3.5), find a \((t, v, l) \in T \times \mathcal{V} \times \mathbb{N}\) such that the cost function

\[
g_1(t, v, l) = t_{\text{final}}(t, v, l)
\]

is minimized subject to the constraints

\[
q_{\text{min}} \leq q(t) \leq q_{\text{max}},
\]
\[
0 < p = m(a v + b v^2) < P,
\]
\[
0 < t_i - t_{i-1}, \quad i = 1, \cdots, 2l + 1,
\]
\[
\int_{0}^{t_{\text{final}}} v dt = S,
\]
\[
l \leq L,
\]

where \( n, l \) and \( v \) are, respectively, the number of battery cells, number of recharge points, and the corresponding speed. \( t_{\text{final}} = t_{2l+1} \) is the required time for completing the journey, \( S \) is the total distance traveled, and \( L \) is the upper bound of the number of the recharge points. Let this problem be referred to as Problem \( P_1 \).

### 4.3.2 Transformation

To solve Problem \( P_1 \), we need to determine the optimal number of recharge points \( l \), the optimal switching time points \( t = (t_1, \cdots, t_{2l}) \), and the optimal speed \( v \). Let us initially set the number of recharge points to be \( k \). Then only the optimal switching time points with a fixed number of recharge points, and the corresponding optimal speed are to be determined. This simplified problem is referred to as Problem \( P_1^k \).
We now apply the Control Parameterization Enhancing Transform (CPET) [100, 50] to Problem \( P^k \). Let \( s \in [0, 2k + 1] \) be a new time variable, and define

\[
\eta(s) = \sum_{i=1}^{2k+1} \eta_i \chi_{[i-1,i)}(s)
\]

where \( \chi_{[i-1,i)}(s) \) is the characteristic function on the interval \([i-1,i)\), and the \( \eta_i \)s are nonnegative constants. Clearly, \( \eta(s) \), which is called an enhancing control, is a nonnegative piecewise constant function defined on \([0,2k+1]\) with fixed switching points \( \{1, 2, \ldots, 2k\} \). The CPET:

\[
\begin{align*}
\frac{dt}{ds} &= \eta(s) \\
t(0) &= 0
\end{align*}
\]

maps \( t \in [0, t_{\text{final}}] \) to \( s \in [0, 2k + 1] \), where

\[
\eta(s) = \tau_i - \tau_{i-1}, \quad s \in [i-1,i), \quad i = 1, 2, \ldots, 2k + 1,
\]

satisfying

\[
\int_0^{2k+1} \eta(s) ds = t_{\text{final}}.
\]

Let \( \Theta \) denote the class of all such enhancing controls. Under the CPET, the system dynamics (4.3.4) and (4.3.5) becomes

\[
\frac{d}{ds} \begin{pmatrix} \dot{q}(s) \\ t(s) \end{pmatrix} = \begin{pmatrix} -c_1 \left( \frac{b_1 + b_2 q^2}{q^2 + c_3} \right) m_n s \in [2i - 2, 2i - 1) \\ -c_1 \left( \frac{b_1 + b_2 q^2}{q^2 + c_3} \right) m_n s \in [2k, 2k + 1] \\ \eta(s) \end{pmatrix}
\]

(4.3.12)

with initial condition

\[
\begin{pmatrix} \dot{q}(0) \\ t(0) \end{pmatrix} = \begin{pmatrix} q_0 \\ 0 \end{pmatrix}
\]

(4.3.13)

where \( \dot{q}(s) = q(t(s)), \ \dot{v}(s) = v(t(s)), \ s \in [0,2k+1] \) and \( i = 1, \ldots, k \), while
the constraints (4.3.7) - (4.3.11) reduce to

\[ q_{\text{min}} \leq \dot{q}(s) \leq q_{\text{max}}, \quad (4.3.14) \]
\[ 0 < p = m(b_1 \dot{v} + b_2 \dot{v}^2) < P, \quad (4.3.15) \]
\[ 0 < \eta_i \quad i = 1, \ldots, 2k + 1, \quad (4.3.16) \]
\[ \int_{0}^{2k+1} \dot{v} ds = S, \quad (4.3.17) \]
\[ l \leq L. \quad (4.3.18) \]

**Lemma 4.3.1** The all-time state constraint (4.3.14) is equivalent to the following terminal state inequality constraints:

\[ q_{\text{min}} \leq \dot{q}(2i - 1) \quad i = 1, \ldots, k + 1, \quad (4.3.19) \]
\[ \dot{q}(2i) \leq q_{\text{max}} \quad i = 1, \ldots, k. \quad (4.3.20) \]

**Proof.** Obviously: (4.3.14) \(\implies\) (4.3.19) and (4.3.20).

Conversely, suppose that (4.3.19) and (4.3.20) exist. Then:

For each \(i=1, \ldots, k+1\), \(\dot{q}(s), s \in [2i-2, 2i-1]\), is monotonically decreasing, since the vehicle is driven at a constant speed and no battery recharge has taken place in this sub-interval. Thus

\[ q_{\text{min}} \leq \dot{q}(2i - 1) \leq \dot{q}(s) \leq \dot{q}(2i - 2) \leq q_{\text{max}}. \]

For each \(i=1, \ldots, k\), \(\dot{q}(s), s \in [2i-1, 2i]\), is monotonically increasing, since the vehicle stops for recharging the batteries in this sub-interval. Thus

\[ q_{\text{min}} \leq \dot{q}(2i - 1) \leq \dot{q}(s) \leq \dot{q}(2i) \leq q_{\text{max}}. \]

Therefore, the condition (4.3.14) is satisfied, and the results follows. \(\Box\)

Let \(\mathcal{V}_1\) be the set of all those feasible \(\dot{v}(s)\), such that the conditions (4.3.15)–(4.3.20) are satisfied. Problem \(P^k_1\) is now transformed into the following optimal control problem:

given the dynamical system (4.3.12)–(4.3.13), find a \((\eta, \dot{v}) \in \Theta \times \mathcal{V}_1\) such that the cost function

\[ \tilde{g}_1(\eta, \dot{v}) = \sum_{i=1}^{2k+1} \eta_i \quad (4.3.21) \]
is minimized subject to the constraints (4.3.15)–(4.3.20).
This problem is referred to as Problem $P^k_1$.

**Definition 4.3.1** $(\eta, \hat{v}) \in \Theta \times V_1$ (respectively, $(t, v)$) is said to be a feasible element if the constraints (4.3.15)–(4.3.20) (respectively, constraints (4.3.7)–(4.3.11)) are satisfied.

**Theorem 4.3.1** Problem $(P^k_1)$ is equivalent to Problem $(P^k_1)$ in the sense that $(\eta^*, \hat{v}^*)$ is a solution of Problem $(P^k_1)$ if and only if $(t^*, v^*)$ is a solution of problem $(P^k_1)$, and $\hat{g}_1(\eta^*, \hat{v}^*) = g_1(t^*, v^*)$, where $\eta^*(s) = t_i^* - t^*_{i-1}$, $s \in [i - 1, i)$, $i = 1, 2, \ldots, 2k + 1$, and $\hat{v}^*(s) = v(t^*(s))$, $s \in [0, 2k + 1]$.

**PROOF.** Let $(t^1, v^1) \in T \times V$ be a feasible element of Problem $(P^k_1)$, and let $(\eta, \hat{v}) \in \Theta \times V_1$ be the corresponding feasible element of Problem $(P^k_1)$. Then it is easy to check that $g(t)$ is the solution of (4.3.4)–(4.3.5)(with $l = k$) if and only if $\hat{g}(s)$ is the solution of (4.3.12)–(4.3.13), and

$$g_1(t, v) = t_{\text{final}}(t, v) = \sum_{i=1}^{2k+1} (t_i - t_{i-1}) = \sum_{i=1}^{2k+1} \eta_i = \hat{g}_1(\eta, \hat{v}).$$

Hence, the results follow readily. □

In Problem $(P^k_1)$ the cost function (4.3.6) is minimized with respect to $(t, v) \in T \times V$ where $t = (t_1, t_2, \ldots, t_{2k})$ is the vector of switching time points. On the other hand, the cost function (4.3.21) in Problem $(P^k_1)$ is minimized with respect to $(\eta, \hat{v}) \in \Theta \times V_1$ where $\eta(t)$ is a nonnegative piecewise constant function. Problem $(P^k_1)$ is equivalent to Problem $(P^k_1)$. However, Problem $(P^k_1)$ is numerically much more tractable, because it does not involve variable switching times.

Let us now address the question of finding the optimal number $l$ of the recharge points. Let $t = (t_1, \ldots, t_{2k})$ be the optimal solution of Problem $(P^k_1)$ corresponding to the positive integer $k$. We propose the following algorithm.

**Algorithm A.**

1. Choose an initial guess $k = k_0$. 76
2. Let $t_0 = 0$, $t_{2k+1} = t_{\text{final}}$, and solve Problem ($P_1^k$) to obtain $t = (t_1, \ldots, t_{2k})$. Let $\hat{g}_1^k$ be the corresponding optimal cost.

3. If $k = L$, stop, find $k^*$ such that $\hat{g}_1^{k^*} \leq \hat{g}_1^l$ for all $l \in \{k_0, \ldots, L\}$, $k^*$ is the optimal number of the recharge points. Otherwise, let $k = k + 1$ and go to step 2.

4.4 Fixed Recharge Locations

Following the notation defined before consider again the situation in which the road is even. However, We assume that the vehicle can only be recharged at a given set of locations $\tau = \{\tau_1, \ldots, \tau_h\}$, satisfying $0 < \tau_1 < \tau_2 < \cdots < \tau_h < S$, where $S$ is the maximum distance the vehicle is expected to travel as defined in the previous section. We assume that $h$ is fixed. We also assume that the number of recharge points $l = h$. The problem can then be formulated as the following optimization problem:

given the dynamical system (4.3.4)-(4.3.5) (with $l = h$), find a $(t, v) \in T \times V$ such that the cost function

$$g_2(t, v) = t_{\text{final}}(t, v)$$

is minimized subject to the constraints

\begin{align*}
q_{\text{min}} & \leq q(t) \leq q_{\text{max}}, \\
0 < p = m(\dot{v} + bv^2) & < P, \\
0 < t_i - t_{i-1} & \quad i = 1, \ldots, 2h + 1, \\
\int_0^{t_{\text{final}}} v dt & = S, \\
\int_0^{t_{2i-1}} v(t) dt & = \tau_i \quad i = 1, \ldots, h.
\end{align*}

This problem is referred to as Problem $P_2$.

To begin, we choose the number of recharge points to be $h$. However, the exact optimal number of recharge points is equal to $h$ minus the number of those recharge points corresponding to the occurrence of redundancies.
Under the CPET, the constraints (4.4.2)–(4.4.6) reduce to

\[ q_{\min} \leq \hat{q}(2i - 1) \quad i = 1, \cdots, h + 1, \quad (4.4.7) \]
\[ \hat{q}(2i) \leq q_{\max} \quad i = 1, \cdots, h, \quad (4.4.8) \]
\[ 0 < p = m(b_1 \dot{v} + b_2 \dot{\theta}^2) < P, \quad (4.4.9) \]
\[ 0 < \eta_i \quad i = 1, \cdots, 2h + 1, \quad (4.4.10) \]
\[ \int_0^{2h+1} \dot{\theta}ds = S, \quad (4.4.11) \]
\[ \int_0^{2i-1} v(s)ds = \tau_i \quad i = 0, \cdots, h. \quad (4.4.12) \]

Let \( \mathcal{V}_2 \) be the set of all those \( \dot{\theta}(s) \), such that the conditions (4.4.7)–(4.4.12) are satisfied. Problem \( P_2 \) is now transformed into the following optimal control problem:

given the dynamical system (4.3.12)–(4.3.13) (with \( k = h \)), find an admissible element \((\eta, \dot{\theta}) \in \Theta \times \mathcal{V}_2 \) such that the cost function

\[ \hat{g}_2(\eta, \dot{\theta}) = \sum_{i=1}^{2h+1} \eta_i \quad (4.4.13) \]

is minimized subject to the constraints (4.4.7)–(4.4.12).

This problem is referred to as Problem \( P_2^0 \).

**Theorem 4.4.1** Problem \((P_2^0)\) is equivalent to Problem \((P_2)\) in the sense that \((\eta^*, \dot{\theta}^*)\) is a solution of Problem \((P_2^0)\) if and only if \((t^*, v^*)\) is a solution of problem \((P_2)\), and \( \hat{g}_2(\eta^*, \dot{\theta}^*) = g_2(t^*, v^*) \), where \( \eta^*(s) = t^*_{i} - t^*_{i-1}, \quad s \in [i - 1, i), \quad i = 1, 2, \cdots, 2h + 1 \), and \( \dot{\theta}^*(s) = v(t^*(s)), \quad s \in [0, 2h + 1] \).

**PROOF.** The proof is similar to the proof for Theorem 4.3.1. \( \square \)

#### 4.5 With Acceleration

In this section, we construct a model, involving the acceleration at each interval at which the vehicle is driven. The distance between two cities, the maximum allowable power to be applied to the motor, the number of the battery cells, the number of recharge points, and the recharge locations are assumed to be fixed.
4.5.1 Problem Formulation

Since the force for acceleration is

\[ F_1 = ma, \quad (4.5.1) \]

where \( a \) is the acceleration \( a = a(t) \).

From 4.2.1, 4.2.2, and 4.5.1, we obtain

\[
p = v \times (r(v) + F_1) = v \times m(b_1 + b_2v + a)
\]

and for each battery cells, the power flowing out is

\[
p_i = v \times \frac{m}{n}(b_1 + b_2v + a).
\]

The charge stored in each battery cell is governed by the following differential equation:

\[
\frac{dq}{dt} = \begin{cases} 
-\frac{c_1(b_1v+b_2v^2+a)m}{\sigma}, & t \in [t_{2i-2}, \zeta_{2i-2}] \\
-\frac{c_1(b_1v+b_2v^2)m}{\sigma} - \exp\{c_4 - c_3(t - t_{2i-1})\}, & t \in [\zeta_{2i-2}, t_{2i-1}] \\
t - i = 1, \cdots , l \\
-\frac{c_1(b_1v+b_2v^2)m}{n}, & t \in [\zeta_{2i}, t_{2i+1}] \\
hence i = 1, \cdots , l 
\end{cases}
\]

with initial condition

\[
q(0) = q_0, \quad (4.5.4)
\]

where \( \zeta_{2i-2} \) are switching times at which the acceleration varies from a positive constant to zero, and \( l \) is the number of recharge points, which is given.

Define

\[
\mathcal{T}^* = \left\{ t = (t_0, \zeta_0, t_1, \zeta_1, t_2, \zeta_2, \cdots , \zeta_{2l}) : \begin{array}{l}
t_i, \zeta_i \in \mathbb{R},
t_{i-1} < \zeta_i - t_i < t_{i+1}, \\
\text{here } i = 1, \cdots , 2l, \ l \in \mathbb{N}
\end{array} \right\}.
\]

The problem can be formulated as:
given the dynamical system (4.5.3) - (4.5.4), find a \( (t, v) \in T^* \times V \) such that the cost function

\[
g_3(t, v) = t_{final}(t, v)
\]  

(4.5.5)

is minimized subject to the constraints

\[
q_{\text{min}} \leq q(t) \leq q_{\text{max}},
\]  

(4.5.6)

\[
0 < p = m(b_1v + b_2v^2 + a) < P,
\]  

(4.5.7)

\[
0 < t_i - t_{i-1} \quad i = 1, \cdots, 2l + 1,
\]  

(4.5.8)

\[
\int_0^{t_{final}} v(t) dt = S,
\]  

(4.5.9)

\[
\int_0^{t_{i-1}} v(t) dt = \tau_i \quad i = 1, \cdots, l,
\]  

(4.5.10)

where \( \tau_i, i = 1, \cdots, l, \) are recharge points, which are given.

Let this problem be referred to as Problem \( P_3 \).

### 4.5.2 Transformation

To find the optimal solution of Problem \( P_3 \), we need to find the optimal switching times \( t \), and the corresponding optimal speed \( v \).

We now apply the Control Parameterization Enhancing Transform (CPET) [100, 50] to Problem \( P_3 \). Let \( s \in [0, 3l + 2] \) be a new time variable, and let \( \eta(s) \) be defined by

\[
\eta(s) = \sum_{i=1}^{3l+2} \eta_i \chi_{[i-1,i)}(s)
\]

where \( \chi_{[i-1,i)}(s) \) is the indicate function of the interval \([i-1,i)\), and the \( \eta_i \)'s are nonnegative constants. The enhancing control \( \eta(s) \) is defined on \([0, 3l + 2] \) with fixed switching times, located at \([1, 2, \cdots, 3l+1] \). The CPET maps \( t \in [0, t_{final}] \) to \( s \in [0, 3l + 2] \) as follows:

\[
\frac{dt}{ds} = \eta(s)
\]

\[
t(0) = 0
\]
where

\[
\eta(s) = \begin{cases} 
    t_{2i-2} - \zeta_{2i-2} & s \in [3i - 3, 3i - 2), \\
    \zeta_{2i-2} - t_{2i-1} & s \in [3i - 2, 3i - 1) \\
    t_{2i-1} - t_{2i} & s \in [3i - 1, 3i) \\
    t_{2i} - \zeta_{2i} & s \in [3i, 3i + 1) \\
    t_{3i+1} - t_{3i+2} & s \in [3i + 1, 3i + 2] 
\end{cases} 
\]

which satisfies

\[
\int_0^{3i+2} \eta(s) ds = t_{\text{final}}; \quad i = 1, \ldots, l.
\]

and

\[
\int_0^{3i-1} \eta(s) ds = \tau_i, \quad i = 1, \ldots, l.
\]

Let \( \Theta^* \) denote the class of all such enhancing controls. Under the CPET, the system dynamics changes to

\[
\frac{d}{ds} \begin{pmatrix} \dot{q}(s) \\ t(s) \end{pmatrix} = \eta \begin{pmatrix} -c_1 \frac{b_1 + b_2 \dot{q}^2 + a}{n} & s \in [3i - 3, 3i - 2) \\
-c_1 \frac{b_1 + b_2 \dot{q}^2 + a}{n} & s \in [3i - 2, 3i - 1) \\
\frac{c_2}{q + c_3} - \exp\left\{c_4 - c_5(t - 3i + 1)\right\}, s \in [3i - 1, 3i) \\
-c_1 \frac{b_1 + b_2 \dot{q}^2 + a}{n} & s \in [3i, 3i + 1) \\
-c_1 \frac{b_1 + b_2 \dot{q}^2 + a}{n} & s \in [3i + 1, 3i + 2] \\
\eta(s) \end{pmatrix}
\]

(4.5.11)

with initial condition

\[
\begin{pmatrix} \dot{q}(0) \\ t(0) \end{pmatrix} = \begin{pmatrix} q_0 \\ 0 \end{pmatrix}
\]

(4.5.12)

(4.5.13)

where \( \dot{q}(s) = q(t(s)), \dot{t}(s) = v(t(s)) \), and \( s \in [0, 3l + 2] \) \( i = 1, \ldots, l \).

The constraints (4.5.6) - (4.5.10) reduce to

\[
q_{\text{min}} \leq \dot{q}(s) \leq q_{\text{max}},
\]

(4.5.14)

\[
0 < p = m(b_1 \dot{v} + b_2 \dot{v}^2 + a) < P
\]

(4.5.15)

\[
0 < \eta_i, \quad i = 1, \ldots, 3l + 2,
\]

(4.5.16)

\[
\int_0^{3l+2} \dot{v} ds = S.
\]

(4.5.17)

and

\[
\int_0^{t_{3i-1}} v(t) dt = \tau_i, \quad i = 1, \ldots, l,
\]

(4.5.18)
Let $\mathcal{V}^3$ be the set of all such function $\hat{v}(s)$, satisfy the conditions (4.5.14) - (4.5.18), and the Problem $P_3$ is now transformed into the following optimal control problem:

given the dynamical system (4.5.11) - (4.5.13), find an admissible element $(\eta, \hat{v}) \in \Theta^* \times \mathcal{V}^3$ such that the cost function

$$\hat{g}_3(\eta, \hat{v}) = \sum_{i=1}^{3l+2} \eta_i$$  \hspace{1cm} (4.5.19)

is minimized subject to the constraints (4.5.14) - (4.5.18).

This problem is referred to as Problem $(P_3^0)$ It can be shown that the Problem $(P_3^0)$ is equivalent to Problem $(P_3)$. For the same reason as pointed out in Sections 4.3 and 4.4, we choose to solve Problem $(P_3^0)$ rather than to solve Problem $(P_3)$.

**Theorem 4.5.1** Problem $(P_3^0)$ is equivalent to Problem $(P_3)$ in the sense that $(\eta^*, \hat{v}^*)$ is a solution of Problem $(P_3^0)$ if and only if $(t^*, v^*)$ is a solution of problem $(P_3)$, and $\hat{g}_3(\eta^*, \hat{v}^*) = g_3(t^*, v^*)$, where

$$\eta^*(s) = \begin{cases} t_{2i-2}^* - t_{2i-2}^* & s \in [3i - 3, 3i - 2), \\ \zeta_{2i-2} - t_{2i-1}^* & s \in [3i - 2, 3i - 1) \\ t_{2i}^* - t_{2i}^* & s \in [3i - 1, 3i) i = 1, 2, \ldots, l \\ \zeta_{2i} - t_{2i}^* & s \in [3i, 3i + 1) \\ t_{3i+2}^* - t_{3i+2}^* & s \in [3i + 1, 3i + 2] \end{cases}$$

and

$$\hat{v}^*(s) = v(t^*(s)), s \in [0, 2l + 1]$$

PROOF. The proof is similar to the proof for the Theorem 4.3.1. \hfill \Box

**Remark** : $\zeta_{2i-2}$ is related to the speed $v$ and the acceleration $a$. If $a$ is constant, $\zeta_{2i-2}$ is decided by $v$.

### 4.6 Undulating Road

In this section, the road connecting the two cities is assumed to be undulating. The distance between the two cities, the maximum allowable power to be applied
to the motor, and the number of battery cells are again assumed to be fixed. \( \tau = \{\tau_1, \cdots, \tau_l\} \), satisfying \( 0 < \tau_1 < \tau_2 < \cdots < \tau_l < S \), are recharge locations at which the vehicle can be recharged. These recharge locations include the turning points \( \gamma = (\gamma_1, \cdots, \gamma_m) \) of undulating road. The number \( l \) of recharge points is assumed to be fixed.

### 4.6.1 Problem Formulation

Since the road connecting the two cities is undulating, the power being applied to the motor (see (4.3.2)) becomes

\[
p = v \times r(v) \quad = v \times m(b_1 + b_2v + g \sin \theta),
\]

and the power flowing out from each of the \( n \) parallel battery cells (see (4.3.3)) becomes

\[
p_i = v \times \frac{m(b_1 + b_2v + g \sin \theta)}{n}.
\]  

(4.6.1)

From (4.2.7) and (4.6.1), we have

\[
\frac{dq}{dt} = \begin{cases} 
-c_1 \frac{b_1v + b_2v^2 + g \sin \theta \cdot m}{n}, & t \in [t_{2i-2}, t_{2i-1}) \\
-c_1 \frac{b_1v + b_2v^2 + g \sin \theta \cdot m}{n} - \exp\{c_4 - c_5(t - t_{2i-1})\}, & t \in [t_{2i-1}, t_{2i}) \\
-c_1 \frac{b_1v + b_2v^2 + g \sin \theta \cdot m}{n}, & t \in [t_{2i}, t_{2i+1}] 
\end{cases}
\]

here \( i = 1, \cdots, l \)  

(4.6.2)

with initial condition

\[
q(0) = q_0.
\]

(4.6.3)

We may now specify the corresponding optimization problem formally as follows:

find a \((t, v) \in T \times V\) such that the cost function

\[
g_4(t, v) = t_{\text{final}}(t, v)
\]

(4.6.4)
is minimized subject to the system (4.6.2) - (4.6.3) and the following constraints.

\[ q_{\min} \leq q(t) \leq q_{\max}, \quad (4.6.5) \]
\[ 0 < p = m(av + bv^2 + g \sin \theta) < P, \quad (4.6.6) \]
\[ 0 < t_i - t_{i-1} \quad i = 1, \ldots, 2l + 1, \quad (4.6.7) \]
\[ \int_0^{t_{\text{final}}} v(t) dt = S, \quad (4.6.8) \]
\[ \int_0^{t_{2l-1}} v(t) dt = \tau_i, \quad i = 1, \ldots, l, \quad (4.6.9) \]

where \( S \) is the total distance traveled, \( n \) and \( l \) are, respectively, the number of battery cells and number of recharge times, \( v \) is the speed, and \( \tau = \{\tau_1, \cdots, \tau_l\} \) is the vector of recharge points. Let this problem be referred to as Problem \( P_4 \).

### 4.6.2 Transformation

To find the optimal solution of Problem \( P_4 \), we need to determine the optimal time points \( t = (t_1, \cdots, t_{2l}) \), and the optimal speed \( v \).

We now apply the CPET [100, 50] to Problem \( P_4 \). Let \( s \in [0, 2l + 1] \) be a new time variable, and let \( \eta(s) \) be defined by

\[ \eta(s) = \sum_{i=1}^{2l+1} \eta_i \chi_{[i-1,i)}(s), \]

where \( \chi_{[i-1,i)}(s) \) is the characteristic function on the interval \([i-1,i)\), and the \( \eta_i \)'s are nonnegative constants. Clearly, \( \eta(s) \), which is called the enhancing control, is a nonnegative piecewise constant function defined on \([0,2l+1]\) with fixed switching points \( \{1, 2, \cdots, 2l\} \). The CPET:

\[ \frac{dt}{ds} = \eta(s), \]
\[ t(0) = 0 \]

maps \( t \in [0, t_{\text{final}}] \) into \( s \in [0, 2l + 1] \), where

\[ \eta(s) = t_i - t_{i-1}, \quad s \in [i - 1, i), \quad i = 1, 2, \cdots, 2l + 1, \]

satisfying

\[ \int_0^{2l+1} \eta(s) ds = t_{\text{final}}. \]
Let $\Theta$ denote the class of all such enhancing controls. Under the CPET, the system dynamics (4.6.2)--(4.6.3) becomes

$$
\frac{d}{ds} \left( \begin{array}{c} \hat{q}(s) \\ t(s) \end{array} \right) = \left( \begin{array}{c} -c_1 \frac{(b_1 \hat{v} + b_2 \hat{v}^2 + g \sin \theta) - m}{n}, & s \in [2i - 2, 2i - 1) \\ -c_2 \frac{\hat{c}^2 + \hat{c} + \exp(c_4 - c_5(t - 2i + 1)), & s \in [2i - 1, 2i) \\ -c_1 \frac{(b_1 \hat{v} + b_2 \hat{v}^2 + g \sin \theta) - m}{n}, & s \in [2i, 2i + 1) \end{array} \right) \eta(s) 
$$

(4.6.10)

with initial condition

$$
\left( \begin{array}{c} \hat{q}(0) \\ t(0) \end{array} \right) = \left( \begin{array}{c} q_0 \\ 0 \end{array} \right),
$$

(4.6.11)

where $\hat{q}(s) = q(t(s))$, $\hat{v}(s) = v(t(s))$, $s \in [0, 2l + 1]$, and $i = 1, \ldots, l$.

The constraints (4.6.5)--(4.6.9) reduce to

$$
q_{\min} \leq \hat{q}(2i - 1) \leq q_{\max} 
$$

(4.6.12)

$$
\hat{q}(2i) \leq q_{\max} 
$$

(4.6.13)

$$
0 < p = m(b_1 \hat{v} + b_2 \hat{v}^2 + g \sin \theta) < P 
$$

(4.6.14)

$$
0 < \eta_i 
$$

(4.6.15)

$$
\int_0^{2i+1} \hat{v} ds = S, 
$$

(4.6.16)

$$
\int_0^{2i-1} v(s) ds = \tau_i 
$$

(4.6.17)

Let $\mathcal{V}_4$ be the set of all those $\hat{v}(s)$, such that the conditions (4.6.12)--(4.6.17) are satisfied. Problem $P_4$ is now transformed into the following optimal control problem:

given the dynamical system (4.6.10)--(4.6.11), find a $(\eta, \hat{v}) \in \Theta \times \mathcal{V}_4$ such that the cost function

$$
\hat{g}_4(\eta, \hat{v}) = \sum_{i=1}^{k+1} \eta_i
$$

(4.6.18)

is minimized subject to the constraints (4.6.12)--(4.6.17). This problem is referred to as Problem $P_4^0$.

**Theorem 4.6.1** Problem $(P_4^0)$ is equivalent to Problem $(P_4)$ in the sense that $(\eta^*, \hat{v}^*)$ is a solution of Problem $(P_4^0)$ if and only if $(t^*, v^*)$ is a solution of
problem \((P_d)\), and  
\[ g_4(\eta^*, \dot{\varphi}^*) = g_4(t^*, v^*), \]
where  
\[ \eta^*(s) = t_i^* - t_{i-1}^*, \quad s \in [i - 1, i), \quad i = 1, 2, \ldots, 2l + 1, \]
and  
\[ \dot{\varphi}^*(s) = v(t^*(s)), \quad s \in [0, 2l + 1]. \]

PROOF. The proof is similar to the proof for the Theorem 4.3.1. \(\square\)

Note that the recharge points are fixed. However there may exist coalescence of the switching times. Thus, the exact optimal number of recharge points is equal to \(l\) minus the number of recharge points corresponding to the occurrence of redundancies.

### 4.7 Free Recharge Locations

With the notation defined in Section 4.5, we consider the situation in which the recharge location for a traveling vehicle are free to be optimized. The problem can be formulated as the following optimization problem: given the dynamical system (4.6.2)-(4.6.3), find a \((t, v, l) \in T \times V \times N\) such that the cost function

\[ g_5(t, v, l) = t_{f\text{inal}}(t, v, l) \tag{4.7.1} \]

is minimized subject to the constraints

\begin{align*}
q_{\text{min}} & \leq q(t) \leq q_{\text{max}}, \\
0 & < p = m(\alpha v + bv^2 + g \sin \theta) < P, \\
0 & < t_i - t_{i-1} \quad i = 1, \ldots, 2l + 1, \\
\int_0^{t_{f\text{inal}}} v \, dt & = S, \\
\int_0^{t_{ij}} v(t) \, dt & = \gamma_j \quad j = 1, \ldots, m, \text{ and } t_{ij} \in t, \\
l & \leq L,  
\end{align*}

\tag{4.7.2} \tag{4.7.3} \tag{4.7.4} \tag{4.7.5} \tag{4.7.6} \tag{4.7.7}

where \(S\) is the total distance traveled, \(L\) is the the upper bound of the number of the recharge points, \(n\) and \(l\) are, respectively, the number of battery cells and the number of recharge points, \(v\) is the speed, and \(\gamma = \{\gamma_1, \ldots, \gamma_m\}\) is the vector of the turning points of the undulated road. Let this problem be referred to as Problem \(P_b\).
4.7.1 Transformation

To solve Problem $P_5$, we need to determine the optimal number $l$ of recharge points, the optimal time points $t = (t_1, \ldots, t_{2l})$, and the optimal speed $v$. Let us initially choose the optimal number of recharge points to be $k \geq m$. These recharge points include the turning points $\gamma = (\gamma_1, \ldots, \gamma_m)$. Then, only the optimal switching time points with a fixed number of recharge points, and the corresponding optimal speed are to be determined optimally. This simplified problem is referred to as Problem $P_5^k$.

We now apply the CPET [100, 50] to Problem $P_5^k$. Let $s \in [0, 2k + 1]$ be a new time variable, and define

$$
\eta(s) = \sum_{i=1}^{2k+1} \eta_i \chi_{[i-1,i)}(s)
$$

where $\chi_{[i-1,i)}(s)$ is the characteristic function on the interval $[i-1,i)$, and the $\eta_i$'s are nonnegative constants. Clearly, $\eta(s)$, which is called the enhancing control, is a nonnegative piecewise constant function defined on $[0, 2k+1]$ with fixed switching times $\{1, 2, \ldots, 2k\}$. The CPET:

$$
\frac{dt}{ds} = \eta(s),
$$

$t(0) = 0$

maps $t \in [0, t_{final}]$ into $s \in [0, 2k + 1]$, where

$$
\eta(s) = t_i - t_{i-1}, \quad s \in [i-1,i), \quad i = 1, 2, \ldots, 2k + 1,
$$

satisfying

$$
\int_0^{2k+1} \eta(s) ds = t_{final}.
$$

Let $\Theta$ denote the class of all such enhancing controls. Under the CPET, the system dynamics (4.6.2)-(4.6.3) (with $l = k$) becomes

$$
\frac{d}{ds} \begin{pmatrix}
\dot{q}(s) \\
t(s)
\end{pmatrix} = \begin{pmatrix}
-\frac{c_2}{2} - \exp\{c_4 - c_5(t - 2i + 1)\}, \quad s \in [2i - 2, 2i - 1) \\
-\frac{c_2}{2} - \exp\{c_4 - c_5(t - 2i + 1)\}, \quad s \in [2i - 1, 2i) \\
-\frac{c_2}{2} - \exp\{c_4 - c_5(t - 2i + 1)\}, \quad s \in [2i, 2i + 1) \\
\eta(s)
\end{pmatrix}, \quad s \in [2k, 2k + 1]
$$

(4.7.8)
with initial condition

\[
\begin{pmatrix}
\dot{q}(0) \\
\dot{t}(0)
\end{pmatrix} = \begin{pmatrix} q_0 \\ 0 \end{pmatrix}
\] (4.7.9)

where \( \dot{q}(s) = g(t(s)) \), \( \dot{v}(s) = v(t(s)) \), \( s \in [0, 2k + 1] \), and \( i = 1, \cdots, k \).

The constraints (4.7.2)–(4.7.7) reduce to

\[
q_{\min} \leq \dot{q}(2i - 1) \quad i = 1, \cdots, k + 1, \quad (4.7.10)
\]
\[
\dot{q}(2i) \leq q_{\max} \quad i = 1, \cdots, k. \quad (4.7.11)
\]
\[
0 < p = m(b_1 \dot{v} + b_2 \dot{v}^2 + g \sin \theta) < P, \quad (4.7.12)
\]
\[
0 < \eta_i \quad i = 1, \cdots, 2k + 1, \quad (4.7.13)
\]
\[
\int_0^{2k+1} \dot{v} ds = S, \quad (4.7.14)
\]
\[
\int_0^{\tau_j} v(t) dt = \gamma_j \quad j = 1, \cdots, m, \text{ and } i_j \in \{1, \cdots, 2k - 1\} \quad (4.7.15)
\]

Let \( V \) be the set of all those \( \dot{v}(s) \) such that the conditions (4.7.10)–(4.7.15) are satisfied. Problem \( P^k \) is now transformed into the following optimal control problem:

given the dynamical system (4.7.8)–(4.7.9), find a \( (\eta, \dot{v}) \in \Theta \times V \) such that the cost function

\[
\hat{g}_5(\eta, \dot{v}) = \sum_{i=1}^{2k+1} \eta_i
\] (4.7.16)

is minimized subject to the constraints (4.7.11)–(4.7.15). This problem is referred to as Problem \( P^k \).

**Theorem 4.7.1** Problem \( (P^k) \) is equivalent to Problem \( (P^k) \) in the sense that \( (\eta^*, \dot{v}^*) \) is a solution of Problem \( (P^k) \) if and only if \( (t^*, v^*) \) is a solution of Problem \( (P^k) \), and \( \hat{g}_5(\eta^*, \dot{v}^*) = g_5(t^*, v^*) \), where \( \eta^*(s) = t^*_i - t^*_i - 1, \, s \in [i - 1, i), \, i = 1, 2, \cdots, 2k + 1, \) and \( \dot{v}^*(s) = v(t^*(s)), \, s \in [0, 2k + 1] \).

**PROOF.** The proof is similar to the proof for the Theorem 4.3.1. \( \square \)

The recharge points, besides the \( m \) turning points, can be located in any intervals of the undulated road. Let \( t = (t_1, \cdots, t_{2k}) \) be the optimal solution of
Problem \( (P^k) \) for a fixed positive integer \( k \), which denotes the number of the recharge points in the intervals of the undulated road. The optimal number of recharge points can be obtained by using the Algorithm A proposed in Section 4.3.

### 4.8 Numerical Experiments

We now consider some numerical examples of the problems formulated in Sections 4.3, 4.4, 4.5, 4.6 and 4.7. All the examples below were solved using MISER 3.2 ([41, 42]) in Fortran double precision on a Unix Workstation.

In Examples 4.1, 4.2, and 4.3, the road connecting the two cities is assumed to be even.

**Example 4.1.** Choose \( S = 600 \), \( P = 50 \), \( m_1 = 1400 \), \( L = 5 \), and \( n = 80 \) in Problem \((P_1)\). The dynamical system is

\[
\frac{dq}{dt} = \begin{cases} 
\frac{2000}{q+50} - \exp\{2.5 - 3.0(t_{2i-2} - t_{2i-1})(t - t_{2i-1})\}, & t \in [t_{2i-2}, t_{2i-1}) \\
-\frac{1}{100} \frac{(t_{2i} - t_{2i-1})^2 \cdot 1400}{80}, & t \in [t_{2i-1}, t_{2i}) \\
\text{here} & i = 1, \ldots, l \\
-\frac{1}{100} \frac{(t_{2i} + t_{2i+1})^2 \cdot 1400}{80}, & t \in [t_{2i}, t_{2i+1}]
\end{cases}
\]

with initial condition

\[
q(0) = 60.
\]

Then, Problem \( P_1 \) becomes:

given the dynamical system (4.8.1)-(4.8.2), find \( t = \{t_1, t_2, \ldots, t_{2l}\}, \nu, \lambda \), such that

\[
g_1(t, \nu, \lambda) = t_{final}(t, \nu, \lambda)
\]
is minimized subject to the constraints

\[ 20 \leq q(t) \leq 80, \]
\[ 0 < p < 50, \]
\[ 0 < t_i - t_{i-1} \quad i = 1, \ldots, 2l + 1, \]
\[ \int_0^{t_{final}} v dt = 600, \]
\[ l \leq 5. \]

We choose \( k_0 = 2 \) in Algorithm A. Consider the case in which \( k = 4 \).

Under the CPET given in Section 4.3, we have:

given the dynamical system

\[
\frac{d\tilde{q}}{ds} = \begin{cases}
\frac{\eta_{q+50}^{2000}}{q+50} - \exp\{2.5 - 3.0\eta_{2i}(s - 2i + 1)\}, & s \in [2i - 2, 2i - 1) \\
-\frac{1}{100}\eta_{q+50}^{(q+50) - 1400}, & s \in [2i - 1, 2i) \\
\frac{1}{100}\eta_{q+50}^{(q+50) - 1400}, & s \in [8, 9]
\end{cases}
\]

with initial condition

\[ \tilde{q}(0) = 60, \]

find parameter vectors \( \eta \) and \( \hat{v} \) such that

\[ \hat{g}_1(\eta, \hat{v}) = \sum_{i=1}^9 \eta_i \]
<table>
<thead>
<tr>
<th>(i)</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>(t_i)</td>
<td>3.2000</td>
<td>5.4852</td>
<td>9.1523</td>
<td>11.094</td>
<td>14.275</td>
</tr>
<tr>
<td>(x_i)</td>
<td>191.08</td>
<td>191.08</td>
<td>410.06</td>
<td>410.06</td>
<td>600</td>
</tr>
</tbody>
</table>

Table 4.8.1: The optimal switching times and recharge points for Example 4.1

is minimized subject to

\[
20 \leq q(2i - 1) \quad i = 1, \ldots, 5,
\]

\[
q(2i) \leq 80 \quad i = 1, \ldots, 4,
\]

\[0 < p \leq 50,\]

\[0 < \eta_i \quad i = 1, \ldots, 9,\]

\[
\int_0^9 \dot{v} ds = 600.
\]

The optimal switching times and recharge points are listed in Table 4.8.1, in which the optimal switching times are 3.200, 5.485, 9.153, and 11.09, while the optimal recharge points are 191.08 and 410.06. The corresponding optimal speed is 59.71 with minimum traveling time 14.275.

Figure 4.8.1 contains the optimal recharge plan, the optimal switching times and the optimal driving speed.

**Example 4.2.** In Problem \(P_2\), choose \(S = 600\), \(P = 50\), \(m = 1470\) and \(n = 87\). The recharge locations are restricted at 130, 240, 300, 420, and 490. The dynamical system is:

\[
\frac{dq}{dt} = \begin{cases} 
\frac{-1}{100} \frac{(\bar{t}_i + \frac{x_{2i}}{87})^{1470}}{q + 50}, & t \in [t_{2i-2}, t_{2i-1}) \\
2000 - \exp\{2.5 - 3.0((t_{2i} - t_{2i-1})(t - t_{2i-1}))\}, & t \in [t_{2i-1}, t_{2i}) \\
-\frac{1}{100} \frac{(\bar{t}_i + \frac{x_{2i}}{87})^{1470}}{q + 50}, & t \in [t_i, t_{i+1}] \\
\text{here} & i = 1, \ldots, 5 
\end{cases}
\]

(4.8.3)

with initial condition

\[q(0) = 60,\]  

(4.8.4)

Problem \((P_2)\) becomes:
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given the dynamical system (4.8.3)—(4.8.4), find \( t = \{ t_1, t_2, \cdots, t_{11} \} \), and \( v \) such that

\[
g_2(t, v) = t_{final}(t, v)
\]
is minimized subject to the constraints

\[
20 \leq q(t) \leq 80
\]
\[
0 < p < 50,
\]
\[
0 < t_i - t_{i-1} \quad \quad i = 1, \cdots, 11,
\]
\[
\int_0^{t_{11}} v dt = 600,
\]
\[
\int_0^{t_{2i-1}} v dt = \tau_i \quad \quad i = 1, 2, \cdots, 5,
\]

where \((\tau_1, \cdots, \tau_5) = (130, 240, 300, 420, 490)\).

Under the CPET transform, we have the following problem:

given the dynamics

\[
\frac{dq}{ds} = \left\{ \begin{array}{ll}
-\frac{1}{100} \eta^{2000}_{q+50} - \exp\{2.5 - 3.0\eta_{p_2}(s - 2i + 1)\}, & s \in [2i - 2, 2i - 1] \\
-\frac{1}{100} \eta^{1470}_{q+50}, & s \in [2i - 1, 2i] \\
\text{here} & i = 1, \cdots, 5.
\end{array} \right.
\]
Table 4.8.2: The optimal switching times and recharge points for Example 4.2 with initial condition

$$\hat{q}(0) = 60,$$

find parameter vectors $\eta_i$ and $\hat{v}$ such that

$$\tilde{g}_2(\eta, \hat{v}) = \sum_{i=1}^{11} \eta_i$$

is minimized subject to

$$20 \leq \hat{q}(2i - 1) \quad i = 1, \ldots, 6,$$

$$\hat{q}(2i) \leq 80 \quad i = 1, \ldots, 5,$$

$$0 < p =< 50$$

$$0 < \eta_i \quad i = 1, \ldots, 11,$$

$$\int_0^{11} \hat{v}ds = 600,$$

$$\int_0^{2i-1} \hat{v}(s)ds = \tau_i \quad i = 1, 2, \ldots, 5.$$

The optimal switching times and recharge points, listed in Table 4.8.2, show that there are four redundancies $t_3 = t_4$, $t_7 = t_8$. The lengths of the recharge intervals $[t_3, t_4]$, and $[t_7, t_8]$ are all equal to zero. Thus, the actual recharge intervals are $[t_1, t_2]$, $[t_5, t_6]$ and $[t_9, t_{10}]$. The optimal switching times are 2.242, 3.330, 6.262, 8.089, 11.36, and 12.39, while the optimal recharge points are 130, 300, and 488. The corresponding optimal speed is 57.76 with minimum traveling times 14.292.

Figure 4.8.2 contains the optimal recharge plan, the optimal switching times and the optimal driving speed.

**Example 4.3.** In Problem $(P_3)$, we choose $S = 600$, $P = 50$, $m = 1410$, $n = 81$ recharge locations are (130, 300, 490), $a=12000$.  

<table>
<thead>
<tr>
<th>$i$</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
</tr>
</thead>
<tbody>
<tr>
<td>$t_i$</td>
<td>2.24</td>
<td>3.33</td>
<td>5.23</td>
<td>5.23</td>
<td>6.26</td>
<td>8.09</td>
<td>10.16</td>
<td>10.16</td>
<td>11.37</td>
<td>12.39</td>
<td>14.29</td>
</tr>
<tr>
<td>$x_i$</td>
<td>130</td>
<td>130</td>
<td>240</td>
<td>240</td>
<td>300</td>
<td>300</td>
<td>418.7</td>
<td>418.7</td>
<td>488.4</td>
<td>488.4</td>
<td>600</td>
</tr>
</tbody>
</table>
The dynamic system is chosen to be

\[
\frac{dq}{dt} = \begin{cases}
\frac{2000}{q+50} - \exp\{2.5 - 3.0(t_{2i} - t_{2i-1})(t - t_{2i-1})\}, & t \in [t_{2i-1}, \zeta_{2i-1}) \\
\frac{1}{600000} \frac{(240v+8v^2+12000v)^{1410}}{v}, & t \in [\zeta_{2i-2}, t_{2i-1}) \\
\frac{1}{600000} \frac{(240v+8v^2+12000v)^{1410}}{v}, & t \in [t_{2i-1}, t_{2i}) \\
\frac{1}{600000} \frac{(240v+8v^2+12000v)^{1410}}{v}, & t \in [t_{2i}, \zeta_{2i}) \\
\frac{1}{600000} \frac{(240v+8v^2+12000v)^{1410}}{v}, & t \in [\zeta_{2i}, t_{2i+1}) \\
\end{cases}
\]

with initial condition

\[q(0) = q_0,\] (4.8.6)

where \(\zeta_{2i-2}\) are switching times at each of which the speed from zero monotonically increases from zero to a positive constant.

Problem \((P_3)\) then becomes

given dynamics (4.8.5) - (4.8.6), find the switching times \(t\), and corresponding speed \(v\), such that

\[g_3(t, v) = t_{\text{final}}(t, v)\] (4.8.7)
is minimized subject to the constraints

\begin{align}
20 & \leq q(t) \leq 80, & (4.8.8) \\
0 & < p < 50, & (4.8.9) \\
0 & < t_i - t_{i-1} \quad i = 1, \ldots, 3, & (4.8.10) \\
\int_0^{t_{\text{final}}} v dt & = 600, & (4.8.11) \\
\int_0^{t_{2i-1}} = \tau_i & \quad i = 1, \ldots, 3, & (4.8.12)
\end{align}

where the \((\tau_1, \tau_2, \tau_3) = (130, 300, 490)\).

Under the CPET transformation, defined in Section 4.5, the above problem becomes:

given dynamics

\[
\frac{d\hat{q}}{ds} = \begin{cases} 
\frac{-1}{600000} \eta (2400 + 80^2 + 12000v) \cdot 1410, & s \in [3i - 3, 3i - 2) \\
\frac{-1}{600000} \eta (2400 + 80^2) \cdot 1410, & s \in [3i - 2, 3i - 1) \\
\eta_{q+50} - \exp \{2.5 - 3.0 \eta_{q3i}(s - 3i + 1)\}, & s \in [3i - 1, 3i) \\
\frac{-1}{600000} \eta (2400 + 80^2 + 12000v) \cdot 1410, & s \in [9, 10) \\
\frac{-1}{600000} \eta (2400 + 80^2) \cdot 1410, & s \in [10, 11] \\
\text{here} & i = 1, \ldots, 3.
\end{cases}
\]

with initial condition \(\hat{q}(0) = 60\),

find the parameter vectors \(\eta\), and \(\hat{v}\), such that

\[
\hat{g}_3(\eta, \hat{v}) = \sum_{i=1}^{11} \eta_i
\]

is minimized subject to

\begin{align}
20 & \leq \hat{q}(s) \leq 80, \\
0 & < p <= 50 \\
0 & < \eta_i \quad i = 1, \ldots, 11, \\
\int_0^{11} \hat{v} ds & = 600, \\
\int_0^{3i-1} \hat{v}(s) ds & = \tau_i \quad i = 1, \ldots, 3.
\end{align}

The optimal switching times are 2.359, 3.292, 6.377, 8.055, 11.50, 12.39, the optimal speed is 55.15 with minimum traveling times 14.3836. The optimal
<table>
<thead>
<tr>
<th></th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
</tr>
</thead>
<tbody>
<tr>
<td>$x_i$</td>
<td>130</td>
<td>130</td>
<td>300</td>
<td>300</td>
<td>490</td>
<td>490</td>
<td>600</td>
</tr>
</tbody>
</table>

Table 4.8.3: The optimal switching times and recharge points for Example 4.3

switching times and recharge points are listed in Table 4.8.3. Figure 4.8.3 shows the optimal switching times and optimal driving speed.

In Examples 4.4 and 4.5, the road connecting the two cities is assumed to be undulated with two turning points located at 350 and 550, respectively. Therefore $\gamma = (350, 550)$. The angles of slope of the road on the intervals $(0, 350), (350, 550)$, and $(550, 600)$ are $4.4^\circ, 174^\circ$, and $5.86^\circ$, respectively.

**Example 4.4.** In Problem $(P_4)$, choose $P = 50$, $m = 1440$, and $n = 84$. The recharge locations are restricted at 150, 250, 350, and 470. All turning points of the undulated road are included in the recharge points. Thus, the recharge points are 150, 250, 350, 470, and 550. The dynamic system is

$$
\frac{dq}{dt} = \begin{cases} 
- \frac{1}{100} \left( \frac{\gamma_i}{100} + \frac{\gamma_i^2}{100^2} + g \sin \theta \right) \cdot \frac{1380}{78}, & t \in [t_{2i-2}, t_{2i-1}), \\
\frac{2000}{q+50} - \exp \left( 2.3 - 3.0(t_{2i} - t_{2i-1})(t - t_{2i-1}) \right), & t \in [t_{2i-1}, t_{2i}) \\
- \frac{1}{100} \left( \frac{\gamma_i}{100} + \frac{\gamma_i^2}{100^2} + g \sin \theta \right) \cdot \frac{1380}{78}, & t \in [t_8, t_{10}] 
\end{cases}
$$

with initial condition

$$q(0) = 60,$$

(4.8.14)

Problem $(P_4)$ then becomes:

given the dynamical system (4.8.13)–(4.8.14), find $t = \{t_1, t_2, \cdots, t_9\}$, and $v$ such that

$$g_4(t, v) = t_{final}(t, v)$$
is minimized subject to the constraints

\[ 20 \leq q(t) \leq 80, \]
\[ 0 < p < 50, \]
\[ 0 < t_i - t_{i-1} \quad i = 1, \cdots, 10, \]
\[ \int_0^{t_{10}} v dt = 600, \]
\[ \int_0^{t_{2i-1}} v dt = \tau_i \quad i = 1, \cdots, 5, \]

where \((\tau_1, \cdots, \tau_5) = (150, 250, 350, 470, 550)\).

Under the CPET given in Section 4.6, we have:

given the dynamics

\[
\frac{d\hat{q}}{ds} = \begin{cases} 
\frac{-1}{100}\eta \frac{(\frac{5}{16} + \frac{g^2}{1200} + g \sin \theta) \cdot 1380}{78}, & s \in [2i - 2, 2i - 1) \\
\frac{2000}{\eta} - \exp\{2.5 - 3.0\eta_{2i}(s - 2i + 1)\}, & s \in [2i - 1, 2i) \\
\frac{-1}{100}\eta \frac{(\frac{5}{16} + \frac{g^2}{1200} + g \sin \theta) \cdot 1380}{78}, & s \in [8, 10] \\
\text{here} & i = 1, \cdots, 4 
\end{cases}
\]

with initial condition

\[ \hat{q}(0) = 60, \]
<table>
<thead>
<tr>
<th>$i$</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td>$t_i$</td>
<td>2.78</td>
<td>5.01</td>
<td>6.86</td>
<td>6.86</td>
<td>8.71</td>
<td>11.26</td>
<td>13.02</td>
<td>13.02</td>
<td>14.20</td>
<td>15.17</td>
</tr>
<tr>
<td>$x_i$</td>
<td>150</td>
<td>150</td>
<td>250</td>
<td>250</td>
<td>350</td>
<td>350</td>
<td>470.1</td>
<td>470.1</td>
<td>550.1</td>
<td>600</td>
</tr>
</tbody>
</table>

Table 4.8.4: The optimal switching times and recharge points for Example 4.4

find parameter vectors $\eta$, and $\hat{v}$ such that

$$\tilde{g}_4(\eta, \hat{v}) = \sum_{i=1}^{10} \eta_i$$

is minimized subject to

$$20 \leq \hat{q}(i) \quad \text{if } i = 1, 3, 5, 7, 9, 10,$$
$$\hat{q}(2i) \leq 80 \quad \text{if } i = 1, \ldots, 4,$$
$$0 < p = 50,$$
$$0 < \eta_i \quad \text{if } i = 1, \ldots, 10,$$
$$\int_0^{10} \hat{v}ds = 600,$$
$$\int_0^{2i-1} \hat{v}(s)ds = \tau_i \quad \text{if } i = 1, \ldots, 5.$$  

The optimal switching times and recharge points, listed in Table 4.8.4, show that there exist redundancies: $t_3 = t_4$, $t_7 = t_8$. The lengths of the recharge intervals $[t_3, t_4]$ and $[t_7, t_8]$ are all equal to zero. The actual recharge intervals are $[t_1, t_2]$ and $[t_5, t_6]$. Therefore, the optimal recharge locations are 150, and 350. The optimal switching times are 2.778, 5.010, 8.714, 11.256, and 14.204. The corresponding optimal speeds are 54.0, 67.8, and 51.8. The minimum traveling time is 15.170.

Figure 4.8.4 contains the optimal recharge plan, the optimal switching times, and the optimal driving speed.

**Example 4.5.** In Problem ($P_5$), choose $S = 600$, $P = 50$, $m_1 = 1440$, $L =$
5, and \( n = 84 \). The dynamical system is:

\[
\frac{dq}{dt} = \begin{cases} 
\frac{2000}{q+50} - \exp\{2.5 - 3.0(t_{2i} - t_{2i-1})(t - t_{2i-1})\}, & t \in [t_{2i-2}, t_{2i-1}) \\
- \frac{1}{100} \left( \frac{q^2 + 5^2}{84} \right)^{1/4}, & t \in [t_{2i-1}, t_{2i}) \\
\frac{2000}{q+50} - \exp\{2.5 - 3.0(t_{2i} - t_{2i-1})(t - t_{2i-1})\}, & t \in [t_{2i}, t_{2i+1}] \\
\end{cases}
\]

here \( i = 1, \cdots, l \) \hspace{1cm} (4.8.15)

with initial condition

\[
q(0) = 60.
\] \hspace{1cm} (4.8.16)

Problem \((P_5)\) becomes:

given the dynamical system (4.8.15)-(4.8.16), find \( t = \{t_1, t_2, \cdots, t_{2l}\}, v, l \), such that

\[
g_5(t, v, l) = t_{final}(t, v, l)
\]

is minimized subject to the constraints

\[
20 \leq q(t) \leq 80, \\
0 < p < 50, \\
0 < t_i - t_{i-1} & i = 1, \cdots, 2l + 1, \\
\int_0^{t_{i}} vdt = 600, \\
\int_0^{t_{i}} v(t)dt = \gamma_j & j = 1, 2, \text{ and } t_{ij} \in t, \\
l \leq 10,
\]

where \( \gamma = (350, 550) \).

We choose \( k_0 = 3 \) in Algorithm B. Consider the case in which \( k = 5 \).

Under the CPET given in Section 4.7, the problem becomes:

given the dynamical system

\[
\frac{dq}{ds} = \begin{cases} 
\frac{2000}{q+50} - \exp\{2.5 - 3.0\eta_2(s - 2i + 1)\}, & s \in [2i - 2, 2i + 1) \\
\frac{2000}{q+50} - \exp\{2.5 - 3.0\eta_2(s - 2i + 1)\}, & s \in [2i - 1, 2i) \\
- \frac{1}{100} \left( \frac{q^2 + 5^2}{84} \right)^{1/4}, & s \in [10, 11] \\
\end{cases}
\]

here \( i = 1, \cdots, 5 \)
\[
\begin{array}{cccccc}
  i & 1 & 2 & 3 & 4 & 5 & 6 \\
  t_i & 3.3600 & 5.2944 & 8.6227 & 11.018 & 14.028 & 15.026 \\
  x_i & 175.83 & 175.83 & 350.00 & 350.00 & 550.00 & 600 \\
\end{array}
\]

Table 4.8.5: The optimal switching times and recharge points for Example 4.5

with initial condition

\[\hat{q}(0) = 60,\]

find parameter vectors \( \eta \) and \( \hat{v} \), such that

\[\hat{g}_4(\eta, \hat{v}) = \sum_{i=1}^{11} \eta_i\]

is minimized subject to

\[
20 \leq \hat{q}(2i - 1) \quad i = 1, \cdots, 6, \\
\hat{q}(2i) \leq 80 \quad i = 1, \cdots, 5, \\
0 < p \leq 50, \\
0 < \eta_i \quad i = 1, \cdots, 11, \\
\int_0^{i_j} v(t)dt = \gamma_j \quad j = 1, 2, \text{ and } i_j \in \{1, 3, 5, 7, 9\}, \\
\int_0^{11} \hat{v}ds = 600.
\]

The optimal switching times and recharge points are listed in Table 4.8.5. The optimal switching times are 3.360, 5.294, 8.623, 11.02, and 14.03, the optimal recharge locations are 175.8, and 350.0. The corresponding optimal speeds are 52.06, 66.22, and 49.79, respectively. The minimum traveling time is 15.026.

Figure 4.8.5 contains the optimal recharge plan, the optimal switching times and the optimal driving speed.

### 4.9 Conclusion

In this chapter, we construct a battery-powered electric vehicle model, in which driving strategy is to be obtained such that the total traveling time between
two locations is minimized. We show that the recharge and driving plan for this battery–powered electrical vehicle model can be formulated as unconventional constrained optimal control problem, and the problem can be converted into conventional optimal control problem by using CPET. Numerical examples are solved using the proposed method.

From the above examples, it can be seen that the car traveling at a high speed will use more power per kilometer than traveling at a low speed, since the relationship between the rate of power used and the speed is a quadratic function. High speed will eventually increase the battery recharge time and result in the increase in the total traveling time. It is clear too that the low speed will increase the total running time and result in the increase in the total traveling time. The optimal speed will balance the battery recharge time and the driving time, and thus reduce the total traveling time. It can also be seen that the optimal speed on an uphill road will lower than on an even road, and the optimal speed on a downhill road is higher than on an even road, because of the effect of gravity. From the above examples, it can also be found that every recharge will cause some time delay. Therefore, the more the recharge time, the more the delay will be. On the other hand, the recharge rate will be lower, when the battery contains more power, and thus the recharge will
be slower when the battery close to the full capacity. The optimal number of recharge and optimal recharge times will balance the loss of time on the delay of recharges and the loss of time on the lower recharge rate when the battery is close to the full capacity and eventually reduce the total traveling time.
Chapter 5

Optimal Control Problem With Variable Time Points in the Objective Functions

5.1 Introduction

In this chapter, we consider the numerical solution of an optimal control problem involving variable time points. Its motivation comes from a situation in which a target is moving as a function of time in the space. A space-craft is launched into space, and its trajectory is maneuvered by certain control actions. The mission of the space-craft is to take measurements at various time points over a given mission period which is divided into a number of time subintervals. Each of the time points is to be selected from the respective time subinterval. Suppose, we wish to take the measurement in each time subinterval at the time point at which the distance between the moving target and the space-craft is a minimum. Let the sum of these distances be the cost function. Then, we have an optimal control problem, where the control actions of the space-craft and the variable time points are to be chosen optimally with respect to the given cost function. A different problem, also involving variable time points, has been discussed in [14] and [15] from the theoretical point of view. In that problem, each equation in the dynamical system is defined on an interval with variable initial and terminal time points which are decision variables. The dynamical system of the problem considered here has fixed initial and terminal time points,
but has some variable observation time points within the time interval. Also, the main focus of this chapter is to present some efficient numerical techniques for solving these optimal control problems with variable time points, while [14] and [15] are only concerned with the theory of necessary optimality conditions for their problems. The rest of this Chapter is organized as follows:

A general class of optimal control problems containing the situation just mentioned above as an example is formulated in Section 5.2, where the cost function includes multiple variable time points. The control parameterization enhancing technique is used to transform the problem into a form solvable by the control parameterization technique in Section 5.3. More specifically, the control parameterization enhancing transform [100] is first used to convert the optimal control problem with variable time points to an equivalent optimal control problem with fixed multiple characteristic time (MCT) (cf. [56]). The transformed problems are essentially optimal parameter selection problems with MCT. The gradient formulae for the objective function as well as the constraint functions with respect to relevant decision variables are derived in Section 5.4. With these gradient formulae, each of the transformed optimal control problems is solvable as an optimal parameter selection problem, and the software MISER 3.2 [42] can be modified for solving these optimal parameter selection problems. In Section 5.5, two examples are solved using the proposed method. Section 5.6 concludes this chapter.

5.2 Problem Formulation

Consider a process described by the following system of differential equations defined on $[0,T]$.

\begin{align}
\dot{x}(t) &= f(t, x(t), u(t), z(t)), \quad (5.2.1) \\
x(0) &= x_0 
\end{align}

where $T$ is a fixed terminal time, $x = [x_1, \cdots, x_n]^T \in \mathbb{R}^n$, $u = [u_1, \cdots, u_m]^T \in \mathbb{R}^m$ and $z = [z_1, \cdots, z_p]^T \in \mathbb{R}^p$ are, respectively, state, control, and system pa-
rameter, while \( f = [f_1, \ldots, f_n]^T \in \mathbb{R}^n \) is a continuously differentiable function with respect to all its arguments, and \( x^0 \) is a given vector.

Let \( \tau_i \) and \( \overline{\tau}_i \), \( i = 0, 1, \cdots, k \), be constants in the time interval \([0,T]\) such that

\[
\overline{\tau}_0 = \tau_0 = 0 < \tau_1 < \overline{\tau}_1 < \tau_2 < \overline{\tau}_2 < \cdots < \tau_k < \overline{\tau}_k < T \tag{5.2.3}
\]

Furthermore, let \( a_i \) and \( b_i \), \( i = 1, \cdots, s \), \( c_i \) and \( d_i \), \( i = 1, \cdots, m \), be fixed constants. Define

\[
V = \{ t = [t_1, \ldots, t_k]^T \in \mathbb{R}^k : t_i \in [\tau_i, \overline{\tau}_i], \ i = 1, \cdots, k \} \]

\[
Z = \{ z = [z_1, \ldots, z_r]^T \in \mathbb{R}^r : a_i \leq z_i \leq b_i, \ i = 1, \cdots, r \} \]

\[
U = \{ u = [u_1, \ldots, u_m]^T \in \mathbb{R}^m : c_i \leq u_i \leq d_i, \ i = 1, \cdots, m \}
\]

Any Borel measurable function \( u : [0,T] \rightarrow U \) is called an admissible control. Let \( \mathcal{U} \) be the class of all admissible controls. For each \((u, z) \in \mathcal{U} \times Z\), let \( x(\cdot | u, z) \) denote the corresponding solution of the system (5.2.1) \(- (5.2.2).

Our optimal control problem may now be formally stated as:

given the dynamical system (5.2.1) \(- (5.2.2), find a \((t, u, z) \in V \times \mathcal{U} \times Z\) such that the cost function

\[
g_0(t, u, z) = \sum_{i=1}^{k} \Phi_i(t_i, x(t_i | u, z)) \tag{5.2.4}
\]

is minimized subject to the constraints

\[
g_j(t_i, x(t_i | u, z), z) \leq 0, \ j = 1, \cdots, q; \ i = 1, \cdots, k \tag{5.2.5}
\]

\[
a_i \leq z_i \leq b_i, \quad i = 1, 2, \cdots, r \tag{5.2.6}
\]

\[
c_i \leq u_i(t) \leq d_i \quad i = 1, 2, \cdots, m \quad t \in [0, T] \tag{5.2.7}
\]

\[
\tau_i \leq t_i \leq \overline{\tau}_i \quad i = 1, 2, \cdots, k \tag{5.2.8}
\]

where \( \Phi_i(t, x) \), \( i = 1, 2, \cdots, k \), and \( g_j(t, x, z) \) \( j = 1, \cdots, q \), \( i = 1, \cdots, k \), are continuously differentiable real valued functions on \([0, T] \times \mathbb{R}^n\) and \([0, T] \times \mathbb{R}^n \times \mathbb{R}^r\), respectively. Let this optimal control problem be referred to as Problem \( P \).
5.3 Transformation

Let $s \in [0, k+1]$ be a new time variable, and let $v(s)$ be defined by

$$v(s) = \sum_{i=1}^{k+1} v_i \cdot \chi_{[i-1,i)}(s) \quad (5.3.1)$$

where $\chi_{[i-1,i)}$ is the indicator function of the interval $[i-1,i)$, and the $v_i's$ are non-negative constants. Clearly, $v(s)$ is a nonnegative piecewise constant function, which is called the enhancing control, defined on $[0,k+1]$ with fixed switching points located at $\{1, 2, \ldots, k\}$.

The control parameterization enhancing transform (CPET) maps $t \in [0, T]$ to $s \in [0, k+1]$ as follows:

$$\frac{dt}{ds} = v(s) \quad t(0) = 0$$

where

$$v(s) = \begin{cases} t_i - t_{i-1} & s \in [i-1, i) \\ T - t_k & s \in [k, k+1] \end{cases} \quad i = 1, 2, \ldots, k$$

which satisfies

$$\tau_i \leq \int_0^i v(s) ds \leq \tau_i, \quad i = 1, \ldots, k, \quad (5.3.2)$$

and

$$\int_0^{k+1} v(s) ds = T. \quad (5.3.3)$$

Such a function is called an enhancing control, let $\mathcal{V}^*$ denote the class of all such enhancing controls.

Under the CPET, the system dynamics changes to

$$\frac{d}{ds} \begin{pmatrix} y(s) \\ t(s) \end{pmatrix} = v(s) \begin{pmatrix} f(t(s), y(s), w(s), z) \\ 1 \end{pmatrix}, \quad s \in [0, k+1] \quad (5.3.4)$$

with initial condition

$$\begin{pmatrix} y(0) \\ t(0) \end{pmatrix} = \begin{pmatrix} x_0 \\ 0 \end{pmatrix} \quad (5.3.5)$$
where \( y(s) = x(t(s)) \) and \( w(s) = u(t(s)) \).

The constraints

\[
c_i \leq u_i(t) \leq d_i, \quad i = 1, 2, \cdots, m, \quad t \in [0, T]
\]

reduce to

\[
c_i \leq w_i(s) \leq d_i, \quad i = 1, 2, \cdots, m, \quad s \in [0, k + 1].
\]

Define \( w(s) = (w_1(s), w_2(s), \cdots, w_m(s)) \) where \( w_i, \ i = 1, \cdots, m, \) satisfy the constraints (5.3.7). Let \( \mathcal{W} \) be the set of all such functions \( w(s) \), and the Problem \( P \) is now transformed into the following optimal control problem:

Given the dynamical system (5.3.4)–(5.3.5), find an admissible element \( (v, w, z) \in \mathcal{V}^* \times \mathcal{W} \times \mathcal{Z} \) such that the cost function:

\[
\hat{g}_0(v, w, z) = \sum_{i=1}^{k} \hat{\Phi}_i \left( \sum_{j=1}^{i} v_j, y(i|w, z), z \right)
\]

is minimized subject to the constraints:

\[
\hat{g}_j \left( \sum_{j=1}^{i} v_j, y(i|w, z), z \right) \leq 0, \quad j = 1, \cdots, l; \quad i = 1, \cdots, k
\]

\[
a_i \leq z_i \leq b_i, \quad i = 1, 2, \cdots, r
\]

\[
c_i \leq w_i(s) \leq d_i, \quad i = 1, 2, \cdots, m, \quad s \in [0, k + 1]
\]

\[
v(s) \in \mathcal{V}^*
\]

This problem is referred to as Problem \( P^* \).

An admissible element \( (v, w, z) \in \mathcal{V}^* \times \mathcal{W} \times \mathcal{Z} \) (respectively, \( (t, u, z) \)) is called a feasible element of Problem \( P^* \) (respectively, Problem \( P \)) if the constraints (5.3.9)–(5.3.12) (respectively constraints (5.2.5) – (5.2.8)) are satisfied.

**Theorem 5.3.1** Problem \( P \), is equivalent to Problem \( P^* \) in the sense that \( (v^*, w^*, z^*) \) is a solution of problem \( (P^*_x) \) if and only if \( (t^*, u^*, z^*) \) is a solution of problem \( (P) \), and

\[
\hat{g}_0(v^*, w^*, z^*) = g_0(t^*, u^*, z^*)
\]
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PROOF. Let \((t_1, u_1, z_1) \in (V \times U \times Z)\) be a feasible element of Problem \((P)\), and let \((v_1, w_1, z_1) \in V^* \times W \times Z\) be the corresponding feasible element of problem \((P_1)\). Then it is easy to check that \(x(t)\) is the solution of (5.2.1)-(5.2.2) if and only if \(y(s)\) is the solution of (5.3.4)-(5.3.5), and

\[
g_0(t_1, u_1, z_1) = \sum_{i=1}^{k} \Phi_i(t_i, x(t_i|u_1, z_1)) = \sum_{i=1}^{k} \Phi_i(\sum_{j=1}^{i} v_j, y(i|w_1, z_1), z_1) = g_0(v_1, w_1, z_1)
\]

Hence, the results follows readily. \(\square\)

In Problem \((P)\) the cost function (5.2.4) is to be minimized with respect to \((t, u, z) \in (V \times U \times Z)\) where \(t = [t_1, \cdots, t_k]\) and \(t_i, i = 1, \cdots, k\), are switching times. On the other hand, the cost function (5.3.8) in Problem \(P^*\) is to be minimized with respect to \((v, w, z) \in V^* \times W \times Z\), where \(v(t)\) is a nonnegative piecewise constant function. Since Problem \(P\) is equivalent to Problem \(P^*\), we choose to solve Problem \(P^*\) which is an optimal control problem with multiple characteristic times (see [56]). The main reason Problem \(P^*\) is numerically more tractable, is that it does not involve variable switching times.

In the classical control parameterization technique, each control function \(w_i(s)\) is approximated by a zeroth order or first order spline function (that is, a piecewise constant function or a piecewise linear continuous function) defined on a set of knots \(\{0 = s_0, s_1, \cdots, s_{p_i} = (k + 1)\}\). Note that each component may have a different set of knots and the knots are not necessarily equally spaced. For the case of piecewise constant basis functions, we write the i-th control function as the sum of basis functions with coefficients or parameters \(\{\sigma_{ij}, j = 1, 2, \cdots, p_i\}\) :

\[
w_i(s) = \sum_{j=1}^{p_i} \sigma_{ij} B_{ij}^{(0)}(s)
\]

where \(B_{ij}^{(0)}(s)\) is the indicator function for the j-th interval of the i-th set of knots defined by
\[ B_{ij}^{(0)}(s) = \begin{cases} 
1, & s_{j-1}^i \leq s \leq s_j^i, \\
0, & \text{otherwise} 
\end{cases} \]

For piecewise linear continuous basis functions, we write the \( i \)-th control function as:

\[ w_i(s) = \sum_{j=0}^{p_i} \sigma_{ij} B_{ij}^{(1)}(s), \]

where \( B_{ij}^{(1)}(s) \) are the witch's hat functions defined by

\[ B_{ij}^{(1)}(s) = \begin{cases} 
(s - s_i^i)/(s_i^i - s_i^j), & s \in [s_i^0, s_i^i], \\
0, & \text{otherwise},
\end{cases} \]

\[ B_{ij}^{(1)}(s) = \begin{cases} 
(s - s_{j-1}^i)/(s_j^i - s_{j-1}^i), & s \in [s_j^i, s_{j+1}^i], \\
(s - s_{j+1}^i)/(s_j^i - s_{j+1}^i), & s \in [s_j^i, s_{j+1}^i], \\
0, & \text{otherwise.}
\end{cases} \]

\[ B_{ip_i}^{(1)}(s) = \begin{cases} 
(s - s_{k_i-1}^i)/(s_k^i - s_{k_i-1}^i), & s \in [s_{p_i-1}^i, s_{p_i}^i], \\
0, & \text{otherwise.}
\end{cases} \]

Thus, \( w(s) \) can be uniquely identified with a control parameter vector \( \sigma \) and vice versa with:

\[ \sigma = [(\sigma^1)^T, (\sigma^2)^T, \cdots, (\sigma^m)^T]^T \]

\[ \sigma^i = [\sigma_{i,1}, \sigma_{i,2}, \cdots, \sigma_{i,p_i}]^T \]

which satisfy conditions:

\[ c_i \leq \sigma_{ij} \leq d_i, \quad i = 1, 2, \cdots, m, \quad j = 1, 2, \cdots, p_i \quad (5.3.13) \]

Let \( \Sigma \) denote the set of all such controls parameter vector \( \sigma \).
We now apply the Control Parameterization Enhancing Transform (CPET) to Problem $P^*$. Let $q$ be the second new time scale which varies from 0 to $k+1$, the transformation from $s \in [0, k+1]$ to $q \in [0, k+1]$ can be defined by the differential equation:

\[
\frac{ds(q)}{dq} = \eta(q) \quad s(0) = 0
\]

where the scaling function $\eta(q)$ is called the enhancing control. It is a piecewise constant function with possible discontinuities at the pre-fixed knots $\xi_0, \cdots, \xi_M$, i.e.

\[
\eta(q) = \sum_{i=1}^{M} \eta_i \chi_i(q),
\]

where $\chi_i(q)$ is the indicator function defined by

\[
\chi_i(q) = \begin{cases} 
1, & \text{if } q \in [\xi_{i-1}, \xi_i], \\
0, & \text{otherwise}
\end{cases}
\]

Clearly,

\[
s(q) = \int_0^q \eta(\nu) d\nu = \sum_{j=1}^{i-1} \eta_j (\xi_j - \xi_{j-1}) + \eta_i (q - \xi_{i-1}).
\]

Let $\Theta$ denote the class of all such enhancing controls $\eta(q)$ satisfying

\[
\eta(i) = \int_0^i \eta(\nu) d\nu = i \quad i = 1, \cdots, k+1 \quad (5.3.14)
\]

Under the CPET, the system dynamics changes to:

\[
\frac{d}{dq} \begin{pmatrix} \dot{y}(q) \\ s(q) \end{pmatrix} = \eta(q) \begin{pmatrix} \nu(s(q)) \mathbf{f}(t(s(q)), \dot{y}(q), \sigma, z) \\ \nu(s(q)) \end{pmatrix},
\]

here $q \in [0, k+1] \quad (5.3.15)$
with initial condition

\[
\begin{pmatrix}
\hat{\mathbf{y}}(0) \\
s(0)
\end{pmatrix} =
\begin{pmatrix}
x_0 \\
0
\end{pmatrix}
\] (5.3.16)

where \( \hat{\mathbf{y}}(s) = \mathbf{x}(t(s)q) \)).

The constraint (5.3.7) is reduced to (5.3.13). Problem \((P^*)\) is now transformed into the following optimal control problem:

given the dynamical system (5.3.15) – (5.3.16) find an admissible element \((u, \eta, \sigma, z) \in \mathcal{U}^* \times \Theta \times \Sigma \times \mathcal{Z}\) such that the cost function

\[
\hat{g}_0(u, \eta, \sigma, z) = \sum_{i=1}^{k} \hat{\Phi}_i \left( \sum_{j=1}^{i} u_j, \hat{\mathbf{y}}(i|\eta, \sigma, z)z \right)
\] (5.3.17)

is minimized subject to the constraints:

\[
\hat{g}_j \left( \sum_{j=1}^{i} u_j, \hat{\mathbf{y}}(i|\eta, \sigma, z), z \right) \leq 0, \quad j = 1, \ldots, l; \quad i = 1, \ldots, k, \quad (5.3.18)
\]

\[
a_i \leq z_i \leq b_i, \quad i = 1, 2, \ldots, r, \quad (5.3.19)
\]

\[
c_i \leq \sigma_{ij} \leq d_i, \quad i = 1, \ldots, k; \quad j = 1, \ldots, p_i \quad (5.3.20)
\]

\[
u(s) \in \mathcal{U}^*\]

\[
\eta(q) \in \Theta\]

This problem is referred to as Problem \((P^{**})\). Problem \((P^{**})\) is an optimal control problem with MCT, where the control functions are piecewise constant or piecewise linear continuous functions with pre-fixed partition points. Hence, it can be viewed as an optimal parameter selection problem with MCT.

### 5.4 Gradient Formulae

To solve Problem \((P^{**})\), we need to derive the gradient formulae of the cost function as well as the constraint functions \(\hat{g}_j(\sum_{j=1}^{q} u_j, \hat{\mathbf{y}}(i|\eta, \sigma, z), z), j = 0, 1, \ldots, q, i = 1, \ldots, k\), (5.3.18). For simplicity, we simplify the notation, and hence the notation used in this section is applicable only to this section. For example, \(\tau = (\tau_1, \tau_2, \cdots, \tau_k)\) is used to denote the vector of multiple characteristic times. The parameter set \((u, \eta, \sigma, z)\) is replaced by \(z\), and the cost
functional is reduced to
\[
g_0(u, z) = \sum_{i=1}^{k} \Phi_{0,i}(x(\tau_{i}|u, z), z),
\]  
(5.4.1)

where \(0 = \tau_0 < \tau_1 < \ldots < \tau_k < \tau_{k+1} = T\). The state differential equation is
\[
\dot{x}(t) = f(t, x(t), u(t), z)
\]  
(5.4.2)

with the initial conditions
\[
x(0) = x^0(z).
\]  
(5.4.3)

Let \(U\), and \(Z\) be as defined in Section 2. The optimal control problem is to find an admissible element \((u, z) \in U \times Z\) such that the cost functional (5.4.1) is minimized subject to the constraints:
\[
g_j(u, z) = \sum_{i=1}^{k} \Phi_{j,i}(x(\tau_{i}|u, z), z),
\]  
(5.4.4)

where \(j = 1, \ldots, q\).

Define a costate system given by following differential equations:
\[
\lambda^T_j(t) = -\lambda^T_j \frac{\partial f(t, x(t), u(t), z)}{\partial x(t)} \quad j = 0, 1, \ldots, q,
\]  
(5.4.5)

where \(t \in (\tau_{i-1}, \tau_i), \quad i = 1, 2, \ldots, k + 1\), subject to the internal jumps:
\[
\lambda^T_j(\tau_i^+) + \frac{\partial \Phi_{j,i}(x(\tau_i), z)}{\partial x(\tau_i)} = \lambda^T_j(\tau_i^-) \quad i = 1, \ldots, k,
\]  
(5.4.6)
\[
\lambda^T_j(T) = 0
\]  
(5.4.7)

Theorem 5.4.1 The gradient of the cost functional (5.4.1) or constraints (5.4.4) with respect to control \(u\) is
\[
\nabla_u g_j(u, z) = \int_0^T \lambda^T_j \frac{\partial f}{\partial u} dt \quad j = 0, 1, \ldots, q.
\]

PROOF. The main reference for this theorem is [56].
Let $\delta u$ be a small variation in $u$. Then $\delta g_j$ is the corresponding change in $g_j$, and $\delta x$ is the corresponding change in $x$. Thus,

$$
\delta g_j = \sum_{i=1}^{k} \frac{\partial \Phi_j(x(\tau_i|u, z), z)}{\partial x} \delta x(\tau_i) = \sum_{i=1}^{k} \frac{\partial \Phi_j(x(\tau_i|u, z), z)}{\partial x} \delta x(\tau_i) - \sum_{i=1}^{k+1} \left[\lambda_j^T \delta x(t)\right]_{t=\tau_i^-}^{t=\tau_i^+} + \sum_{i=1}^{k+1} \int_{\tau_i}^{\tau_i^+} \left\{ \lambda_j^T + \lambda_j^T \frac{\partial f}{\partial u} \delta x(t) + \lambda_j^T \frac{\partial f}{\partial u} \right\} dt
$$

Since $x(t)$ is continuous in $t \in [0, T]$, we have

$$
\sum_{i=1}^{k+1} \left[\lambda_j^T \delta x\right]_{t=\tau_i^-}^{t=\tau_i^+} = \sum_{i=1}^{k+1} \left(\lambda_j^T(\tau_i^-) \delta x(\tau_i^-) - \lambda_j^T(\tau_i^+) \delta x(\tau_i^+)\right)
$$

$$
= \sum_{i=1}^{k} \left\{ \lambda_j^T(\tau^-_i) - \lambda_j^T(\tau^+_i) \right\} \delta x(\tau_i)
$$

$$
- \lambda_j^T(\tau^-_0) \delta x(\tau_0) + \lambda_j(\tau^-_k) \delta x(\tau_k+1)
$$

$$
= \sum_{i=1}^{k} \left\{ \lambda_j^T(\tau^-_i) - \lambda_j^T(\tau^+_i) \right\} \delta x(\tau_i)
$$

$$
- \lambda_j^T(0^-) \delta x(0) + \lambda_j(T^-) \delta x(T)
$$

$$
= \sum_{i=1}^{k} \left\{ \lambda_j^T(\tau^-_i) - \lambda_j^T(\tau^+_i) \right\} \delta x(\tau_i)
$$

$$
+ \lambda_j^T(T^-) \delta x(T) - \lambda_j^T(0^+) \delta x(0)
$$

Therefore,

$$
\delta g_j = \sum_{i=1}^{k} \left\{ \frac{\partial \Phi_j(x(\tau_i|u, z), z)}{\partial x} - \lambda_j^T(\tau^-_i) + \lambda_j^T(\tau^+_i) \right\} \delta x(\tau_i)
$$

$$
- \lambda_j^T(T^-) \delta x(T) + \sum_{i=1}^{k+1} \int_{\tau_i}^{\tau_i^+} \left\{ \lambda_j^T + \lambda_j^T \frac{\partial f}{\partial u} \delta x(t) + \lambda_j^T \frac{\partial f}{\partial u} \delta u \right\} dt
$$

From the definition of the costate system (5.4.5) – (5.4.7), all variations in $\delta x$ and $\delta x(\tau_i)$ vanish, yielding

$$
\nabla u g_j(u, z) = \sum_{i=1}^{k+1} \int_{\tau_i}^{\tau_i^+} \lambda_j^T \frac{\partial f}{\partial u} dt = \int_0^T \lambda_j^T \frac{\partial f}{\partial u} dt
$$
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The proof is complete. □

For the gradient of cost functional with respect to system parameters \( z \), we have the following theorem:

**Theorem 5.4.2** The gradient of the cost functional (5.4.1) or constraints (5.4.4) with respect to system parameters \( z \) is

\[
\nabla_z g_j(u, z) = \int_0^{t_{i-1}} \lambda_j^T \frac{\partial f}{\partial z} dt + \lambda_j^T(0) \frac{\partial x^0(z)}{\partial z} + \sum_{i=1}^k \frac{\partial \Phi_{j,i}(\tau_i, x(\tau_i|u, z), z)}{\partial z}.
\]

for \( j = 0, \cdots, q \).

PROOF. Similar to the proof given for Theorem 5.4.1, let \( \delta z \) be a small variation in \( z \) and let the corresponding variations in \( x \) and \( g_j \) be as in Theorem 5.4.1. Then,

\[
\delta g_j = \sum_{i=1}^k \left\{ \frac{\partial \Phi_{j,i}(x(\tau_i|u, z), z)}{\partial x} \delta x(\tau_i) + \frac{\partial \Phi_{j,i}(x(\tau_i|u, z), z)}{\partial z} \delta z \right\}
\]

\[
= \sum_{i=1}^k \left\{ \frac{\partial \Phi_{j,i}(x(\tau_i|u, z), z)}{\partial x} \delta x(\tau_i) + \frac{\partial \Phi_{j,i}(x(\tau_i|u, z), z)}{\partial z} \delta z \right\}
\]

\[
- \sum_{i=1}^{k+1} \left[ \lambda_j^T \delta x(t) \right]_{t=\tau_i}^{t=\tau_{i-1}+}
\]

\[
+ \sum_{i=1}^{k+1} \int_{\tau_i}^{\tau_{i-1}} \left\{ \left( \lambda_j^T + \lambda_j^T \frac{\partial f}{\partial x} \right) \delta x(t) + \lambda_j^T \frac{\partial f}{\partial z} \delta z \right\} dt
\]

Since \( x(t) \) is continuous in \( t \in [0, T] \), we have

\[
\sum_{i=1}^{k+1} \left[ \lambda_j^T \delta x \right]_{t=\tau_i}^{t=\tau_{i-1}+}
= \sum_{i=1}^k \left\{ \lambda_j^T(\tau_i^-) \delta x(\tau_i) - \lambda_j^T(\tau_{i-1}^+) \delta x(\tau_{i-1}) \right\}
\]

\[
= \sum_{i=1}^k \left\{ \lambda_j^T(\tau_i^-) - \lambda_j^T(\tau_{i-1}^+) \right\} \delta x(\tau_i)
\]

\[
- \lambda_j^T(\tau_0^-) \delta x(\tau_0) + \lambda_j(\tau_{k+1}^-) \delta x(\tau_{k+1})
\]

\[
= \sum_{i=1}^k \left\{ \lambda_j^T(\tau_i^-) - \lambda_j^T(\tau_{i-1}^+) \right\} \delta x(\tau_i)
\]

\[
- \lambda_j^T(0^+) \delta x(0) + \lambda_j(T^-) \delta x(T)
\]

\[
= \sum_{i=1}^k \left\{ \lambda_j^T(\tau_i^-) - \lambda_j^T(\tau_{i-1}^+) \right\} \delta x(\tau_i)
\]

\[
+ \lambda_j^T(T^-) \delta x(T) - \lambda_j^T(0^+) \delta x(0)
\]
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Therefore,

\[
\delta g_j = \sum_{i=1}^{k} \left\{ \frac{\partial \Phi_{ji}(x(\tau_i|u, z), z)}{\partial x} - \lambda_j^T(\tau_i^-) + \lambda_j^T(\tau_i^+) \right\} \delta x(\tau_i)
- \lambda_j^T(T) \delta x(T) + \lambda_j^T(0^+) \delta x(0^+) + \sum_{i=1}^{k} \frac{\partial \Phi_{ji}(x(\tau_i|u, z), z)}{\partial z} \delta z
\]

\[
\sum_{i=1}^{k+1} \int_{\tau_{i-1}}^{\tau_i} \left\{ (\lambda_j^T + \lambda_j^T \frac{\partial f}{\partial x}) \delta x + \lambda_j^T \frac{\partial f}{\partial z} \delta z \right\} dt
\]

From the definition of the costate system (5.4.5) – (5.4.7), all terms involving variation in \( x \) vanish, yielding

\[
\nabla_z g_j(u, z) = \sum_{i=1}^{k+1} \int_{\tau_{i-1}}^{\tau_i} \lambda_j^T \frac{\partial f}{\partial z} \, dt + \lambda_j^T(0^+) \frac{\partial x(0^+)}{\partial z} + \sum_{i=1}^{k} \frac{\partial \Phi_{ji}(x(\tau_i|u, z), z)}{\partial z}
\]

\[
= \int_0^T \lambda_j^T \frac{\partial f}{\partial z} \, dt + \lambda^T(0) \frac{\partial x^0(z)}{\partial z} + \sum_{i=1}^{k} \frac{\partial \Phi_{ji}(x(\tau_i|u, z), z)}{\partial z}
\]

The proof is complete. \( \Box \)

### 5.5 Numerical Experiments

**Example 5.1.** Let \( x_0 \) be a function of time given by

\[
x_0(t) = \sin(4t) + 2t.
\]

Consider a process described by the following differential equations

\[
x_1' = x_2 \tag{5.5.1}
\]
\[
x_2' = -u_1(t)x_2 - x_1 + u_2(t) \tag{5.5.2}
\]

with initial conditions

\[
x_1(0) = 0.1 \tag{5.5.3}
\]
\[
x_2(0) = 0.2 \tag{5.5.4}
\]
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Suppose \( \tau_k, \bar{\tau}_k, i = 1, \ldots, 5 \), are given by \( \tau_i = \frac{5i-2}{30} T, \bar{\tau}_i = \frac{5i+2}{30} T, i = 1, \ldots, 5 \) and \( T = 3 \).

Our objective is to find observation times \( t_i, i = 1, \ldots, k \), and the controls \( u_1(t) \) and \( u_2(t) \) such that the cost function

\[
\sum_{i=1}^{5} \{(\sin 4t_i + 2t_i - x_0(t_i))^2\}
\]

is minimized subject to the constraints:

\[
\begin{align*}
\tau_i &\leq t_i \leq \bar{\tau}_i, & i &= 1, 2, \ldots, 5 \\
-3.0 &\leq u_1(t) \leq 4.0 \\
-3.0 &\leq u_2(t) \leq 11.5
\end{align*}
\]

Define the CPET transform which maps \( t \) to \( s \):

\[
\frac{dt}{ds} = v(s)
\]

Let

\[
v(s) = \sum_{i=1}^{6} v_i \chi_{[i-1,i)}(s)
\]

where \( v_i, i = 1, \ldots, 6 \), are collectively referred to as the parameter vector \( v \).

The equivalent transformed problem is:

given the dynamical system

\[
\begin{align*}
\dot{y}_1 &= vy_2 \\
\dot{y}_2 &= v(-w_1(s)y_2 - y_1 + w_2(s))
\end{align*}
\]

with initial condition

\[
\begin{align*}
y_1(0) &= 0.1 \\
y_2(0) &= 0.2
\end{align*}
\]

find a parameter vector \( v \) and control functions \( w_1(s) = u_1(t(s)), w_2(s) = u_2(t(s)) \) such that the cost function

\[
\sum_{i=1}^{5} \{(\sin 4 \sum_{j=1}^{i} v_j + 2 \sum_{i=1}^{i} v_j - \hat{x}_0(i))^2\}
\]
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Figure 5.5.1: The target trajectory $x_0(t)$ and the optimal trajectory $x_1^*(t)$.

is minimized subject to

$$\tau_j \leq \sum_{i=1}^{j} u_i \leq \tau_j$$

$j = 1, 2, \cdots, 5$,

$$\sum_{i=1}^{6} u_i = 3$$

$$-3.0 \leq w_1(s) \leq 4.0 \quad \forall s \in [0, 6)$$

$$-3.0 \leq w_2(s) \leq 11.5 \quad \forall s \in [0, 6)$$

Using the CPET transform again, which maps from $s$ to $q$, with pre-fixed knots $\xi_0, \xi_1, \cdots, \xi_{10}$:

$$\frac{ds}{dq} = \eta(q)$$

$s(0) = 0$

where
\[ \eta(q) = \sum_{i=1}^{10} \eta_i \chi_i(q) \]

\[ \chi_i(q) = \begin{cases} 
1 & q \in [\xi_{i-1}, \xi_i) \\
0 & \text{otherwise}
\end{cases} \quad i = 1, 2, \ldots, 10 \]

Clearly

\[ \int_0^i \eta(q) dq = i, \quad i = 1, 2, \ldots, 6 \quad (5.5.6) \]

We thus obtain the optimal control problem with MCT: given the dynamical system

\[ \dot{y}_1 = \eta \nu y_2 \]
\[ \dot{y}_2 = \eta \nu (-\sigma^2 \hat{y}_2 - \hat{y}_1 + \sigma^2) \]

with initial condition
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\[ \hat{y}_1(0) = 0.1 \]
\[ \hat{y}_2(0) = 0.2 \]

find a \((\mathbf{v}, \sigma, \eta)\) such that the cost function

\[ \sum_{i=1}^{5} \left\{ (\sin 4 \sum_{j=1}^{i} v_j + 2 \sum_{i=1}^{i} v_j - \hat{x}_0(i))^2 \right\} \]

is minimized subject to

\[ v_j \leq \sum_{i=1}^{j} v_i \leq \bar{v}_j \quad j = 1, 2, \ldots, 5, \]
\[ v_i = 3 \quad i = 1, 1, \ldots, 6. \]
\[ -3.0 \leq \sigma_{1,j} \leq 4.0 \quad j = 1, \ldots, 11, \]
\[ -3.0 \leq \sigma_{2,j} \leq 11.5 \quad j = 1, \ldots, 11. \]
\[ \int_{0}^{t} \eta(q) dq = i, \quad i = 1, \ldots, 6. \]

This is an optimal control problem with MCT cost function. Using the gradient formulae obtained in Section 5.4, the optimal control software package MISER 3.2 can be adapted to solve this optimal control problem. Figure 5.5.1 shows the optimal trajectory of \(x_1^*(t)\) and the trajectory for \(x_0(t) = \sin(4t) + 2t\). The optimal observation times are \(t_1 = 0.7, t_2 = 0.8, t_3 = 1.67, t_4 = 1.81, t_5 = 2.59, t_6 = 2.75\) with minimum cost function value of 0.027889. Figure 5.5.2 shows the optimal control functions \(u_1^*(t)\) and \(u_2^*(t)\).

**Example 5.2.** A three-dimensional optimal control problem with variable characteristic times in the cost function.

Consider the dynamical system

\[ \dot{x}_1 = x_3 + x_1 \quad (5.5.7) \]
\[ \dot{x}_2 = x_2 x_3 + x_3 \quad (5.5.8) \]
\[ \dot{x}_3 = x_4 x_1 + x_2 + z_5 x_3 \quad (5.5.9) \]

with initial condition
\[ x_1(0) = 0.1 \quad \quad (5.5.10) \]
\[ x_2(0) = 0.2 \quad \quad (5.5.11) \]
\[ x_3(0) = 0.1 \quad \quad (5.5.12) \]

Let the target trajectory be specified as follows:

\[ x_{01}(t) = \sin(4t) + 2t \]
\[ x_{02}(t) = t^3 - 3t^2 + 3t \]

Let \( \tau_i = \frac{5i-2}{30}T, \quad \bar{\tau}_i = \frac{5i+2}{30}T, \quad i = 1, \ldots, 5, \) and \( T = 3. \) Then, we formulate the following problem:

given the dynamic system (5.5.7)–(5.5.12), find observation times \( t_i, i = 1, \ldots, 5, \)

and system parameters \( z_i, i = 1, \ldots, 5, \) such that the cost function

\[
\sum_{i=1}^{5} \{(\sin 4t_i + 2t_i - x_{01}(t_i))^2 + (t_i^3 - 3t_i^2 + 3t_i - x_{02}(t_i))^2\} \quad (5.5.13)
\]

is minimized subject to the constraints:

\[
\tau_i \leq t_i \leq \bar{\tau}_i \quad \quad i = 1, 2, \ldots, 5
\]
\[-1.0 \leq z_1 \leq 2.0 \]
\[-1.0 \leq z_2 \leq 10.0 \]
\[-1.0 \leq z_3 \leq 1.0 \]
\[-1.0 \leq z_4 \leq 1.0 \]
\[-4.0 \leq z_5 \leq 1.0 \]

Use the CPET transform to map \( t \) to \( s \)

\[
\frac{dt}{ds} = \nu(s)
\]

Let

\[
\nu(s) = \sum_{i=1}^{6} \sigma_i \chi_{[i-1,i)}(s)
\]
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Figure 5.5.3: The optimal trajectory \((x_1^*(t), x_2^*(t))\) and target trajectory \((x_{01}(t), x_{02}(t))\).

(a) On the plane \(X_1 \times [0, T]\)  
(b) On the plane \(X_2 \times [0, T]\)

Figure 5.5.4: The projections of trajectories depicted in Figure 5.5.3 onto the planes
where \( \sigma_i, \quad i = 1, \cdots, 6 \), are collectively referred to as the parameter vector \( \sigma \). Furthermore, let \( z_i, \quad i = 1, \cdots, 5 \), be collectively referred to as the system parameter \( z \). The equivalent transformed problem is:

given the dynamical system

\[
\begin{align*}
\dot{y}_1 &= v(y_3 + z_1) \quad y_1(0) = 0.1 \\
\dot{y}_2 &= v(z_2y_3 + z_3) \quad y_2(0) = 0.2 \\
\dot{y}_3 &= v(z_4y_1 + y_2 + z_5y_3) \quad y_3(0) = 0.1
\end{align*}
\]

find a \((v \ z)\) such that

\[
\sum_{i=1}^{5} \left\{ \sin 4 \sum_{j=1}^{i} v_j + 2 \sum_{i=1}^{i} v_j - \dot{x}_{31}(i) \right\}^2 + \left( \sum_{j=1}^{i} v_j \right)^3 - 3 \left( \sum_{j=1}^{i} v_j \right)^2 \\
+ 3 \sum_{j=1}^{i} v_j - \dot{x}_{32}(i) \right\}^2 \}
\]

is minimized, subject to

\[
\tau_j \leq \sum_{i=1}^{j} v_i \leq \bar{\tau}_j \\
j = 1, 2, \cdots, 5
\]

\[
\sum_{i=1}^{6} v_i = 3 \\
-1.0 \leq z_1 \leq 2.0 \\
-1.0 \leq z_2 \leq 10.0 \\
-1.0 \leq z_3 \leq 1.0 \\
-1.0 \leq z_4 \leq 1.0 \\
-4.0 \leq z_5 \leq 1.0
\]

The gradient formulae obtained in Section 5.4 are applicable. Thus, MISER 3.2 can be adapted to solve this optimal control problem with MCT cost function. Figure 5.5.3 shows the optimal trajectory of \((x_1^*(t), x_2^*(t))\) and the trajectory for \(x_{01}(t) = \sin(4t) + 2t\) and \(x_{02}(t) = t^3 - 3t^2 + 3t\), and Figure 5.5.4 shows the projections of Figure 5.5.3 onto the planes \(X_1 \times [0, T]\) and \(X_2 \times [0, T]\). The optimal observation times are \(t_1 = 0.7, t_2 = 0.8, t_3 = 1.544678, t_4 = 2.2, t_5 = 2.3\)
with the minimum cost function value of 0.1915, and the optimal system parameters are $z_1 = 1.32478$, $z_2 = 2.13784$, $z_3 = -0.43432$, $z_4 = -0.00573633$, $z_5 = 0.073166$.

5.6 Conclusion

In this chapter, a computational method was obtained for solving the optimal control problem with multiple variables time points in objective function. The method is based on the combination of the control enhancing transform and the control parameterization technique. The method is efficient and supported by rigorous mathematical analysis. Two numerical examples are solved using the method.
Chapter 6

Solving a Class of Nonlinear Optimal Feedback Control Problems Using 3rd Order $B$-Splines with Optimal Partition Points

6.1 Introduction

In this chapter, we propose an approach to the approximation of an optimal feedback control law for a general nonlinear optimal control problem. In this approach, a control function is approximated by a linear combination of a 3rd order $B$-spline basis function constructed on a partition in state and time spaces. This approximation is then used to substitute the control to form an approximate feedback control problem. In this approximate optimal feedback control problem, the mesh points and the coefficients in the linear combination of the 3rd order $B$-spline basis functions are all decision variables. Once the initial condition is given, the resulting optimal control problem becomes an optimal parameter selection problem. The optimal control obtained is represented by a linear combination of the 3rd order $B$-splines with optimal coefficients and optimal partition points. This control is a function of the state and time. Thus, it is more robust in the presence of the system noise and parameter variation. The rest of the Chapter is organized as follows:
In Section 6.2, we state the optimal feedback control problem. The approximate optimal feedback control problem is discussed in Section 6.3. In Section 6.4, some examples are solved using the proposed approach.

### 6.2 The optimal feedback control problem

Consider a process described by the following system of differential equations defined on $[0, T]$.

\[ \dot{x}(t) = f(t, x(t), u(x, t), z(t)), \quad (6.2.1) \]
\[ x(0) = \xi_0 \quad (6.2.2) \]

where $T$ is a fixed terminal time, $x = [x_1, \ldots, x_n]^T \in \mathbb{R}^n$, $u = [u_1, \ldots, u_m]^T \in \mathbb{R}^m$ and $z = [z_1, \ldots, z_p]^T \in \mathbb{R}^p$ are, respectively, state, control, and system parameter, while $f = [f_1, \ldots, f_n]^T \in \mathbb{R}^n$ is a continuously differentiable function with respect to $x$, $u$ and $z$ and piecewise continuous with respect to $t$, and $\xi_0$ is assumed to be randomly distributed according to a fixed probability density distribution $\rho(\xi_0)$ defined on some compact set $\Gamma \subseteq \mathbb{R}^n$. Let the compact sets $X \subseteq \mathbb{R}^n$, $Z \subseteq \mathbb{R}^p$ and $U \subseteq \mathbb{R}^m$ be defined by

\[
\begin{align*}
X &= \{ x = [x_1, \ldots, x_n]^T \in \mathbb{R}^n : x_{i,\text{min}} \leq x_i \leq x_{i,\text{max}} \} \\
Z &= \{ z = [z_1, \ldots, z_r]^T \in \mathbb{R}^r : z_{i,\text{min}} \leq z_i \leq z_{i,\text{max}} \} \\
U &= \{ u = [u_1, \ldots, u_m]^T \in \mathbb{R}^m : u_{i,\text{min}} \leq u_i \leq u_{i,\text{max}} \}
\end{align*}
\]

For a given $u$ and $z$, $x(t)$ is determined by the (6.2.1) and (6.2.2). The control $u(x, t)$ in (6.2.1) is a feedback control obtained from the process of the system and is added to the process in order to improve the robustness in the presence of the noise and parameter variation. Any function $u : X \times [0, T] \rightarrow U$ is called an admissible control if it is continuously differentiable with respect to $x$ and piecewise continuous with respect to $t$. Let $\mathcal{U}$ be the class of all such admissible controls.
Our optimal feedback control problem may now be formally stated as: given the dynamic system (6.2.1) – (6.2.2), find a \((u, z) \in \mathcal{U} \times \mathcal{Z}\) such that the cost function

\[
G_0(\xi_0, u, z) = \phi_0(x(T)) + \int_0^T g_0(t, x(t), u(x(t)), z) dt
\]

is minimized subject to the constraints

\[
g_j(u(\cdot), z) \leq 0, \quad j = 1, \cdots, q,
\]

where \(\phi_0(x)\) and \(g_j, \ j = 0, 1, \cdots, q,\) are continuously differentiable real valued functions on \(\mathbb{R}^n\) and \([0, T] \times \mathbb{R}^n \times \mathbb{R}^m \times \mathbb{R}^p\), respectively. Let this optimal control problem be referred to as Problem \(P_0\).

### 6.3 Approximation of the optimal feedback control

We now consider the approximation of the control by a linear combination of the 3rd order spline basis functions. For simplicity, we restrict our consideration to the case in which the control function \(u\) in Problem \(P_0\) is independent of time, i.e., \(u = u(x)\). Furthermore, for brevity, we also assume that \(n = 2\) and \(m = 1\), i.e., the state is 2 dimensional and the control is a scalar. Now, the state region is chosen to be \(X = [c_1, d_1] \times [c_2, d_2]\) with constants \(c_1, c_2, d_1\) and \(d_2\) satisfying \(c_1 \leq d_1\) and \(c_2 \leq d_2\).

For \(i = 1, 2\), let \(\{x_{i,j}\}_{j=0}^{N_i}\) be a set of partition points satisfying \(c_i = x_{i,0} \leq x_{i,1} \leq \cdots \leq x_{i,N_i}, \ x_{i,N_i+1} = d_i\). The 3rd order B-spline basis function (see. [47]), \(B_{i,j}(x)\), associated with \(x_{i,j}, \ j = 1, 2, \cdots, N_i, \ i = 1, 2,\) is defined by

\[
B_{i,j}(x) = \begin{cases} 
\frac{(x-x_{i,j-1})^2}{h_{i,j-1}(h_{i,j-1}+h_{i,j})} & x \in [x_{i,j-1}, x_{i,j}) \\
1 - \frac{(x-x_{i,j-1}-x_{i,j})^2}{h_{i,j}(h_{i,j}+h_{i,j+1})} & x \in [x_{i,j}, x_{i,j+1}) \\
\frac{(x-x_{i,j+2})^2}{h_{i,j+1}(h_{i,j}+h_{i,j+1})} & x \in [x_{i,j+1}, x_{i,j+2}] \\
0 & \text{otherwise}
\end{cases}
\]
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where \( h_{i,j} = x_{i,j+1} - x_{i,j} \). These basis functions are globally smooth. Now, we approximate the control \( u(x) \) by a linear combination of the tensor products of the basis functions, i.e.,

\[
u \approx u_b(x, v_1, v_2, b) = \sum_{i=-1}^{N_1+1} \sum_{j=-1}^{N_2+1} b_{i,j} B_{1,i}(x_1) B_{2,j}(x_2) \tag{6.3.1}\]

where \( b \) denotes the coefficient vector \( \{b_{i,j}\} \). Note that in the above expression we have introduced a few auxiliary mesh points \( x_{i,-2}, x_{i,-1}, x_{i,N_i+2}, \) and \( x_{i,N_i+3}, i = 1, 2 \). (Mesh node \( x_{i,-2} \) does not appear in the above explicitly, but it is needed for the construction of \( B_{i,-1} \).) With this set of functions, the above approximation preserves constants and first and second order polynomials within the range \([c_1, d_1] \times [c_2, d_2]\). Replacing \( u \) in Problem \( P_6 \) by \( u_b \) given above, we have the following approximate optimal feedback control problem:

given \( N_1 \) and \( N_2 \), find \( v_1, v_2, b \) and the system parameter \( z \), such that

\[
G_0(z_0, u_b, z) = \phi_0(x(T)) + \int_0^T g_0(t, x(t), u_b(x, v_1, v_2, b), z) \, dt \tag{6.3.2}
\]
is minimized subject to

\[
\dot{x}(t) = f(t, x(t), u_b(x, v_1, v_2, b), z(t)), \tag{6.3.3}
\]

\[
x(0) = z_0 \tag{6.3.4}
\]

and

\[
g_j(u_b, z) \leq 0, \quad j = 1, \ldots, q; \quad i = 1, \ldots, k \tag{6.3.5}
\]

\[
x_{i,0} = c_i, \quad x_{i,N_i} = b_i, \tag{6.3.6}
\]

\[
x_{i,j} < x_{i,j+1}, \quad j = 1, 2, \ldots, N_j-1, \quad i = 1, 2 \tag{6.3.7}
\]

Let this optimal control problem be referred to as \( \text{Problem } P^*_6 \). This is an approximate optimal feedback control problem using 3rd order \( B \)-splines with variable partition points as controllers. The gradient of the function \( g_0 \) is given by
\[
\frac{\partial g_0}{\partial b_{k,l}} = \frac{\partial g_0}{\partial B} \frac{\partial B}{\partial b_{k,l}} = \frac{\partial g_0}{\partial B} B_{1,k}(x_1) B_{2,l}(x_2)
\]
and,
\[
\frac{\partial g_0}{\partial x_{k,l}} = \frac{\partial g_0}{\partial B} \frac{\partial B}{\partial x_{k,l}} = \frac{\partial g_0}{\partial B} \sum_{i=1}^{N_1} \sum_{j=1}^{N_2} b_{i,j} \left\{ \frac{\partial B_{1,i}(x_1)}{x_{k,l}} B_{2,j}(x_2) + B_{1,i}(x_1) \frac{\partial B_{2,j}(x_2)}{x_{k,l}} \right\}
\]
where
\[
\frac{\partial B_{i,j}(x)}{\partial x_{i,j-1}} = \begin{cases} 
\frac{-2(x-x_{i,j-1})}{h_{i,j-1}(h_{i,j-1}+h_{i,j})} + \frac{(x-x_{i,j-1})^2}{h_{i,j-1}(h_{i,j-1}+h_{i,j})^2} \quad & \text{if } x \in [x_{i,j-1}, x_{i,j}] \\
\frac{-1}{h_{i,j-1}(h_{i,j-1}+h_{i,j})} \quad & \text{otherwise}
\end{cases}
\]

\[
\frac{\partial B_{i,j}(x)}{\partial x_{i,j}} = \begin{cases} 
\frac{-1}{h_{i,j}^2(h_{i,j}+h_{i,j+1})} + \frac{(x-x_{i,j})^2}{h_{i,j}^2(h_{i,j}+h_{i,j+1})^2} \quad & \text{if } x \in [x_{i,j-1}, x_{i,j}] \\
\frac{-1}{h_{i,j}^2(h_{i,j}+h_{i,j+1})} \quad & \text{otherwise}
\end{cases}
\]

\[
\frac{\partial B_{i,j}(x)}{\partial x_{i,j+1}} = \begin{cases} 
\frac{-1}{h_{i,j}^2(h_{i,j}+h_{i,j+1})} + 2 \frac{(x_{i,j+1}-x)(x_{i,j+1}-x)}{h_{i,j}^2(h_{i,j}+h_{i,j+1})^2} + \frac{(x_{i,j+1}-x)^2}{h_{i,j}^2(h_{i,j}+h_{i,j+1})} \quad & \text{if } x \in [x_{i,j-1}, x_{i,j}] \\
\frac{1}{h_{i,j+1}(h_{i,j}+h_{i,j+1})} \quad & \text{otherwise}
\end{cases}
\]

\[
\frac{\partial B_{i,j}(x)}{\partial x_{i,j+2}} = \begin{cases} 
\frac{0}{h_{i,j}(h_{i,j}+h_{i,j+1})^2} + \frac{(x_{i,j+2}-x)^2}{h_{i,j}(h_{i,j}+h_{i,j+1})^2} \quad & \text{if } x \in [x_{i,j-1}, x_{i,j}] \\
\frac{-2}{h_{i,j+1}(h_{i,j}+h_{i,j+1})} + \frac{(x_{i,j+2}-x)^2}{h_{i,j+1}(h_{i,j}+h_{i,j+1})^2} \quad & \text{if } x \in [x_{i,j-1}, x_{i,j}] \\
0 \quad & \text{otherwise}
\end{cases}
\]

with $h_{i,j} = x_{i,j} - x_{i,j-1}$ as defined above. Obviously, Problem $P^*_6$ is an approximation of the problem $(P_6)$. The accuracy of this approximation depends on the partition of the state region.

We comment that for a given initial value $\xi^*_0$ of interest, the space region $X$ is chosen properly so that the optimal trajectory $x^*$ corresponding to $\xi^*_0$ is contained in $X$, i.e. $x^*(t) \in X$ for all $t \in (0, T]$. Then, Problem $P^*_6$ becomes an
optimal parameter selection problem, which can be viewed as a finite dimensional optimization problem. The solution to this optimal parameter selection problem gives rise to an optimal control defined at every point of $X$. It is thus a feedback control defined on $X$. The initial point $x_0$ is sometimes referred to as an operating point.

For a large space region, we may choose a number of operating points distributed uniformly in the region, and then choose a sub-region associated with each of the operating points, so that the union of the sub-regions is equal to the original space region. Problem $P_6^*$ can be solved for each operating point and the combination of all the controls obtained using these operating points will form a global feedback control.

6.4 Numerical Experiments

The numerical approach described in the previous section is applied to two and three dimensional state dependent examples. All computations were performed in Fortran double precision on a Unix workstation.

Example 6.1. The Duffing Equation
Figure 6.4.2: The trajectories of $x_2(t)$

Figure 6.4.3: The optimal feedback control
Consider the following optimal control problem

\[
\text{Minimize } G_0(u) = x_1^2(10) + x_2^2(10) + \int_0^{10} (x_1^2 + x_2^2 + u^2) dt
\]

subject to

\[
\begin{align*}
\dot{x}_1 &= x_2 \quad \text{(6.4.1)} \\
\dot{x}_2 &= 0.2x_2 - x_1 - 0.1x_1^3 + u \quad \text{(6.4.2)}
\end{align*}
\]

with initial condition

\[
\begin{align*}
x_1(0) &= 2 \\
x_2(0) &= 0
\end{align*}
\]

The space region associated with this initial point is chosen to be \(X = [-0.5, 2] \times [-1.5, 0.5]\), and the control is approximated in this region \(X\) by (6.3.1) with 6 and 5 partition points along \(x_1\) and \(x_2\) axes, respectively. The corresponding optimal feedback control problem is essentially an optimal parameter selection problem. The solution of this problem using the previous method yields an approximate optimal feedback control on \(X\), as depicted in Figure 6.4.5.

For comparison, the minimum costs obtained from our method with both fixed and variable partition points are listed in Table 6.4.1. The optimal control problem \((P_6)\) with the control \(u\) taken as only a function of time, \(t\), is a conventional open-loop optimal control problem. Let this problem be referred to as problem \(\tilde{P}_6\). The control obtained by solving \(\tilde{P}_6\) with initial condition \((x_1(0), x_2(0)) = (2, 0)\) is called the optimal control, and the corresponding trajectories and the cost are referred to the optimal trajectories and the optimal cost. The optimal cost is also listed in the Table 6.4.1. It is clear that the solution using variable partition points is much more accurate than that using fixed partition points. The trajectories corresponding to the feedback control with variable points and the optimal trajectories are plotted in Figures 6.4.1
<table>
<thead>
<tr>
<th></th>
<th>Approximate optimal feedback control with fixed partition points</th>
<th>Approximate optimal feedback control with variable partition points</th>
<th>Optimal control (obtained by solving of corresponding $\tilde{P}_6$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cost values</td>
<td>10.795</td>
<td>9.140</td>
<td>9.112</td>
</tr>
<tr>
<td>Relative error</td>
<td>0.1847</td>
<td>0.0030</td>
<td></td>
</tr>
</tbody>
</table>

Table 6.4.1: Cost values and their relative errors

and 6.4.2. From these figures it is seen that the corresponding trajectories are very close to each other. However, the feedback control is defined on the whole space region $X$, while the open-loop control is only a function of time.

To demonstrate the robustness of the computed approximate optimal feedback control depicted in Figure 6.4.3, we choose another initial condition $(x_1(0), x_2(0)) = (1, -0.1) \in X$ and use this computed feedback control to solve the dynamic system (6.4.1) - (6.4.2) (without solving the original optimization problem). The computed trajectories for $x_1$ and $x_2$ are plotted in Figures 6.4.4 and 6.4.5, respectively. Furthermore, the problem $\tilde{P}_6$ with the new initial condition $(x_1(0), x_2(0)) = (1, -0.1)$ is solved by using MISER3.2 to give the corresponding optimal open-loop control. The corresponding trajectories are used as nominal trajectories. These nominal trajectories for $x_1$ and $x_2$ are also depicted in Figures 6.4.3 and 6.4.4, respectively. From these figures, we see that the trajectories obtained using our method are very close to the reference trajectories. For further comparison, the costs evaluated using the feedback control solution and the true optimal cost, i.e. by solving the corresponding problem $\tilde{P}_6$ with the initial condition $(x_1(0), x_2(0)) = (1, -0.1)$ are listed in Table 6.4.2. Again, the two results are very close each other with a relative error of around 3%.

Example 6.2. Maximum Rocket Height

In this example, we consider the vertical ascent of a rocket. The system dynamics are governed by:
Figure 6.4.4: The trajectories of $x_1(t)$ after perturbation

Figure 6.4.5: The trajectories of $x_2(t)$ after perturbation

<table>
<thead>
<tr>
<th></th>
<th>Approximate optimal feedback control</th>
<th>Optimal cost (obtained by solving the corresponding problem $\tilde{P}_6$ in that the change of initial value is taken into account)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cost</td>
<td>2.140</td>
<td>2.073</td>
</tr>
<tr>
<td>Relative Error</td>
<td>0.0323</td>
<td></td>
</tr>
</tbody>
</table>

Table 6.4.2: Robustness test of the approximate optimal feedback control
<table>
<thead>
<tr>
<th>Cost</th>
<th>-28.25</th>
<th>-28.56</th>
</tr>
</thead>
<tbody>
<tr>
<td>Relative Error</td>
<td>0.01080</td>
<td></td>
</tr>
</tbody>
</table>

Table 6.4.3: The cost for applying the optimal feedback without perturbation

\[
\begin{align*}
\dot{x}_1 &= u \\
\dot{x}_2 &= x_3 \\
\dot{x}_3 &= -0.01 + \frac{2u - 0.05 \exp(0.01x_2)x_3^2}{x_1}
\end{align*}
\]  

(6.4.3) (6.4.4) (6.4.5)

with initial condition

\[
\begin{align*}
x_1(0) &= 1.1 \\
x_2(0) &= 0 \\
x_3(0) &= 0
\end{align*}
\]

where \(x_1(\cdot)\) is the rocket's mass, \(x_2(\cdot)\) is the rocket's altitude in km above the earth's surface, \(x_3(\cdot)\) is the rocket's vertical velocity and \(u(\cdot)\) is the mass flow rate of the rocket's fuel. The terminal time \(T\) is 50, and the control is bounded by \(0 \leq u(\cdot) \leq 0.04\). The objective of the problem is to minimize the cost function

\[
G_0(u) = -x_2
\]

subject to the constraint

\[0.2 - x_1 \leq 0.0.\]

The space region associated with this initial point is chosen to be \(X = [0.2, 1.1] \times [-5, 30] \times [0, 0.8]\), and the control is approximated in this region by (6.3.1) with 4, 10, and 4 partition points along \(x_1\), \(x_2\) and \(x_3\) axes, respectively. The solution of this approximated optimal control problem yields an approximate optimal feedback control, defined on the region \(X\).
Figure 6.4.6: The trajectories of $x_1(t)$

Figure 6.4.7: The trajectories of $x_2(t)$
Figure 6.4.8: The trajectories of $x_3(t)$

<table>
<thead>
<tr>
<th>Approximate optimal feedback control</th>
<th>Optimal cost (obtained by solving the corresponding problem $\tilde{P}_6$ in that the change of the initial value is taken into account)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cost</td>
<td>-27.89</td>
</tr>
<tr>
<td>Relative Error</td>
<td>0.00228</td>
</tr>
</tbody>
</table>

Table 6.4.4: The cost for applying the approximate optimal feedback after perturbation
Figure 6.4.9: The trajectories of $x_1(t)$ after perturbation

Figure 6.4.10: The trajectories of $x_2(t)$ after perturbation
The optimal control problem $P_0$ with the control $u$ taken as only a function of time, $t$, is a conventional open-loop optimal control problem. Let this problem be referred to as problem $\tilde{P}_0$.

For comparison, problem $\tilde{P}_0$ with the initial condition $(x_1(0), x_2(0), x_3(0)) = (1.1, 0, 0)$ is solved using MISER3.2. The trajectories for $x_1$, $x_2$ and $x_3$ obtained, and those obtained by using the approximate optimal feedback control are plotted in Figures 6.4.5 and 6.4.6. The cost obtained is to be referred to as the optimal cost. From these figures, it is seen that the corresponding trajectories are very close. The cost corresponding to the feedback control and the optimal cost are listed in Table 6.4.3. We note that the relative error is around 1%. However, the feedback control is defined on the whole region $X$, while the optimal open-loop control is only a function of time, $t$.

To demonstrate the robustness of the computed approximate optimal feedback control, we choose a new initial condition $(x_1(0), x_2(0), x_3(0)) = (1, -1, 0.1) \in X$ and use this computed feedback control to solve the dynamic system (6.4.3) - (6.4.5) (without solving the Problem 2 as an optimal parameter selection problem). The computed trajectories for $x_1$ and $x_2$ are plotted in Figures 6.4.9 and 6.4.10, respectively. For comparison, the corresponding problem $\tilde{P}_0$ with the new initial condition $(x_1(0), x_2(0), x_3(0)) = (1, -1, 0.1)$ is solved as a conventional optimal control problem by using MISER3.2. The control obtained is an optimal control corresponding to this new initial condition, and hence is referred to as the optimal control. The corresponding optimal trajectories are plotted in Figures 6.4.9 and 6.4.10. From these figures we see that the trajectories corresponding to the optimal feedback control are still very close to the optimal open-loop trajectories. For further comparison, the cost corresponding to the optimal feedback control and the optimal open-loop cost are listed in Table 6.4.4. The relative error is around 0.23%.

**Remark:** When the initial values are changed, the constraint $2.0 - x_1 \leq 0$ may have some minor violation. In this case, we let the mass flow rate of fuel $u$ turn to zero, when the state value of $x_1$ becomes 2.0. This is reasonable in practice,
since \( x_1 = 2.0 \) implies that the fuel runs out. In this case the mass flow rate of fuel will automatically turn to zero.

6.5 Conclusion

In this Chapter, the optimal feedback control for a general nonlinear optimal feedback control was approximated by a linear combination of the 3rd order \( B \)-spline basis functions in a neighborhood of an operating point. Both the coefficients and partition points of the \( B \)-splines are taken to be decision variables. Numerical experiments for two and three dimensional examples were performed, and the numerical results showed that the approximate optimal feedback control possesses a useful robustness property.
Chapter 7

Conclusion and Further Studies

7.1 Conclusion

In this thesis, we have developed efficient numerical methods for several real world problems arising from different areas. These real world problems are formulated as either static or dynamic optimization problems. For the problem of semiconductor device design, finding various parameters is time-consuming in the conventional design cycle, but in this thesis this problem is converted into a static optimization problem. Numerical examples illustrate that the methods used in this problem are efficient. For the problem of numerical integration, the variable partition points are introduced in numerical integration, and the problem is converted into a static optimization problem too, which produces much more accurate results than those from the uniform grid with the same number of partition points. As for the problem of planning recharge and driving strategies to minimize the total traveling time between two locations, the problem is formulated as an unconventional optimal control problem based on a battery-powered electric vehicle model, and furthermore the problem is transformed into a conventional optimal control problem. The solutions of the above problems demonstrate the usefulness of the approaches proposed in this thesis.

The optimization problem with variable time points in the objective function arises from many application areas. This is not a conventional optimal control problem. The problem is transformed into a conventional optimal control problem with multiple characteristic time by control parameterization en-
hancing transform (CPET). The gradients of the cost function and constraints are derived. The control parameterization with variable partition points combined with CPET are used again to convert the optimal control problem into an optimal parameter selection problem. Numerical experiments demonstrate the efficiency of this approach.

Feedback control is more suitable than open-loop control for many engineering applications, as a feedback control is dependent on both the state and time variables, while an open-loop control is a function of time only. Thus, feedback control is more robust in the presence of the system noise and parameter variation. However, to find an optimal feedback control law for a general non-linear problem is extremely difficult. In this thesis the optimal feedback control for a general nonlinear optimal control problem is approximated by a linear combination of the 3rd order B-spline basis functions constructed on a partition in state and time spaces. The partition points and coefficients of the B-spline are taken to be decision variables. Numerical experiments demonstrate the effectiveness of this method. Compared to the methods proposed in [33, 34, 49, 83], our method is simpler and much more efficient.

7.2 Further Studies

There are a number of difficult mathematical problems that remain. For the semiconductor device design, the problem is computable as seen in Chapter 2, but the solvability of the problem is theoretically difficult, since the dependence of the cost function on parameter $\theta$ and the applied bias $v$ is complicated, and the solvability of the nonlinear PDE system (2.1.17)-(2.1.19) is still an open problem. The partial derivatives in the Jacobian for the Levenberg-Marquardt algorithm are approximated by forward finite differences in this thesis, but the exact formulas of these partial derivatives are still unknown and remain an open problem. Therefore, these problems can be further research topics.

The ideas of variable and optimal partition points are introduced in this thesis, and are applied to the problems in Chapters 3-6. As demonstrated
in these Chapters, the numerical results using the ideas improved on those without using the optimal partition points to a large extent. More specifically, to achieve a required accuracy our method needs much fewer partition points than those with fixed partition points. Thus, it has a much better chance of being applicable to high dimensional optimal control problems in which the optimal feedback control is taken as a function of both the time as well as the state variables. This is a challenging research direction. The results obtained will enhance the applicability of optimal control theory in solving practical engineering problems.
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