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Abstract

The increasing demand for mobile applications such as streaming media,
software updates, and location-based services involving group communica-
tions has prompted the need for wireless communication technologies that
can support reliable high data rates. However, wireless channel is subject to
signal fading that severely degrades the system spectral efficiency. By ex-
ploiting the spatial diversity, multiple-input multiple-output (MIMO) tech-
niques can provide both theoretically attractive and technically practical
solutions to combat channel fading. Moreover, in the case of long source-
destination distance, single or multiple MIMO relay node(s) is necessary to
combat the pathloss and/or shadowing effects of wireless channel and relay

signals from the source to the destination.

In this thesis, we focus on multiuser MIMO relay systems. We first present
joint source, relay, and receiver optimization algorithms for the uplink sys-
tem based on the minimum mean-squared error (MMSE) criterion subjecting
to individual power constraints at the source and the relay nodes. The pro-
posed algorithms outperform the existing techniques in terms of both MSE
and bit-error-rate (BER). Next, in the downlink system, we consider multi-
casting multiple data streams among a group of users with the aid of a relay
node, where all the nodes are equipped with multiple antennas. The down-
link system performance is optimized subjecting to both power constraints
at the source and the relay nodes and quality-of-service (QoS) constraints

at the receivers.

Then we present the duality between the uplink and the downlink of a multi-
hop MIMO relay system. Based on this duality, we propose an optimal
design of the source precoding matrix and relay amplifying matrices for
multi-hop MIMO relay system with a nonlinear dirty paper coding (DPC)-

based transmitter at the source node. The proposed nonlinear transmitter



algorithm outperforms the existing decision feedback equalizer (DFE)-based

receiver schemes.

Multiuser MIMO relaying is then considered in an interference system where
a group of transmitters communicate simultaneously with their desired des-
tination nodes with the aid of multiple relay nodes, all equipped with mul-
tiple antennas. Transmit-relay-receive beamforming technique is exploited
to minimize the total source and relay transmit power in conjunction with
transmit power control such that a minimum QoS threshold is maintained
at each receiver. The proposed scheme generalizes the existing single-hop
MIMO interference systems and the single-antenna, dual-hop interference
relay systems to the dual-hop interference MIMO relay systems with any
number of source, relay, and destination nodes, all equipped with multiple

antennas.

The above algorithms are developed assuming that the instantaneous chan-
nel state information (CSI) knowledge of both the source-relay link and
the relay-destination link is available at the scheduler. However, in practical
relay communication systems, the instantaneous CSI is unknown, and there-
fore, has to be estimated. Hence, we finally propose a bandwidth efficient
MIMO channel estimation algorithm that provides the destination node with
full knowledge of all channel matrices involved in a dual-hop MIMO commu-
nication. The proposed approach attains smaller channel estimation error

and is applicable for both one-way and two-way MIMO relay systems.
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Chapter 1

Introduction

In next generation wireless systems, it is expected that multiple users equipped with
multiple antennas will communicate simultaneously with the base station (BS) equipped
with multiple receive antennas [1-4]. This thesis aims at developing advanced signal pro-
cessing algorithms for multiuser multiple-input multiple-output (MIMO) relay commu-
nication systems. In this introductory chapter, we briefly present necessary background

on multiuser MIMO relay systems and overview the contributions of the thesis.

1.1 Overview of MIMO Communication Systems

Due to the emerging demand on new multimedia applications, next-generation wireless
systems are expected to support higher data rates compared to the existing systems.
The bandwidth limitation of wireless communication prompts the need for spectrally
efficient methods of communication. MIMO systems can provide an effective means
to increase system spectral efficiency through exploiting multiple antennas at trans-
mitting and receiving ends. By spatially multiplexing several data streams onto the
MIMO channel, the system can provide an additional degree-of-freedom which leads to
an increase in the channel capacity [1, 2, 5-9]. In a rich scattering environment, the
capacity of such a MIMO channel with N transmit and N receive antennas is N times
that of a conventional single-antenna channel [1]. On the other hand, the random scat-
tering in wireless channels results in multipath fading which is traditionally a pitfall
of wireless transmission. A key feature of MIMO systems is the ability to turn multi-

path propagation into a benefit for the user [5, 10-12]. The performance improvements
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resulting from the use of MIMO systems are due to the following unique features of

MIMO configuration [1, 8].

e Array gain that is achievable through processing at the transmitter and the re-
ceiver and results in an increase in average receive signal-to-noise ratio (SNR)
due to a coherent combining effect. Transmit and/or receive array gain requires
channel knowledge at the transmitter and receiver, respectively, and depends on

the number of transmit and receive antennas.

e Diversity gain that is favorable to mitigating the fading effects of wireless chan-
nels. Diversity techniques rely on transmitting the signal over multiple indepen-
dently fading paths in time, frequency, or space. Spatial diversity is preferred
over time/frequency diversity as it does not incur any cost in transmission time
or bandwidth. A MIMO system with Nt transmit and Ny receive antennas can

achieve Nyt Ngrth-order diversity.

e Spatial multiplexing gain that is achievable by transmitting independent data
streams from different antennas. Under rich scattered channel conditions, the
receiver can separate the different streams, and the capacity scales linearly with
Npin where Ny, is the minimum of the number of transmit antennas Nt and the

number of receive antennas Ny [1, 10].

e When multiple antennas are used, spatial filters preserve the signals coming from
a certain spatial location, while suppressing signals from other spatial locations
(interferences). Therefore, MIMO transceivers can separate signals which differ in
spatial signatures, just as a conventional filter which can separate signals occupy-
ing different frequency band. Interference suppression can also be implemented at
the transmitter, where the goal is to minimize the interference power sent toward

the cochannel users while delivering the signal to the desired user.

However, it is important to note that in general it may not be possible to exploit
all the leverages of MIMO technology simultaneously due to conflicting demands on the
spatial degrees of freedom between diversity gain and spatial multiplexing gain. The
degree to which these conflicts are resolved depends upon the signaling scheme and
transceiver design [8]. A tradeoff between the two gains can be an effective solution for

practical applications [13].
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MIMO technologies have evolved to become an inherent component in the next-
generation wireless standards including the cellular systems, long-term evolution (LTE)
systems, and the IEEE 802.xx family of standards 802.16e, 802.16j, 802.16m, and
802.11n [14]. Future enhancements to these standards will use MIMO techniques to
achieve required data rates in the order of hundreds of Mbps and spectral efficiencies in
the order of tens of bps/Hz. Potential MIMO applications include, but are not limited
to, large files backup, high definition (HD) video streaming, online interactive gam-
ing, home entertainment, radio-frequency identification (RFID), digital home and so
on. MIMO systems can reliably connect video devices, computer networking devices,

broadband connections, phone lines, music and storage devices, etc.

1.2 MIMO Relay Communication Systems

In the case of long transmitter-receiver distance, some intermediate nodes, which we
term as relay nodes, are necessary to efficiently combat the pathloss of wireless channels.
Relays can receive and forward data from source to destination. Since they implement
a subset of BS functions, relays are a low cost and low complexity solution to meet the
requirement of higher capacity, extended coverage and improved link reliability [15, 16].
In a cellular environment, relays can be deployed in areas with significant shadowing
effects [17], such as inside buildings, mines and tunnels as well as areas far from the
base station at the cell edge. Recently, relaying and cooperative communications are
being considered for several industrial standards such as IEEE802.16j [18].

However, conventional relay techniques are mainly developed for networks with sin-
gle antenna nodes. Incorporating relays in a MIMO network can significantly extend the
coverage and improve the link reliability of the network [19-28] compared with point-
to-point (P2P) MIMO systems. Both regenerative [19, 20] and non-regenerative [21-28]
relaying strategies have been considered in the existing works. For the non-regenerative
strategy, the relay nodes only amplify and retransmit their received signals. While in
regenerative strategies, the relay nodes first decode the received signals, then re-encode
and forward the signals to the destination node. Thus, for MIMO relay networks, the
complexity of the non-regenerative strategy is much lower than that of the regenera-
tive strategy, since decoding and encoding multiple data streams involves great com-
putational efforts. Consequently, compared with regenerative relays, non-regenerative

relays are more cost-effective, and have a less end-to-end delay, thus it has attracted
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much research interest [21-28]. However, a hybrid relaying concept for MIMO relay
channels has also been proposed [20], which combines the benefits of regenerative and

non-regenerative relaying schemes.

1.3 Multiuser MIMO Communication Systems

In a large wireless network, multiple users may concurrently intend to communicate
with the same base station. Thus in a practical wireless system, multiple user interfer-
ence (MUI) inevitably occurs. MUI refers to the interference from unintended users to
the user of interest. MUI is a major factor which limits the capacity and performance
of wireless communication systems [29, 30]. While the MUI caused by any one user
is generally small, as the number of interferers or their power increases, MUI becomes
significant. MUI thus has to be taken into account in system design and schemes to
mitigate its effect need to be developed. The conventional single-user detectors do not
take into account the existence of MUIL In single-user detection algorithms, each user
is detected separately without regard for other users. The MUI should be taken into
consideration in the detection process which is termed as multiuser detection (also re-
ferred to as interference cancelation). In multiuser detectors, information about multiple
users is used jointly to better detect each individual user’s signal. The utilization of
multiuser detection algorithms in MIMO systems has the potential to provide significant
additional benefits for wireless communication systems [29, 31, 32].

Recently, multiuser MIMO (MU-MIMO) techniques are being extensively investi-
gated [1, 3, 4, 31, 33—41] because of several key advantages over single-user MIMO
(SU-MIMO) communications [31].

e MU-MIMO schemes allow for a significant improvement in multiple access capacity
which is proportional to the minimum of the number of BS antennas and the sum

of the number of users times the number of antennas per user.

e Geographical separation of the users can afford some means to combat antenna
correlation in MIMO setup. Additionally, line-of-sight (LOS) propagation, which
causes severe performance degradation in single-user spatial multiplexing schemes,

is no longer a problem in MU-MIMO setting.

e MU-MIMO allows the spatial multiplexing gain at the BS to be obtained without

the need for multiple antenna terminals.
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e The reduction of MUI on the uplink may translate to some reduction in the
required transmit power of the mobiles. Alternatively, the same transmit power

may be used to extend the size of the coverage region.

Table 1.1: An overview of MIMO research topics with key references

P2P systems Relay systems
SU-MIMO | [1, 2, 5-13, 42] [19-28, 43-47]
MU-MIMO | [1, 3, 4, 31, 33, 34] | Focus of this thesis

1.4 Thesis Overview and Contributions

In next generation wireless systems, multiple users equipped with multiple antennas
will transmit simultaneously to the base station with multiple receive antennas and vice
versa [3, 4]. However, in the case of long transmitter-receiver distance, relay node(s)
is necessary to efficiently combat the pathloss of wireless channel. MIMO relays are
particularly useful in extending the network coverage and improving the link reliability
of the network. In this thesis, advanced signal processing algorithms for multiuser
MIMO relay communication systems are presented considering non-regenerative relaying
schemes (Table 1.1). The joint source and relay optimization problems for multiuser
MIMO relay systems are highly nonconvex, in general. One of the major contributions
of this thesis is transforming the nonconvex problems into suitable forms which can
be efficiently solved using standard convex optimization techniques. In Chapter 2, we
address the joint transceiver and relay design problem for uplink multiuser MIMO relay
systems. Chapter 3 studies multicast beamforming problems for downlink multiuser
MIMO relay systems. The uplink-downlink duality of multi-hop MIMO relay systems
is investigated in Chapter 4 in order to design nonlinear dirty paper coding (DPC)-based
transmitters from decision feedback equalizer (DFE)-based receivers. Chapter 5 studies
the joint power control and beamforming problem for interference (multiuser) MIMO
relay systems. In Chapter 6, we propose a novel channel estimation algorithm for dual-
hop MIMO relay systems using the parallel factor (PARAFAC) analysis. Chapter 7

summarizes the thesis and gives the outlook to some interesting future works.
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Chapter 2: Uplink Multiuser MIMO Relay Communication Systems

In this chapter, we develop two iterative methods to solve the highly nonconvex joint
source, relay, and receiver optimization problem for uplink multiuser MIMO relay com-
munication systems based on minimal mean-squared error (MMSE) criterion. In the
first approach, we iteratively optimize the source, relay, and receiver matrices. In order
to reduce the overall computational complexity, we propose a simplified algorithm in the
second approach. Compared with the existing techniques for uplink multiuser MIMO
relay systems, the proposed algorithms perform much better in terms of bit-error-rate
(BER) and mean-squared error (MSE) of signal waveform estimation at the destination
node.

Chapter 2 is based on the journal publication:

e M. R. A. Khandaker and Y. Rong, “Joint Transceiver Optimization for Multiuser
MIMO Relay Communication Systems”, IEEFE Trans. Signal Process., to appear,
2012.

and two conference publications:

e M. R. A. Khandaker and Y. Rong, “Joint Source and Relay Optimization for
Multiuser MIMO Relay Communication Systems”, in Proc. 4th Int. Conf. Signal
Processing Communication Systems (ICSPCS’2010), Gold Coast, Australia, Dec.
13-15, 2010.

e M. R. A. Khandaker and Y. Rong, “Performance Measure of Multi-User Detection
Algorithms for MIMO Relay Network”, in Proc. 10th Postgraduate Electrical
Engineerig and Computing Symposium (PEECS’2009), Perth, Australia, Oct. 1,
2009.

Chapter 3: Multicasting MIMO Relay Communication Systems

The increasing demand for mobile applications such as streaming media, software up-
dates, and location-based services involving group communications has triggered the
need for wireless multicasting technology. The broadcasting nature of the wireless chan-
nel makes it naturally suitable for multicasting applications, since a single transmission
may be simultaneously received by a number of users. However, wireless channel is sub-
ject to signal fading. By exploiting the spatial diversity, multi-antenna techniques can
be applied to combat channel fading [1]. Hence, in this chapter, we focus on the joint

transmit and relay precoding design problems for multicasting multiple data streams
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in the downlink multiuser MIMO relay systems based on two design criteria. In the
first scheme, we aim at minimizing the maximal MSE of the signal waveform estimation
among all receivers subjecting to power constraints at the transmitter and the relay
node. In the second scheme, we propose a total source and relay transmission power
minimization strategy subjecting to quality-of-service (QoS) constraints.

The material in Chapter 3 is based on the journal submission:

e M. R. A. Khandaker and Y. Rong, “Precoding Design for MIMO Relay Multicas-
ting”, IEEE Trans. Signal Process., submitted, Jul. 2012.

and the conference publication:

e M. R. A. Khandaker and Y. Rong, “Multicasting MIMO Relay Optimization
Based on Min-Max MSE Criterion”, Proc. IEEE ICCS, Singapore, Nov. 21-23,
2012.

Chapter 4: Duality in Multi-Hop MIMO Relay Channel
There is an interesting duality between the uplink and the downlink in a MIMO system,
and by exploiting this duality, one can map each receive architecture for the uplink
to a corresponding transmit architecture for the downlink. We define duality as the
achievement of identical signal-to-interference-plus-noise ratios (SINRs) at the uplink
and the downlink systems with the same amount of total network transmission power.
Recently, the uplink-downlink duality of two-hop amplify-and-forward (AF) MIMO
relay systems has been derived in [48]. We extend the uplink-downlink duality results
in [48-51] to multi-hop AF-MIMO relay systems with any number of hops and any
number of antennas at each node. In particular, we show that the duality can be
achieved by two approaches. First, with the same total network transmission power
constraint, one simply applies Hermitian transposed uplink relay amplifying matrices
at relay nodes in the downlink system. Second, with transmission power constraint at
each node of the relay network, one can use scaled and Hermitian transposed uplink relay
amplifying matrices in the downlink system, with scaling factors obtained by switching
power constraints at different nodes of the uplink system. As an application of the
uplink-downlink duality, we propose an optimal design of the source precoding matrix
and relay amplifying matrices for multi-hop MIMO relay system with a nonlinear DPC
transmitter at the source node.

Chapter 4 is based on the journal publication:
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e Y. Rong and M. R. A. Khandaker, “On Uplink-Downlink Duality of Multi-Hop
MIMO Relay Channel”, IEEE Trans. Wireless Commun., vol. 10, pp. 1923-1931,
Jun. 2011.

and the conference publication:

e M. R. A. Khandaker and Y. Rong, “Dirty Paper Coding Based Optimal MIMO
Relay Communications”, in Proc. 16th Asia-Pacific Conference on Communica-
tions (APCC’2010), Auckland, New Zealand, Nov. 1-3, 2010, pp. 328-333. (Best
Paper Award)

Chapter 5: Interference MIMO Relay Systems

In a large wireless network with many nodes, multiple source-destination links must
share a common frequency band concurrently to ensure a high spectral efficiency of
the whole network [1]. In such network, cochannel interference (CCI) is one of the
main impairments that degrades the system performance. Developing schemes that
mitigate the CCI is therefore important. We consider an interference MIMO relay
system where multiple source nodes communicate with their desired destination nodes
concurrently with the aid of distributed relay nodes all equipped with multiple antennas.
We aim at minimizing the total source and relay transmit power such that a minimum
SINR threshold is maintained at each receiver. An iterative joint power control and
beamforming algorithm is developed to achieve this goal. The proposed algorithm
exploits transmit-relay-receive beamforming technique to mitigate the interferences from
the unintended sources in conjunction with transmit power control.

The material in Chapter 5 is based on one journal publication:

e M. R. A. Khandaker and Y. Rong, “Interference MIMO Relay Channel: Joint
Power Control and Transceiver-Relay Beamforming”, IEEE Trans. Signal Pro-

cess., to appear, 2012.
and two conference publications:

e M. R. A. Khandaker and Y. Rong, “Joint Power Control and Beamforming for
Peer-to-Peer MIMO Relay Systems”, in Proc. Int. Conf. Wireless Commun.
Signal Process. (WCSP), Nanjing, China, Nov. 9-11, 2011.

e M. R. A. Khandaker and Y. Rong, “Joint Power Control and Beamforming for
Interference MIMO Relay Channel”, in Proc. 17th Asia-Pacific Conference on
Communications (APCC’2011), Sabah, Malaysia, Oct. 2-5, 2011.
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Chapter 6: Channel Estimation of Dual-Hop MIMO Relay System

The optimal source precoding matrix and relay amplifying matrix developed in Chap-
ter 2 to Chapter 5 require the instantaneous channel state information (CSI). How-
ever, in practical relay communication systems, the instantaneous CSI is unknown, and
therefore, has to be estimated at the destination node. We develop a novel channel
estimation algorithm for two-hop MIMO relay systems using the PARAFAC analysis.
The proposed algorithm provides the destination node with full knowledge of all channel
matrices involved in the communication. The number of training data blocks required
in the proposed channel estimation algorithm can be less than the number of relay nodes
(antennas). In particular, we show that when the number of relay nodes (antennas) is
smaller than the number of antennas at the source node and the destination node, as
few as two training data blocks are sufficient to estimate all channels. Thus, the pro-
posed algorithm has a higher spectral efficiency compared to the existing techniques.
Moreover, the initial estimation of channel matrices is improved by a linear MMSE
algorithm, which yields a smaller estimation error.

Chapter 6 is based on the journal publication:

e Y. Rong, M. R. A. Khandaker, and Y. Xiang, “Channel Estimation of Dual-
Hop MIMO Relay Systems via Parallel Factor Analysis”, IEEE Trans. Wireless
Commun., vol. 11, pp. 2224-2233, Jun. 2012.

and the conference publication:

e Y. Rong and M. R. A. Khandaker, “Channel Estimation of Dual-Hop MIMO Relay
Systems Using Parallel Factor Analysis”, in Proc. 17th Asia-Pacific Conference
on Communications (APCC’2011), Sabah, Malaysia, Oct. 2-5, 2011.

1.5 Notations

The notations used in this thesis are as follows: Lower case letters are used to denote
scalars, e.g. s, n. Bold face lower case letters denote vectors, e.g. s, n. Bold face upper
case letters are reserved for matrices, e.g. S, N. For matrices, (-)7, (-)*, ()%, (-)7!, and
(-)Jr denote transpose, conjugate, Hermitian transpose, inverse, and pseudo-inverse oper-
ations, respectively. rank(-) and tr(-) denote the rank and trace of matrices, respectively.
E[] represents the statistical expectation and blkdiag(-) stands for a block-diagonal ma-
trix. An N dimensional identity matrix is denoted as either Iy or I. Note that the

scope of any variable in each chapter is limited to that particular chapter.






Chapter 2

Uplink Multiuser MIMO Relay

Communication Systems

In this chapter, we address the optimal source, relay, and receive matrices design for
linear non-regenerative uplink multiuser MIMO relay communication systems. The
MMSE of the signal waveform estimation at the destination node is adopted as our
design criterion. After a review of existing works in Section 2.1, the system model of
an uplink multiuser MIMO relay network is introduced in Section 2.2. Two iterative
methods to solve the highly nonconvex joint source, relay, and receiver optimization
problem are proposed in Section 2.3. Simulation results are presented in Section 2.4 to
justify the significance of the proposed algorithms before summarizing the chapter in

Section 2.5. The proof of Theorem 2.1 is given in Section 2.A.

2.1 Overview of Existing Techniques

In next generation wireless systems, multiple users equipped with multiple antennas
will transmit simultaneously to the base station with multiple receive antennas and vice
versa [3, 4]. Transceiver design for multiuser MIMO systems has been studied in [3].
The capacity of multiuser MIMO systems was investigated for flat fading channels in
[4] using real channel measurement data.

Incorporating relays in a MIMO network can significantly extend the coverage and
improve the link reliability of the network [19, 21-28]. The capacity of a single-user non-
regenerative MIMO relay channel has been studied in [21]. In [22] and [23], the optimal
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relay amplifying matrix maximizing the mutual information (MI) between source and
destination was derived assuming that the source covariance matrix is an identity matrix.
In [24] and [25], MMSE-based approaches for MIMO relay systems have been studied.
In [26], an iterative tri-step source precoder, relay amplifying matrix and destination
equalizer design algorithm has been proposed for a single-user MIMO relay system with
channel uncertainties. A unified framework was developed in [27] and [28] to jointly
optimize the source precoding matrix and the relay amplifying matrices for a broad
class of frequently used objective functions in MIMO relay system design.

For a multiuser MIMO relay system, the achievable sum rate has been derived in [52]
using non-regenerative relaying scheme. In [53], both non-regenerative and regenerative
relays have been considered in a multiuser MIMO network without optimizing the power
loading schemes at the relay and the source nodes. An adaptive relay power allocation
algorithm has been developed in [54] to mitigate the self-interference. An MMSE-
based joint filter design has been proposed for a multiuser non-regenerative MIMO relay
system in [55]. All these works [52]-[55] assume that each user is equipped with a single
antenna. Several recent works have addressed multiuser MIMO relay systems where
users also have multiple antennas. In [56], the optimal source and relay matrices were
developed to maximize the source-destination MI. The non-regenerative MIMO relay
technique has been applied to multi-cellular (interference) systems in [57]. The joint
source and relay optimization problem has been addressed in [41] for multiple-antenna
users using the MMSE criterion. The authors in [58] addressed the joint transceiver
and relay design problem in a downlink (broadcast) multiuser system.

The main contribution of this chapter is the joint source, relay, and receiver opti-
mization for multiuser MIMO relay communication systems under the MMSE criterion
where all nodes (users, relay, and destination) are equipped with possibly different
number of multiple antennas. In contrast to [58], we consider an uplink (multiaccess)
multiuser MIMO relay system. Note that although we consider the joint transceiver
design problem for an uplink system, transceivers in a downlink system can be obtained
by exploiting the uplink-downlink duality of MIMO relay channel [48, 59]. This problem
has not been addressed in [19]-[57]. In particular, [19]-[28] considered the transceiver
and /or relay design problems for single-user MIMO relay systems whereas [52]-[55] con-
sidered multiuser MIMO relay design problems with single-antenna transmitters. The
problems addressed in [56] and [57] are also different from our problem. In this chapter,

we derive the optimal structure of the source precoding matrix of each user and the
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relay amplifying matrix to jointly minimize the MSE of the signal waveform estimation
at the destination node in a multiuser MIMO relay system. The original optimization
problem is highly nonconvex and a closed-form solution is intractable. To overcome
this difficulty, we develop a Tri-Step iterative algorithm to jointly optimize the source,
relay, and receive matrices through solving convex subproblems. It is shown that this
algorithm is guaranteed to converge to (at least) a locally optimal solution. Note that
the Tri-Step algorithm is not presented in [41].

To reduce the computational complexity of the Tri-Step algorithm, we develop a
simplified Bi-Step algorithm, where the source and relay matrices are optimized in an
alternating fashion. The receive matrix is not updated in each iteration, and instead,
it is obtained as an MMSE receiver after the convergence of the Bi-Step algorithm.
We show that for given source precoding matrices, the optimal relay amplifying matrix
diagonalizes the source-relay-destination channel. While for fixed relay matrix and
source matrices of all other users, the source matrix of each user has a beamforming
structure. Simulation results demonstrate that both the proposed Tri-Step and Bi-Step
iterative algorithms perform much better than existing techniques in terms of both
MSE and BER. Moreover, it is shown that compared with the Tri-Step algorithm, the
Bi-Step algorithm requires less number of iterations till convergence with only a small
degradation in MSE and BER. Such performance-complexity tradeoff is very important
for practical multiuser MIMO relay communication systems. We would like to mention

that such Bi-Step algorithm is not considered in [58].

2.2 Uplink Multiuser MIMO Relay System Model

We consider a two-hop multiuser MIMO relay communication system as illustrated
in Fig. 2.1 where K users transmit information to the same destination node with
the aid of one relay node. The ith user, i = 1,--- , K, the relay and the destination
nodes are equipped with N;, N,, and N, antennas, respectively. We denote N, =
Zfi 1 IV; as the total number of independent data streams from all users, and assume
that N, < min(V,, Ny), since otherwise the system cannot support NV, independent data
streams simultaneously. For simplicity, as in [22]-[56], a linear non-regenerative strategy
is applied at the relay node to process and forward the received signal.

We assume that the relay node works in the practical half-duplex mode. Thus, the

communication between the users and the destination is completed in two time slots.
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Figure 2.1: Block diagram of a K-user linear non-regenerative MIMO relay communication

system.

In the first time slot, the N; x 1 modulated signal vector s; is linearly precoded at the

ith user by the N; x N; source precoding matrix B;. The precoded signal vector
X; = BiSZ' (2'1)

is transmitted to the relay node from the ith user. The received signal vector at the

relay node can be written as
K
yr=> Hix;+n, (2.2)
=1

where H; is the N, x N; MIMO channel matrix between the ith user and the relay,
y- and n, are the received signal and the additive Gaussian noise vectors at the relay

node, respectively. Substituting (2.1) into (2.2), we have

K
V= Z H,B;s; + n, = Hs + n, (2.3)
i=1
where H £ [H1B, -+ ,HxBg] is the equivalent multiaccess MIMO channel matrix of
the source-relay link and s = [s{, e ,SF"I;]T is the equivalent transmitted signal vector.

We assume that E [ssH ] =1In,.
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In the second time slot, the users remain silent and the relay node multiplies (linearly
precodes) the received signal vector y, by an N, x N, relay amplifying matrix F and

transmits the signal vector

x, = Fy, (2.4)

to the destination node. The received signal vector at the destination node can be

written as
Ya = GXT‘ + ny (25)

where G is the Ny x N, MIMO channel matrix between the relay and the destination
nodes, y4 and ng are the received signal and the additive Gaussian noise vectors at the
destination node, respectively.

Substituting (2.3) and (2.4) into (2.5), we obtain

K
ya=GF Z H,B;s; + GFn, + n,
i=1
= [GFH By, --- ,GFHBg|s + GFn, + n;=Hs+n (2.6)

where H £ [GFH By, - ,GFHKBg] = GFH is the equivalent MIMO channel matrix
of the source-relay-destination link, and n £ GFn, +ng is the equivalent noise vector at
the destination. We assume that the channel matrices H;,i = 1,--- , K, and G are all
quasi-static, i.e., the channel matrices are constant throughout a block of transmission
and known to the relay and the destination nodes. In practice, the CSI of G can
be obtained at the destination node through standard training method. The relay
node can have the CSI of H;,7 = 1,--- | K, through channel training, and obtain the
CSI of G by a feedback from the destination node. The quasi-static channel model
is valid in practice when the mobility of all communicating nodes is relatively slow.
As a result, we can obtain the necessary CSI with a reasonably high precision during
the channel training period. The relay node calculates the optimal source matrices
{B;} £ {B;,i=1,--- ,K}, and the relay matrix F, and forwards B; to the ith source
node and forwards F and H;,7 = 1,--- , K to the destination node. Note that individual
users do not require any channel knowledge. This is a very important assumption for
multiuser communication since in a multiuser scenario the users are distributed and
cannot cooperate. We assume that all noises are independent and identically distributed

(ii.d.) complex circularly symmetric Gaussian noise with zero mean and unit variance.
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Due to its simplicity, a linear receiver is used at the destination node to retrieve the
transmitted signals. Denoting W as an Ny X N, weight matrix, the estimated signal
vector § is given by

§=Why,. (2.7)

2.3 Proposed Source, Relay, and Receive Matrices Design

Algorithm

In this section we develop the optimal source precoding matrices {B;}, the relay am-
plifying matrix F, and the destination receive matrix W to minimize the MSE of the
signal waveform estimation. Using (2.6) and (2.7), the MSE of the signal waveform

estimation at the destination is given by

MSE = tr (E[(§ —s)(8 —s)"])
= tr (W/H - Ly,) (W/H - Iy,) " + W¥C, W) (2.8)

where C,, is the equivalent noise covariance matrix given by
C,=E[nmn"] =E [(GFnr +1ny) (GFn, + nd)H} — GFFYGH + 1y,

From (2.4), the power of the signal transmitted by the relay node can be expressed as
K

tr (E [x,x7]) = tr <F (Z H,B,B/H + INT> FH> : (2.9)
i=1

From (2.8) and (2.9), the joint source, relay, and receive matrices optimization prob-

lem for the linear non-regenerative multiuser MIMO relay system can be formulated as

. H
phin (WH-1y) (WH-1y)" + WC, W) (2.100)
K
st. o tr (F (Z H;B,B H + INT> FH> <P (2.10b)
=1
tr(B;B}) < P, i=1,--- K (2.10c)

where (2.10b) and (2.10c) are the constraints for the transmission power at the relay
and the ith user, respectively, and P. > 0, P; > 0 are the power budget available at the
relay and the ith source node, respectively. The optimization problem (2.10) is highly
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nonconvex and a closed-form solution to this problem is intractable. In the following,
we develop two iterative algorithms namely the Tri-Step and the Bi-Step algorithms
to optimize the source, relay, and receive matrices. In the Tri-Step algorithm, the
source, relay, and receive matrices are optimized iteratively through solving convex
sub-problems. In the Bi-Step algorithm, the source and relay matrices are optimized
alternatingly and the MMSE receive matrix is calculated after the convergence of the
source and relay matrices. In particular, the relay matrix is optimized by the Lagrange
multiplier method in the Tri-Step algorithm, and by the majorization theory in the
Bi-Step algorithm. The optimal source matrices are obtained by solving semidefinite
programming (SDP) problem in the Bi-Step algorithm, and by solving quadratically
constrained quadratic programming (QCQP) problem in the Tri-Step algorithm.

2.3.1 Iterative optimization of source, relay, and receive matrices (Tri-

Step Algorithm)

This algorithm starts at a random F and {B;} satisfying (2.10b) and (2.10c). In each
iteration, the source, relay, and receive matrices are updated alternatingly through
solving convex subproblems. Firstly, with given F and {B;}, the optimal W is obtained
by solving the unconstrained convex problem (2.10a), since W does not appear in
constraints (2.10b) and (2.10c). The solution is the well-known MMSE receiver given
by [60]

W= (HH" +C,) ' H. (2.11)

Secondly, with given W and {B;}, F can be updated by solving the following prob-

lem
min  tr((GFH ~Iy,) (GFH - 1y,)" + GFF/G") (2.12a)
st tr(F(HH” + Iy )FY) < P, (2.12b)

where G £ WHG is the equivalent relay-destination MIMO channel. Using the La-

grange multiplier method, we obtain F from (2.12) as
F = GH(GGY + uly,) "HI @AY +1y,)! (2.13)

where p > 0 is the Lagrange multiplier associated with the power constraint (2.12b).
Interestingly, (2.13) can be viewed as F = FoF, where F; = HY (HHY +1Iy,)7! is
the weight matrix of the MMSE receiver for the equivalent first-hop multiaccess MIMO
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channel at the relay node given in (2.3), and Fo = G# (GG + Iy, )™t can be viewed as
the transmit precoding matrix for the effective second-hop MIMO system y = GFox+v,
where x is the transmitted signal vector with E[xxI] = I,, and v is the noise vector
with covariance matrix C, = E[vv]. In this MIMO system, the MSE of estimating x
is given by tr(E[(y —x)(y —x)f]) = tr((GF2 —Iy,) (GF2 — INb)H + C,). The optimal
F5 that minimizes the MSE can be obtained by solving the following problem

min. tr((GF2 —Ty,) (GF> - In,)") st tr(FoFL) <P,

where P, is the transmission power constraint. Using the Lagrange multiplier method
to solve the problem above, we obtain Fo = G7(GGH + puly,)~L.
The Lagrange multiplier g in (2.13) can be found from the following complementary

slackness condition
p(tr(F(HHT + Iy, )FT) - P) = 0. (2.14)

Assuming p = 0, we have the following F from (2.13)

F =G GG HI @A +1y,)7 L. (2.15)
Since in this case (2.14) is already satisfied, if F in (2.15) satisfies the constraint (2.12b),
then (2.15) is the solution to the problem (2.12). Otherwise, there must be p > 0, and
from (2.14) we can see that tr(F(HHY + I, )F#) = P, must hold. In this case, y can

be obtained from (2.12b) by solving the following nonlinear equation
tr (G (GG + ply,) 'HY (HHY +1y,) 'H(GG +uIy,) 'G) = P,. (2.16)

Let us now define the singular value decomposition (SVD) of G £ UAV¥, where the
dimensions of U, A, V are N, X Ny, Ny X N,., and N, X N,., respectively. Then we have
from (2.16) that

tr(A(A? + pdy,) "UPHY (HEY + 1y,) 'HU(A? + pdy,) " 'A) = P, (2.17)

Denoting ® £ UYHY(HHY + 1y, ) 'HU, (2.17) can be equivalently written as

Ny

MN®;
=1 %

where \; and ®;; are the ¢th main diagonal elements of A and ®, respectively. Since

the left-hand side of (2.18) is a monotonically decreasing function of x> 0, it can be

efficiently solved using the bisection method [61].
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Thirdly, with given W and F, we reformulate the problem (2.10) as a QCQP problem
[61] to update b;,i = 1,--- , K, where b; = vec(B;) stands for a vector obtained by
stacking all column vectors of B; on top of each other. Let A; £ WHGFH; and Ay
be a matrix containing the (Z;;ll Nj +1)-th to (Z;:l Nj)-th rows of A;. Using the
identity of vec(ABC) = (CT® A)vec(B) [62], where ® denotes the matrix Kronecker
product, we obtain that

tr(W/GFH,;B,B/H'F'G"W) = tr(AB,BIAl)
tr (W/GF[H;By,--- ,HgBg]) = tr([A1By, -, AxBg])

K
=1

K

= Z (VeC(A?;))TbZ‘.

=1

Thus the MSE in (2.8) can be expressed as

K
MSE = tr <WHGF (Z HiBiB{fH{f> FIGHW — WHGF[H,By, - - - , HxBg]
i=1

_ (WHGF [H,By,--- ,HKBK])H +1In, + WH(GFFHGH + INd)W>

K K K
=3 " bl (Iy,® (AFA)) b = > (vec(AT)) by — 3 bllvec(All) + 1t

i=1 =1 =1
2pHAb—cf’b—bfc+t (2.19)

where ¢ £ tr(Iy, + WH(GFFAGH +Iy,)W), A £ blkdiag(In, ® (AfA;), -+, In®

T
(AZAL)), b2 [bT .- bL]" and c 2 [(vec(Aﬁ))T,... ,(Vec(A;gK))T] . Now the
MSE in (2.19) can be equivalently rewritten as

MSE =b"AzA2b - A 2A2b - b"A2A 2c+cPA 2A sc—cTA e+
— (A7 A7) (A%b— A 5c) —cTA e+t
where A2A2 = A and A2 = A>. Note that we can ignore the term t — c?A~"1c
while optimizing b with given W and F, since it is free of the optimization variable b.

Assuming C; 2 FH;,i = 1,--- , K, the relay transmit power constraint in (2.10b) can

be rewritten as

b”Cb < P, — tr(FF)
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where C £ blkdiag (In, ® (C{Cy), -+ ,In, ® (CH£Ck)). Thus the optimization prob-
lem (2.10) can be equivalently rewritten as the following QCQP problem

. 1 _1 \H 1 _1
Azb— A Azb— A 2.20
min (Az 2¢)” (A2 2¢) (2.20a)
s.t. b?Cb < P, — tr(FF) (2.20b)
bD;b < P, i=1,-- K (2.20c)

where D; £ blkdiag(D;1,Dj2, -+ ,Dix) with D;; = Iy, and Djj =0, =1,--- ,K,j #
i. The QCQP problem (2.20) can be efficiently solved by the disciplined convex pro-
gramming toolbox CVX [63] where interior-point method-based solvers such as SeDuMi
and SDPT3 are called internally. Since all subproblems (2.10a), (2.12), and (2.20) are
convex, the solution to each subproblem is optimal. Thus, the value of the objective
function (2.10a) decreases (or at least maintains) after each iteration. Moreover, the
objective function is lower bounded by at least zero.

Now, assuming that Wy, {B; ¢}, and Fy are the optimal solution for each subprob-

lem, we have

tr(VawJ (Xo)T (W — Wg)) > 0 (2.21)
tr(Ve,J(Xo)T (B; — Big)) >0 (2.22)
tr(VeJ (Xo) T (F — Fp)) >0 (2.23)

where X £ [Wo, {Bio}, Fo] and VaJ(Xp) is the gradient of the objective function (10)
along the direction of A € {W,{B;},F} at X(. Summing up (2.21)-(2.23), we obtain
tr(VJ(Xo)T (X — Xg)) > 0, indicating that X is a stationary point of (10). Moreover,
it can be seen that Xy must be on the edge of the feasible set specified by inequalities in
(2.10b) and (2.10c) (i-e., (2.10b) and (2.10c) must be satisfied with equality at X, since
otherwise, one can simply scale Fy and B; ¢ such that the value of (2.10a) is decreased
without violating (2.10b) and (2.10c)). This indicates that Xy cannot be a saddle point
and is indeed the local-optimal solution. Therefore, the proposed iterative algorithm
monotonically converges to (at least) a locally optimal solution. The procedure of
solving the problem (2.10) using the proposed Tri-Step iterative algorithm is listed in
Table 2.1, where || - |1 denotes the matrix maximum absolute column sum norm, ¢ is
a small positive number close to zero and the superscript (n) denotes the number of

iterations.
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Table 2.1: Procedure of solving the problem (2.10) by the Tri-Step algorithm

1. Initialize the algorithm with B” = /P/N; Iy,, i = 1,---,K, and F© =
VP /tr(HHH 1y ) Iy, ; Set n = 0.

2. Update W using {B{"™} and F(™ as in (2.11).
3. Update F("*1) as in (2.13) using given W™ and {Bgn)}.
4. Solve the subproblem (2.20) using known F("*1) and W™ to obtain BE”H), i=1,---,K.

5. If max; |B{"™" — B{"||, <, then end.

Otherwise, let n:=n + 1 and go to step 2.

2.3.2 Simplified source and relay matrices design (Bi-Step Algorithm)

In this subsection, we propose an iterative source and relay matrices design algorithm
which has a smaller computational complexity than the Tri-Step algorithm developed in
the previous subsection. In particular, using the MMSE receiver (2.11) at the destination
node, the MSE of the signal waveform estimation (2.8) becomes a function of {B;} and

F as
MMSE = tr ([INb +HC; 'H] *) . (2.24)

Thus, the joint source and relay optimization problem is given by

. _ -1
{ggr}F tr <[INb + HHCan] > (2.25a)
K
st. tr <F (Z H;B,B/H + INT> FH> <P, (2.25D)
=1
tr(B,B) < B, i=1,--- K. (2.25¢)

In this Bi-Step algorithm, we update the source and the relay matrices in an alternating
fashion. In each iteration, for given source matrices {B;} satisfying (2.25¢), we optimize

the relay matrix F' by solving the following problem
mPin tr <[1Nb + HHC;LlH] _1) (2.26a)

K
s, tr <F (Z H,;B,B/H! +INT> FH> <P, (2.26b)

i=1
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Then using this F, we solve the problem (2.25) (with only {B;} as the optimization
variables) to obtain optimal source precoding matrices {B;}. Finally, the receive matrix
W is obtained as (2.11) using the value of {B;} and F at the convergence point.

Let us now define the following SVDs

H=UAVY  G=UAVH

where the dimensions of Uy, Ag, Vg are N, X N,., N, X Ny, N x Ny, respectively, and
the dimensions of U,, A, V, are given as Ng X Ny, Ng X N,., N, X N,., respectively.
We assume that the main diagonal elements of Ag and A, are arranged in a decreasing
order. Based on Theorem 1 in [27], the optimal structure of F obtained from solving
the problem (2.26) is given by

F =V, AUl (2.27)

where Ay is an Ny, X N;, diagonal matrix, V.1 and Uy ; contain the leftmost IV, columns
from V, and Uy, respectively.
It can be seen from (2.27) that the optimal F diagonalizes the equivalent source-

relay-destination MIMO channel H. Substituting (2.27) back into (2.26a) and (2.26b),

we obtain the problem of optimizing Ay as

Ny A2 A2 )\ -1
. 5,87 1
min E 1+ ——— 2.28a
O 1:1( 1“3%) .

ZA22A2+1 <P, Ai>0

)

i=1,---,N, (2.28D)

where A ;, Ar;, and A.; are the 7th main diagonal elements of A;, Ay, and A, respec-

tively. The problem (2.28) has a water-filling solution which is given by

1 1 Asidri
Api=— LG | , i=1,---, N, (2.29)

Ari | Xt (02, 4 1)0]

NI

where for a real-valued number z, (z)* £ max(z,0), and v > 0 is the solution to the

nonlinear problem of

N +

1 )\s i)‘r,i
S|t 1) =B, (2.30)

i1 i \ [02,+ 1]

N

Since (2.30) is a monotonically decreasing function of v, it can be efficiently solved using

the bisection method [61].
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Using the identity of tr( [Im —{—Aananm] _1) = tr( [In —{—anmAan] _1) +m—n,

for a given feasible F, the objective function (2.24) can be rewritten as

MMSE = tr ( [Ly, + HHHC;l]”) + N, — N,

= tr

_ K —1

_1 _1

=tr | |y, + C,*GF Y H;B,BH/FG"C,”
=1

+ Ny — Ng

1 1t
([IN(H—C,@?HHHC,@?} >+Nb—Nd

K —1
o [ |1, +§;ﬂiqiﬁff] NN
L =1

where I~L £ C;%GFHi and Q; = BZ-BiH is the source covariance matrix of the ith
user. In the following, we focus on optimizing Q;. Once we obtain the optimal Q;, the
optimal B; is calculated as B; = (-)Z-Ai% ®,, where (-)Z-Ai@Z-H is the eigenvalue decompo-
sition (EVD) of Q;, and ®; is an arbitrary N; x N; unitary matrix. Considering the
transmission power constraints in (2.25b) and (2.25¢), the source covariance matrices

{Q;} £ {Q;,i=1,--- , K} can be optimized by solving the following problem

X —1

K
s.t. tr(Z Qi\Ill-> <P, (2.31D)

tr(Qi) < B,  Qi=0, i=1,--,K (2.31c)

where ¥; £ HZ-HFHFHZ-7 P. 2P — tr(FFH)7 and for a matrix A, A »= 0 means that A
is a positive semi-definite (PSD) matrix.

Let us now introduce a PSD matrix X that satisfies

K -1
INd + Z I:IZQZI:IZH] <X (2.32)
=1

where for two matrices A and B, B = A means that B — A > 0. By using (2.32)

and the Schur complement [61], the problem (2.31) can be equivalently converted to the
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following SDP problem

min tr (X 2.33a
X Iy

s.t. d - - =0 2.33b

|: INd INd + szil HZQZHZH :| ( )

K
tr (Z Q@) <P, (2.33¢)
i=1

tr(Qi) <P, Qi=0, i=1,- K. (2.33d)

We use the CVX software package [63] to solve the problem (2.33). Now the original
source and relay matrices optimization problem (2.25) can be solved by an iterative

technique as shown in Table 2.2.

Table 2.2: Procedure of solving the problem (2.25) by the Bi-Step algorithm

1. Initialize the algorithm with QEO) = P;/NiIn,,i=1,--- ,K; Set n =0.

2. Solve the subproblem (2.26) using given QE"), i=1,---, K, to obtain F™ as in (2.27).

3. Solve the subproblem (2.33) using known F() to obtain QZ(-"H), 1=1 K.

s,

4. T max; || Q") — Q™| < e, then end.

Otherwise, let n :=n + 1 and go to step 2.

Since the problem (2.28) is a convex optimization problem, the conditional update
of F™ will not increase (2.28a) and hence the objective function (2.25a). Similarly, the
problem (2.33) is also convex, and the conditional update of Qz(n) cannot increase (2.33a)
and hence the value of (2.25a). Therefore, each conditional update of F() and an) may
either decrease or maintain but cannot increase the objective function (2.25a). Note
that the constraints in the problem (2.25) are always satisfied with every conditional
update. Similar to the justification for the Tri-Step algorithm, a monotonic convergence
of F(") and an) towards (at least) a locally optimal solution follows directly from this
observation.

The numerical solution to the problem (2.33) does not provide sufficient insight to
the structure of the optimal Q;. Interestingly, by solving the problem (2.31) applying
the Lagrange multiplier method, we obtain the following theorem for the structure of

the optimal Q;.
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Theorem 2.1 The optimal source covariance matrix Q; for the ith user as the solution

to the problem (2.31) has the following general beamforming structure
Qi = Vi, AL U (VI VT = D) U, A VL =1 K (2.34)

where D; £ I, +ZJK:1,]‘7£@' I:IijI:If, (-)¥ stands for the projection to the set of Ngx Ny
PSD matrices, H; = [Up, 1 Up,2][An, 1 O]TVhHi and K;'HY = U;[2; 0]V are
the SVDs of H; and K;lﬁf{, respectively, and J; £ blkdiag(X;, A;2). Here KK =
AP+ AoIn,, A1 >0, Ay > 0 are the Lagrange multipliers, and A; o is an (Ng — N;) X
(Ng — N;) diagonal matrix.

PRrROOF: See Appendix 2.A. O

The unknown Lagrange multipliers A\; and A2 in (2.34) can be found by solving
the dual optimization problem associated with the problem (2.35) in Appendix 2.A.
Note that the optimal structure of the source covariance matrices in (2.34) can be
viewed as Q; = I:I;rAi (I:IDH,Z =1,---,K, where A; & (ViJiViH — Di)ti is the power-
loading matrix. Note that (2.34) indicates that the power distribution at each user
needs to be adapted to the current power levels of all other users. The pseudo-inverse
in Q;,7 =1, -+, K, indicates that the source covariance matrix of the ith user needs to
match the corresponding source-relay-destination channel.

In summary, matrices W, F, and {B;} are optimized in each iteration of the Tri-Step
algorithm, where the major computation task lies in solving the QCQP problem (2.20).
The amount of computation required for updating W and F is negligible compared with
that of solving the QCQP problem. The complexity order of solving the problem (2.20)
using the interior point method [64] is O((Zfil N?)3).

In each iteration of the Bi-Step algorithm, F and {B;} are optimized. Here the major
computation task is solving the SDP problem (2.33), which has a complexity order of
O((Zfi . N?)%5) using the interior point method [64]. Therefore, the per iteration
computational complexity of the Bi-Step algorithm is slightly higher than that of the
Tri-Step algorithm. However, the overall computational complexity of both iterative
algorithms also depends on the number of iterations they need till convergence, which
will be studied in Section 2.4 (see Table 2.3). Note that in the Tri-Step algorithm,
the source, relay, and receive matrices are optimized iteratively while in the Bi-Step
algorithm, the source and relay matrices are optimized alternatingly and the MMSE
receive matrix is calculated after the convergence of the source and relay matrices.

Thus the Bi-Step approach has a fast convergence than the Tri-Step algorithm.
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2.4 Numerical Examples

In this section, we study the performance of the proposed optimal multiuser MIMO
relay algorithms through numerical simulations. For simplicity, we consider a system
with two users. The extension to K > 2 users is straight-forward. The two users,
relay and destination nodes are all equipped with multiple antennas. We simulate a flat
Rayleigh fading environment where the channel matrices have entries with zero mean
and variances O'E/Nr, O'}QW/NZ', for G, H;, 1 = 1,2, respectively. We define

JI%,iPiNT

N;

02PN,
SNR,_4 A u’ SNRq, _; A
N,

, 1=1,2

as the SNR of the relay-destination and user-i-relay links, i = 1,2, respectively. For
simplicity, we assume N; = N = N; and SNRg,_, = SNRg,_, = SNRg_; throughout
the simulations. All simulation results are averaged over 1000 independent channel
realizations.

We compare the performance of the proposed Tri-Step and Bi-Step algorithms with
the naive amplify-and-forward (NAF) algorithm, and the pseudo match-and-forward
(PMF) algorithm in terms of both MSE and BER. For the Tri-Step algorithm, the proce-
dure in Table 2.1 is carried out to obtain the optimal relay and source matrices, whereas
for the Bi-Step algorithm, the steps defined in Table 2.2 are followed. For both algo-
rithms, we use the CVX Matlab toolbox for disciplined convex programming [63] to find
the optimal source precoding matrices. For the NAF scheme, we use B; = \/m Iy,
i =1,2, and F = \/P,/tr(HH” +1y,)1Iy,. For the PMF algorithm, the same B; in
the NAF algorithm is taken and F = /P, /tr(HG)? (HHY + I,)HG) (HG)". Both
the NAF and the PMF algorithms use the MMSE receiver at the destination node.

In the first two examples, we compare the performance of the proposed algorithms
with the other two approaches in terms of MSE normalized by the number of data
streams (NMSE) for Ny = 2, N, =4, and Ny = 4. Fig. 2.2 shows the MSE performance
of all tested algorithms versus SNRg_, with SNR,_q = 20dB, whereas Fig. 2.3 illustrates
the MSE performance of tested algorithms versus SNR,_4 for an SNRg_, fixed at 20dB.
Our results clearly demonstrate the better performance of the proposed iterative joint
source and relay optimization algorithms. It can be seen that the proposed optimal
algorithms consistently yield the lowest MSE over the entire SNRs_, and SNR,_4 region.
The NAF and PMF algorithms have much higher MSE compared with the proposed
schemes even at very high SNR. Note that the MSE performance of both the Tri-Step

algorithm and the Bi-Step algorithm are almost similar to each other.
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Figure 2.2: Example 1: Normalized MSE versus SNRs_;. Ny = 2, N, = 4, Ny = 4,
SNR,_4q = 20dB.
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Figure 2.3: Example 2: Normalized MSE versus SNR;_4. Ny = 2, N, = 4, Ny = 4,
SNRs_, = 20dB.
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Figure 2.4: Example 3: BER versus SNRs_,. Ny =3, N,. =6, Ny =6, SNR,_4 = 20dB.

In the next example, we compare the performance of the four algorithms in terms of
BER. QPSK signal constellations are used to modulate the transmitted signals. We set
Ng =3, N, =6, Ng = 6, and transmit 3000 randomly generated bits from each user in
each channel realization. Fig. 2.4 shows the BER performance of all algorithms versus
SNRg_, for SNR,_4 = 20dB.

In the fourth example, we compare the BER performance of the algorithms varying
the SNR in the relay-destination channel. This time we set Ny = 2, N, = 6, Ng = 8, and
transmit 3000 randomly generated bits from each user in each channel realization using
QPSK signal constellations. Fig. 2.5 shows the BER performance of the algorithms
versus SNR,_gq for SNRs_, = 20dB. Note that in contrast to other three schemes, the
PMF algorithm requires N, = Ng, and thus, its performance cannot be included in
Fig. 2.5.

It can be seen from Fig. 2.4 and Fig. 2.5 that the proposed joint source and relay
optimization algorithms obtain the lowest BERs compared with the other approaches.
Interestingly, the BER, performance of the Tri-Step algorithm is slightly better than
that of the Bi-Step algorithm, especially at the high SNR region. The reason is that
in the Tri-Step algorithm, we update the receiver weight matrix at each iteration in
addition to the source and relay matrices. Note that since QPSK constellations are

used to modulate the transmitting signals, it is possible that the bit error of the two
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Figure 2.5: Example 4: BER versus SNR,_4. Ns =2, N,. =6, N; = 8, SNRs_, = 20dB.

algorithms are different when the receiver demodulates the transmitted signals, even
though the errors of signal waveform estimation are almost identical. Although the
Tri-Step algorithm performs better than the Bi-Step algorithm, the former algorithm
requires a larger number of iterations than the latter one to converge to the same e.
For comparison, the number of iterations both algorithms require in a typical run to
converge up to e = 1072 are listed in Table 2.3. Here we set Ny = 2, N, = 6, Ny = 6 and
SNR,_q = 20dB. Therefore, based on the per iteration complexity of two algorithms
discussed in Section 2.3 and the number of iterations they need to converge, the overall
computational complexity of the Bi-Step algorithm is smaller than that of the Tri-
Step algorithm when the number of antennas at each user is small (which is the case
in practical uplink multiuser communication systems). Such performance-complexity

tradeoff is very important for practical multiuser MIMO relay communication systems.

Table 2.3: Iterations required till convergence in the proposed algorithms

SNRs_; (dB) 05|10 |15 |20
Bi-Step algorithm | 2 [ 3| 3 | 5 | 6
Tri-Step algorithm | 6 | 6 | 10 | 19 | 22

Note that both the Bi-Step and Tri-Step approaches achieve an error floor at the


./ch2_uplink/ber_snr_r.eps

30 Chapter 2. Uplink Multiuser MIMO Relay Communication Systems
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Figure 2.6: Example 5: BER versus SNR;_4. Varying number of antennas, SNRy_, =
20dB.

BER of 6 x 1072 in Fig. 2.4, but no error floor can be seen in Fig. 2.5. The reason is
that the MIMO relay system simulated in Fig. 2.4 is fully-loaded while the system in
Fig. 2.5 is under-loaded in terms of data streams. In particular, the total number of
data streams N, = 6 = N, = Ny in Fig. 2.4 and Ny =4 < N,., Ny in Fig. 2.5. Thus the
system in Fig. 2.5 has a higher spatial diversity order, which overcomes the saturation
effect of the BER curve observed in Fig. 2.4.

In the last example, we compare the BER performance of the proposed algorithms
for different number of antennas at the relay and the destination nodes with a fixed
number of antennas at the source nodes. Fig. 2.6 compares the BER performance of
the proposed algorithms versus SNR,_q for SNRs_, = 20dB with different number of
antennas. It can be clearly seen from Fig. 2.6 that as we increase the number of antennas
at the relay and/or destination node(s), the performance of the proposed algorithms

improve significantly.

2.5 Chapter Summary

In this chapter, we developed the optimal structure of the source precoding matrices

and the relay amplifying matrix in a multiuser MIMO relay network to jointly minimize
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the MSE of the signal waveform estimation. We proposed two iterative algorithms to
optimize the source, relay, and receive matrices. Simulation results demonstrate that

the proposed algorithms outperform the existing techniques in terms of both MSE and
BER.

2.A Proof of Theorem 2.1

To determine the structure of the optimal source covariance matrix Q; for the ith user,

we rewrite the problem (2.31) with given Q;, j=1,--- , K, j # i as

min tr<[Di+ﬁ,~QifIﬂ_l> (2.352)
st tr(QP;) < P (2.35b)

tr(Qi) <P, Q=0 (2.35c¢)
where P, £ P, — tr (Z]K:1 ot Qj\Ilj). The Lagrangian function associated with the
problem (2.35) is given by
. - -1 -
L = tr <|:Dz + HzQzHﬂ > + A\ (tr(Qz"I’z‘) - Pr) + X2 (tr(Qq) — )

where A; > 0 and Ay > 0 are the Lagrange multipliers. Making the derivative of £ with

respect to Q; be zero, we obtain

oL - N2
= —aA (Di + HiQZ-Hf’) T+ M, + Moy, =0, (2.36)

By introducing an invertible matrix K; with KZKf{ =M%, + Xoly,, (2.36) becomes

K, 'H (D, + I,QH) "HK; T =1y, (2.37)
Obviously, (2.37) is valid if and only if

where P; is an N; X Ny semi-unitary matrix with Pin{ =1y,

Let us introduce the following SVD and EVD

K; '3 =u;[®;, o]vF, D, +HQH =[L;; L;s]blkdiag(A;, A;2)LY
(2.39)
where the dimensions of U;, V;, L; are N; x N;, Ng X Ny, and Ny X Ny, respectively,

L;1 and L; > contain the leftmost NN; columns and the rightmost Ng — N; columns of
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Li7 respectively, and 21'7 Ai,h Ai’Q are Nz X Ni7 NZ X Ni7 and (Nd — Nz) X (Nd — Nz)
diagonal matrices, respectively. Substituting (2.39) back into (2.38), we have

Ui[Z; 0]V =[PL;1A;1 PiLisA;,]L. (2.40)

Equation (2.40) holds if and only if P; = UiLfl, A;1 =13, and L; = V;. Thus, from
(2.39) we have that

where J; = blkdiag(XZ;, A,;2). Let us introduce the SVD of H; as
H; = [Uy1 Up2)[Ap1 0)7V] (2.42)

where the dimensions of Uy, 1, Up, 2, Vy,, are Ng x Nj, Ng x (Ng — N;), and N; x Ny,
respectively, Ap, 1 is an N; x N; diagonal matrix. By substituting (2.42) back into (2.41)
and solving (2.41) for Q;, we have Q; = Vi, A, UL [(ViI,VE — D) Uy, 1A VT
Finally, taking into account the constraint (2.35c), we obtain (2.34).



Chapter 3

Multicasting MIMO Relay

Communication Systems

In many practical communication systems, the transmitter often needs to send common
message to a group of receivers simultaneously, which is commonly referred to as multi-
cast broadcasting. In this chapter, we focus on multicasting in the downlink multiuser
MIMO relay systems where one transmitter multicasts common message to multiple re-
ceivers with the aid of a relay node, and all nodes are equipped with multiple antennas.
In Section 3.1, we give a brief overview of the known multicasting techniques exploiting
spatial diversity. The system model of a two-hop multicasting MIMO relay network
is introduced in Section 3.2. The joint transmit and relay precoding matrices design
algorithms are developed in Section 3.3 for the general case of multiple data streams
multicasting based on two design criteria. In the first scheme, we aim at minimizing
the maximal MSE of the signal waveform estimation among all receivers subjecting to
power constraints at the transmitter and the relay node. In the second scheme, we pro-
pose a total transmission power minimization strategy subjecting to QoS constraints.
In Section 3.4, we study the joint transmit and relay beamforming for the special case
of single data stream multicasting through two-hop MIMO relay systems. Interestingly,
we show that for the case of single data stream multicasting, the relay precoding ma-
trix optimization problem can be equivalently converted to the transmit beamforming
problem for single-hop multicasting systems. Section 3.5 shows the simulation results
which justify the significance of the proposed algorithms under various scenarios. The

chapter is briefly summarized in Section 3.6.
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3.1 Existing Multicasting Techniques

The broadcasting nature of the wireless channel makes it naturally suitable for mul-
ticasting applications, since a single transmission may be simultaneously received by
a number of users. Recently, wireless multicasting technology has triggered great in-
terest among researchers across the world, due to the increasing demand for mobile
applications such as streaming media, software updates, and location-based services in-
volving group communications. However, wireless channel is subject to signal fading.
By exploiting the spatial diversity, multi-antenna techniques can be applied to combat
channel fading [1]. Next generation wireless standards such as WiMAX 802.16m and
3GPP LTE-Advanced have already included technologies which enable better multicas-
ting solutions based on multi-antenna and beamforming techniques [65].

The problem of designing optimal beamforming vectors for multicasting is hard in
general, mainly due to its nonconvex nature. The authors of [66] have designed transmit
beamformers for physical layer multicasting using rank relaxations. The information
theoretic capacity of the multi-antenna multicasting channel is studied in [67] with a
particular focus on the scaling of the capacity and achievable rates as the number of
antennas and/or users approaches infinity. The asymptotic capacity limits of multi-
antenna physical layer multicasting has been studied in [68] based on antenna subset
selection. The effect of channel spatial correlation on the multicasting capacity has
been investigated in [69]. The authors of [70] investigated transmit precoding design for
multi-antenna multicasting systems where the CSI is obtained via limited feedback. The
authors of [71] considered transmit covariance design for a secrecy rate maximization
problem under a multicasting scenario, where a multi-antenna transmitter delivers a
common confidential message to multiple single-antenna receivers in the presence of
multiple multi-antenna eavesdroppers.

The works in [66]-[71] solved the max-min SNR /rate beamforming problems with the
aid of semidefinite relaxation (SDR) and rank-one approximation (which is suboptimal,
in general). In [72], a stochastic beamforming strategy is proposed for multi-antenna
physical layer multicasting where the randomization is guided by SDR, but without
the need of rank-one approximation. The authors of [72] adopted an achievable rate
perspective, and showed that the gaps between the rates of the proposed stochastic
beamformers and the optimal multicasting capacity are no greater than 0.8314 bps/Hz.
The fundamental limit of the max-min beamforming is that as the number of users

grows to infinity, the achievable rate decreases to zero [67]. To cure this problem, a
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joint beamforming and admission control problem has been considered in [73] and [74],
where a subset of users is selected so that certain QoS requirements can be satisfied.
An iterative transmit beamforming strategy has been proposed in [74] for multiple
cochannel multicasting groups to minimize the total power transmitted by the antenna
array subjecting to SINR constraints at the receivers. It has been shown that the
problem can be approximated by a second-order cone programming (SOCP) problem
which does not require rank relaxations.

While the works in [66]-[74] investigated multicasting systems with single-antenna
receivers, recently multi-antenna receivers have been considered for multicasting systems
[75]-[76]. In particular, coordinated beamforming techniques have been investigated in
[75] to facilitate physical layer multicasting with multi-antenna receivers, and a general-
ized form of block diagonalization has been proposed to make orthogonal transmissions
to distinct multicasting antenna groups. In [77], non-iterative nearly optimal transmit
beamformers are designed for wireless link layer multicasting with real-valued channels,
and for complex-valued channels an upper-bound on the multicasting rate is derived.
The scaling of the achievable rate for increasing number of users is investigated in [76]
for MIMO multicasting where the transmission is coded at the application layer over a
number of channel realizations.

The above works [65]-[76] considered single-hop multicasting systems. However, in
the case of long transmitter-receiver distance, relay node(s) is necessary to efficiently
combat the pathloss of wireless channel. The concept of multiuser peer-to-peer relay
network has been generalized to that of a multi-group multicasting relay network in [78]
and a distributed beamforming algorithm is proposed to minimize the total relay power
where each node is equipped with a single antenna. In [79], the authors investigated
multicast scheduling with multiple sessions and multiple channels where the base sta-
tion may multicast data in two sessions using MIMO simultaneously through the same
channel leading to a higher multicasting rate than single-session transmissions, and the
users are allowed to cooperatively help each other on orthogonal channels. The authors
in [80] studied the lower-bound for the outage probability of cooperative multi-antenna
multicasting schemes based on the AF strategy where the users are equipped with a
single antenna.

In this chapter, we consider a two-hop multicasting MIMO relay system where one

transmitter multicasts common message to multiple receivers with the aid of a relay
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node. The transmitter, relay node, and receivers are all equipped with multiple anten-
nas. To the best of our knowledge, such two-hop multicasting MIMO relay system has
not been investigated in existing works. For the sake of the implementation simplicity,
we choose the AF relaying strategy. We consider the joint transmit and relay precod-
ing design problem based on two criteria. In the first scheme, we aim at minimizing
the maximal MSE of the signal waveform estimation among all receivers subjecting to
power constraints at the transmitter and the relay node. In order to facilitate low-
power transmissions, in the second scheme, we propose a total transmitter and relay
transmission power minimization strategy subjecting to QoS constraints in terms of the
MSE of the signal waveform estimation at each receiver. Both problems are highly
nonconvex with matrix variables and the exactly optimal solutions are very difficult to
obtain. By exploiting the optimal structure of the relay precoding matrix, we propose
low-complexity solutions to both problems under some mild approximation. In partic-
ular, we show that under (moderately) high first-hop SNR assumption, both problems
can be solved using standard SDP techniques. Numerical simulations demonstrate the
effectiveness of the proposed algorithms. Note that both algorithms support multicas-
ting multiple data streams in contrast to the existing single data stream multicasting
schemes [65]-[79]. Interestingly, we show that for the special case of single data stream
multicasting, the relay precoding matrix optimization problem can be equivalently con-
verted to the transmit beamforming problem for single-hop broadcasting systems. In
this chapter, for notational convenience, we consider a narrow-band single-carrier sys-
tem. However, our results can be straightforwardly generalized to each subcarrier of a

broadband multi-carrier multicasting MIMO relay system.

3.2 System Model

We consider a two-hop MIMO multicasting system with L receivers as illustrated in
Fig. 3.1. The transmitter and the relay node are equipped with Ny and N, antennas,
respectively. For the sake of notational simplicity, we assume that each receiver has
Ny antennas. The algorithms developed in this chapter can be straightforwardly ex-
tended to multicasting systems where receivers have different number of antennas. The
transmitter multicasts its information-carrying symbols to all receivers with the aid of
a relay node. The direct links between the transmitter and the receivers are not con-

sidered since we assume that these direct links undergo much larger path attenuations
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compared with the links via the relay node.

H

Figure 3.1: Block diagram of a two-hop multicasting MIMO relay system.

We assume that the relay node works in half-duplex mode. Thus the communication
between the transmitter and receivers is accomplished in two time slots. In the first time
slot, the transmitter linearly precodes an N}, x 1 modulated signal vector s (common
message to all receivers) by an Ny x Ny, precoding matrix B and transmits the precoded
vector x = Bs to the relay node. We assume that E[ss”] = Iy,. The received signal

vector at the relay node is given by
y: = HBs + n, (3.1)

where H is the N, x Ny MIMO channel matrix between the transmitter and the relay
node, y; and n, are the N, x 1 received signal and additive Gaussian noise vectors
introduced at the relay node, respectively.

In the second time slot, the transmitter remains silent and the relay node multiplies
(linearly precodes) the received signal vector y, by an N, x N, relay precoding matrix

F and multicasts the precoded signal vector
x; = Fy, (3.2)

to all L receivers. From (3.1) and (3.2), the received signal vector at the ith receiver

can be written as

vai = G;F (HBs +n;) + nq; = A;s + n;, i=1,---,L (3.3)
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where G; is the Ng x Ny MIMO channel matrix between the relay node and the ith
receiver and ng; is the additive Gaussian noise vector at the ith receiver. Here A; =
G;FHB is the equivalent MIMO channel between the transmitter and the ith receiver,
and n; 2 G,Fn, + ng; is the equivalent noise vector at the ith receiver. All noises are
independent and identically distributed (i.i.d.) complex circularly symmetric Gaussian

noise with zero mean and unit variance.

We assume that all channels are quasi-static, i.e., the channel matrices H and G;,7 =
1,---, L, are constant throughout a block of transmission. In practice, the CSI of
G;,i=1,--- , L, can be obtained at the ith receiver through standard training methods.
The relay node can have the CSI of H through channel training, and obtain the CSI of
G;,i=1,---, L, by a feedback from the ith receiver. The quasi-static channel model is
valid in practice when the mobility among all communicating nodes is relatively slow.
Therefore, we can obtain the necessary CSI with a reasonably high precision during the
channel training period. The relay node calculates the optimal transmit matrix B and
the relay matrix F, and forwards B to the transmitter and forwards F and H to all
receivers. Note that the transmitter does not need any channel knowledge and each
receiver only needs the CSI of its own channel with the relay and that of the first-hop
channel. This is a very important assumption for multicasting communication since in

a multicasting scenario the receivers are distributed and cannot cooperate.

We aim at improving the system performance through optimizing the transmit and
relay precoding matrices. Usually, the system performance is quantified by its QoS and
the resources it consumes. The most commonly used QoS metrics include the MSE of the
signal waveform estimation, BER, system capacity and the output SNR. Interestingly,
the aforementioned QoS measures can be expressed in terms of MSE [42]. On the
other hand, resources that a multicasting system consumes include the spectrum and
transmission power. In the next section, we study two types of optimization problems
for two-hop multicasting MIMO relay systems. The first problem deals with minimizing
the MSE of the signal waveform estimation subjecting to transmission power constraints
at the transmitter and the relay node. While the second problem investigates how to

achieve given MSEs using a minimal possible total network transmission power.
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3.3 Proposed Transmitter and Relay Design Algorithms

Due to its simplicity, a linear receiver is used at each receiver to retrieve the transmitted
signals. Denoting W; as an Ng x NV}, weight matrix at the ¢th receiver, the estimated

signal vector §; is given by

A H .

Si_Wi Yd,i i=1,---,L. (34)
From (3.4), the MSE of the signal waveform estimation at the ith receiver is given by

E;, = tI‘(E [(éz — S)(éz — S)H])
= tr(WHA; — Iy )(WHA; - Iy)"+WICW,), i=1,---,L (3.5)

where C; £ E[n;n¥] = G;FFIGH + I, is the covariance matrix of n;. Obviously,
the power consumed by the transmitter is tr(BB¥). And from (3.1) and (3.2), the
transmission power consumed by the relay node is given by tr(F(HBBYH" 41y )FH).
In the following, we consider two design strategies for optimizing the transmit and
relay matrices. The first optimization strategy is to minimize the maximal MSE among
all receivers subjecting to power constraints at the transmitter and the relay node.
The second strategy minimizes the total network transmission power subjecting to QoS

constraints.

3.3.1 Min-max MSE-based transmitter and relay design

Given the power constraints at the transmitter and the relay node, we aim at minimizing
the maximal MSE of the signal waveform estimations among all receivers. This problem
formulation is important when the power consumption is a strict system constraint that
cannot be relaxed. In this case, the transmit, relay, and receive matrices optimization

problem can be formulated as

min ~ max E; (3.6a)

BvFv{Wi} i
st. tr(F(HBBTHY +1y)F) <P, (3.6b)
tr(BB) < P, (3.6¢)

where {W;} £ {W,,i = 1,--- L}, (3.6b) and (3.6c) are the transmission power con-
straints at the relay node and the transmitter, respectively, and P, > 0, P, > 0 are the

corresponding power budgets.
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For any given B and F, the receiver W; minimizing E; in (3.5) is the linear MMSE
filter [60] and given by

W, = (AAF+C) A, =1, L (3.7)
By substituting (3.7) back into (3.5), we have
B = tr([Ly, + AFCT'A )

_ —1
— tr ([IN})Jr BYHIFIGH (G,FFIG +1y,) 1GZ-FHB] >z —1,--,L.(3.8)

Therefore, we can equivalently rewrite the problem (3.6) as

. H~—1 -1
min max tr([INb + A CA] ) (3.9a)
st. tr(FHBBTHY + Iy, )F7) <P, (3.9b)
tr(BBY) < P. (3.9¢)

The min-max problem (3.9) is highly nonconvex with matrix variables, and an exactly
optimal solution is very hard to obtain with a reasonable computational complexity
(non-exhaustive searching). In the following, we propose a low complexity solution to
the problem (3.9).

It can be shown similar to [81] that for any B, the optimal F for each link with the

input-output relationship given by (3.3) has the generic structure of
F = TD#? (3.10)

where D = (HBBYHY + I ) 'HB. Interestingly, D can be viewed as the weight
matrix of the linear MMSE receiver for the first-hop MIMO channel at the relay node
given by (3.1), and T can be treated as the transmit precoding matrix for the effective
second-hop MIMO multicasting system y; = G;Tx + v;, ¢ = 1,--- , L, where x is the
transmitted signal vector and v; is the noise vector.

Using the optimal F in (3.10), the MSE of the signal waveform estimation at the

ith receiver in (3.8) can be equivalently rewritten as the sum of two individual MSEs
E = tr([Iy, + BYHHB] ') + (R + TYGIGT] ), =1L (311)

where

R = BYHY(HBB”H" + 1y, ) 'HB. (3.12)
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Note that the first term in (3.11) tr([In, + BHHHHB]_l) is actually the MSE of
estimating the signal vector s from the received signal vector (3.1) at the relay node using
the linear MMSE receiver D, while the second term in (3.11) tr([R™'+ THGF G, T] _1)
can be viewed as the increment of the MSE introduced by the second-hop. Interestingly,
matrix R in (3.12) is in fact the covariance matrix of z £ Dy, as R = E[zz] =
DY E[y,yH]D. It can be seen from (3.11) that the effect of noise in the first-hop is
reflected by I, in the first term and that of the second-hop is reflected by R~ in the
second term. Using the optimal structure of F in (3.10), the relay power consumption
tr(F(HBBYHY + Iy, )F) is equivalent to tr(TRT!). Therefore, the problem (3.9)

can be equivalently rewritten as

win max  tr([Ly, + BYHYHB] ') + tr([R™ + T?GI'G,T] ') (3.13a)

B,T %
s.t. tr(TRTH) < P, (3.13b)
tr(BB) < P,. (3.13c)

By applying the matrix inversion lemma (A + BCD)71 =A'-A'B (DA_lB

+ C*I)f1 DA~!, matrix R can be rewritten as

R = BYH” (Iy, - HB (BYH"HB + 1) ' BYH")HB
— BYH"HB (BYH"HB + Iy,) . (3.14)

An interesting observation from (3.14) is that with increasing first-hop SNR, the term
BYH"HB approaches to infinity. And at a (moderately) high SNR level, there is
BYHYHB > In,. Thus we can approximate R as I, for the high SNR case [82]. As
a consequence, tr([R*1 + THGf{GiT]fl) in (3.13a) is upper-bounded by tr([INb +
THGZ-HGiT] 71), 1=1,---, L, and the tightness of this bound increases with the first-
hop SNR. Therefore, the problem (3.13) can be approximated as

win max tr([Ly, + BYHTHB] ') + tr( [Ty, + T7GIG,T] ') (3.150)

B,T %
st. tr(TTH) < P, (3.15b)
tr(BBY) < P. (3.15¢)

We would like to mention that since tr(TTH) > tr(TRTH), if tr(TTH) = p, then
tr(TRTH) < p. This indicates that due to the approximation in (3.15b), the transmis-
sion power available at the relay node is not fully utilized in the case of the low first-hop

SNR. We can simply scale the relay matrix obtained from solving the problem (3.15) to
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compensate such loss and make the best use of the available power budget at the relay
node.

Interestingly, it can be seen from the problem (3.15) that T does not affect the first
term of the objective function (3.15a) and B is irrelevant to the second term of (3.15a).
This fact implies that the objective function (3.15a) and the constraints (3.15b) and
(3.15¢) are decoupled with respect to the optimization variables B and T. In this case,
matrix B can be determined independent of T, and vice-versa, which greatly simplifies
the design of the transmit and relay matrices. Therefore, with the (relatively) high
first-hop SNR assumption, the problem (3.15) can be decomposed into the following

transmit precoding matrix optimization problem

min tr([INb +BAHA HBTI) (3.16a)

st. tr(BBH) < P, (3.16b)
and the relay precoding matrix optimization problem

. —1
min - max tr([INb—l—THGZ-HGiT] ) (3.17a)

7

st. tr(TT?) < P, (3.17b)

Let H = UhAhV{I{ denote the SVD of H, where the dimensions of Uy, Ay, and Vy,
are Ny X Ny, N; X Ng, and Ng x Ng, respectively. We assume that the main diagonal
elements of A}, are arranged in decreasing order. According to Lemma 2 in [81], the
transmitter optimization problem (3.16) has a closed form solution with the optimal

structure of B given by

B=VyiA, (3.18)

where Vi, contains the leftmost N}y, columns of Vi, and Ay, is an Ny, x N}, diagonal
power loading matrix. Substituting the optimal B in (3.18) back into (3.16) and using
the Lagrangian multiplier method [61], we find that the ith diagonal element of Ay, is
given by

1
2

Ab,i:[ii(,uhi/uqf] =1 Ny

where (z)T £ max(x,0), A\n; is the ith diagonal element of Ay, and g > 0 is the
Lagrangian multiplier and the solution to the nonlinear equation of vaz‘)l % (\ /Ani/p—
)" =P,
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By introducing TT £ Q, the problem (3.17) can be equivalently rewritten as

mén max tr< [In, + GiQGf{] _1> + Np — Nq (3.19a)
st. tr(Q) < P, (3.19b)
Q = 0. (3.19¢)

By introducing [INd + G;QGH ] - <Y;,i=1,---,L, and a real-valued slack variable
t, the problem (3.19) can be equivalently transformed to

min ¢ (3.20a)
t7Q7{Y’L}

st tr(Y;) <t, i=1,---,L (3.20b)
tr(Q) < P (3.20¢)

Y; In, ) .
=0, i=1,---,L 3.20d
( Iy, Iy, +G,QGH ( )
£>0, Q0 (3.20¢)

where {Y;} 2 {Y;,i =1,---, L} and we use the Schur complement to obtain (3.20d).
Note that in the above formulation, ¢ provides an MSE upper-bound for the relay-
receiver channels. The problem (3.20) is an SDP problem which can be efficiently
solved by the disciplined convex programming toolbox CVX [63], where interior-point
method-based solvers such as SeDuMi or SDPT3 are called internally, at a maximal
complexity order of O((N? 4+ L + 1)3®) [64]. Since most of the computation task in
solving the problem (3.16) involves performing SVD and calculating the power loading
parameters, the computation overhead is negligible compared with that of solving the
problem (3.20). Note that the problem (3.15) can also be directly formulated as an SDP
problem which can be solved using interior point-based solvers at a complexity order
that is at most (‘)((NS2 + N2+ L+ 2)3'5). Therefore, solving the decoupled transmit and
relay precoding problems (3.16) and (3.17) has a much smaller computational complexity

compared with directly solving the problem (3.15).

3.3.2 Minimal total power-based transmitter and relay design

In this scheme, we aim at minimizing the total transmitter and relay power consumption
satisfying the target QoS requirements at all receivers. This criterion is important when
certain QoS level must be maintained at each receiver. We choose the MSE of the

signal waveform estimation at the receiver as the QoS metric. The multicasting MIMO
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relay system tries to satisfy the given required QoS (maximal allowable MSE) with the
minimal total transmission power. Thus the optimization problem can be written as

min tr(F(HBBYHY + Iy )F) + tr(BB) (3.21a)

)

s.t. tr<[INb +AZ-HC;1AZ-]_1> <&,  i=1,-,L (3.21D)

where ¢; is the maximal allowable MSE at the ith receiver. Similar to the problem (3.9),
the problem (3.21) is highly nonconvex with matrix variables.

It can be shown similar to [81] that the optimal structure of F for the problem
(3.21) is given by (3.10). Then, the problem (3.21) can be equivalently converted to the

following problem

min tr(TRT) + tr(BB) (3.22a)

st tr([Iy, + BPHTHB] ) + (R + TYGIGT] ') <oy i=1,- L
(3.22b)

Similar to Section 3.3.1, we have tr( [R_l—l—THGiHGiT] _1) < tr( [INb —i—THGZHGiT] _1) ,
and at a relatively high first-hop SNR, the problem (3.22) can be approximated (relaxed)
to the problem of

%ﬁ{} tr(TTH) + tr(BB) (3.23a)

st. tr([Iy, + BHYHB] ) + o[y, + TIGIGT] ) <5, i=1, L
(3.23b)

By introducing BB £ P and [Iy, + HPHH]‘1 < X, the problem (3.23) can be
transformed to the following SDP problem

P7QI,§[(iEYi} tr(P) + tr(Q) (3.24a)
st tr(X) +tr(Y;) <& + Ny — My, i=1,---,L (3.24b)
X Iy,

< In I+ HPHH> =0 (3.24c)

Y; Iy, ) .
=0, i=1,---,L 3.24d
< Iy, In,+GiQG/ (3.24)
P =0, Q=0 (3.24e)

where the Schur complement is used to obtain (3.24c). Note that unlike the problem
(3.15), the problem (3.24) is not decoupled due to the constraint (3.24b) which couples
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tr(X) and tr(Y;). However, we can use the CVX software package [63] to solve the SDP
problem (3.24) at a complexity order that is at most O((NZ 4+ N2+ L)*®) and is usually
much less [66].

We would like to mention that for a point-to-point two-hop MIMO relay system,
it has been shown in [82] through numerical examples that the high first-hop SNR ap-
proximation provides negligible performance loss in all SNR range in comparison to the
optimal designs. For the multicasting MIMO relay system addressed in this chapter, the
exactly optimal solution for the transmit and relay precoding matrices are intractable.
However, by using the high first-hop SNR approximation, the nearly optimal transmit

and relay matrices can be designed with a significantly reduced computational complex-

ity.

3.4 Transmitter and Relay Optimization for Single Data

Stream Multicasting

In this section, we derive the solution for the min-max MSE and the total power mini-
mization problems for single data stream multicasting in two-hop MIMO relay systems.
In the case where the transmitter multicasts a single data stream s, i.e., N, = 1, the

received signal vector at the ¢th receiver can be written as
vai = G;F (Hbs +n,) + ng,, 1=1,---,L (3.25)

where b is the Ny x 1 transmit beamforming vector. In the following, we solve the
min-max MSE and the total network transmission power minimization problems for
this system. In particular, we show that the relay precoding matrix design for the MSE
minimization problem is equivalent to the transmit beamforming problem for single-hop
multicasting [66] and the power minimization problem can be solved by a combination

of one-dimensional searching and SDR techniques.

3.4.1 Min-max MSE-based transmitter and relay design

Using a linear MMSE receiver w; ((3.7) with N, = 1) at the ith receiver to estimate
s from (3.25), it can be shown similar to (3.8) that the MSE of the signal waveform

estimation can be written as

e; = [1+10HHHFHG;H (G,FFIGH +INd)‘1GZ-FHbr, i=1,---,L. (3.26)
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Similar to Section 3.3.1, the worst-case MSE minimization problem for a single data

stream multicasting MIMO relay system can be formulated as

_ -1
min max |1+ bTHFYGI (GFFIG +1y,) " GFHb|  (3.27a)

b,F )
st tr(F(Hbb”H! + Iy )FH) < P, (3.27b)
bfb < P,. (3.27¢)

We would like to mention that for the single data stream multicasting case, minimizing
the MSE of the signal waveform estimation is equivalent to maximizing the receive SNR,
and thus, the transmitter-receiver MI.

Let G; = UZ-AZ-VZ-H denote the SVD of G;,7 = 1,--- , L, where the dimensions of
U;, A;, and V; are Ng x Ny, Ngq X N;, and N; x N;, respectively. We assume that
the main diagonal elements of A; are arranged in decreasing order. According to the
unified framework developed in [27], the optimal transmitter forms a “beam” along
the direction of the strongest singular value of the source-relay channel and hence, the

transmit beamforming vector is given by

b = vi1V/Ps (3.28)

where vy, 1 is the leftmost column of Vy,. Moreover, the optimal relay precoding matrix
is given by F = aivi,lugl for the ith receiver [27], where «;,i = 1,--- , L, is the power
loading factor at the relay node, uy; and v;; are the leftmost columns of U and
V;,i=1,---, L, respectively.

Although the optimal F for the ith receiver depends on G;, it can be seen from the

discussion above that for each user, F has the generic optimal structure of
F = fuf, (3.29)

where vector f remains to be optimized. Using (3.28) and (3.29), the MSE in (3.26) can

be rewritten as

I
—_

_ —1
ei = |14 PA2 £7GH (GG +1y,) 1Grif} . i=1,-,L  (3.30)

where Ay, 1 is the largest singular value of H. From (3.28) and (3.29), the relay transmit
power (3.27b) becomes

tr (PR 7 + ) = £7F (P | +1).
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Applying the matrix inversion lemma, (3.30) can be equivalently rewritten as
P2 THGHGf PR
fIGHGf +1 fHGHGf+1]|

-1 -1

e’l: = 1+PS)\}21,1_ i:17"' ,L.(?).?)l)

Note that minimizing the MSE in (3.31) is equivalent to maximizing f GZH G;f which
in fact determines the SNR at the ith receiver in a single-hop (relay-receiver channel in
this case) MIMO multicasting system. Therefore, the min-max MSE problem (3.27) is

equivalent to the following max-min SNR optimization problem

max  min fEGHG,f (3.32a)
(]
P,
b fHf< — 1 3.32b
° S P +1 (3:32D)

Interestingly, problem (3.32) is essentially a max-min transmit beamforming problem
for a single-hop multicasting system [66], which can be efficiently solved using standard

techniques such as rank relaxations at a maximal complexity order of O ( (N2+L+ 1)3'5)

[66].

3.4.2 Minimal total power-based transmitter and relay design

For single data stream multicasting, the design of the transmit beamformer and the
relay precoding matrix that minimize the total network transmission power, subjecting
to constraints on the MSE of the signal waveform estimation at each user (3.26), can

be written as the following problem

min tr(F(HbbHY + Ix,)F7) + bfb (3.33a)
_ —1
st. |1+ b HIFIGH (GFFIGH +1y,)  GFHb| <&,  i=1- L
(3.33b)

It can be shown similar to [83] that the optimal transmit beamformer and relay precod-
ing matrix as the solution to problem (3.33) has the generic structure of b = vy, 1v/P;
and F = fufl{ 1, respectively, where Py > 0 is the power required at the transmitter for
multicasting a single data stream and remains to be optimized.

Based on the optimal structure of b and F, and using (3.31), the QoS-constrained

problem (3.33) can be equivalently converted to the following problem
r}rjlirfl P+ (Pl)\il +1) fAf (3.34a)
17

PTG Gif

>m, =1, ,L 3.34b
FAGAGf+1 — ™ T (3:34b)
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where 7; = ei — 1 can be viewed as the minimal SNR required at the ith receiver. The
problem (3.34) is still nonconvex. However, it can be seen from (3.34b) that for a given
Py, there is fHGl-HGZ-f > B; for B; & #77 >0,i=1,---,L. Thus, for a given P,

Pl)‘ﬁ@*
the problem (3.34) reduces to

min £Hf (3.35a)

st. FAGHGf > 5;, i=1,---,L. (3.35b)

The problem (3.35) is equivalent to the minimal transmission power beamforming prob-
lem for a single-hop multicasting system [66]. Note that the problem (3.35) can be solved
using standard SDR techniques at a complexity order that is at most O((N2 + L))
[66].
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Figure 3.2: Function (3.34a) versus P;. L =6, Ny = 6,N, = 3, Ng = 3, A1 = 1.5345,
n; = n = 20dB.

Now we show some insights on the optimal P; by considering the objective function
(3.34a). Obviously, it can be seen from the definition of ; that Pl)‘12171 >n,,i=1,---,L.
In other words, the lower-bound of the feasible region of P; is max;(n;/ )\}2171). A plot
of the objective function (3.34a) over the range of feasible values of P; is generated in
Fig. 3.2 for the case of L = 6, Ny = 6, N, = 3,Nq = 3,A\p,1 = 1.5345, and 7; = 7 is
set to be 20dB. Here for each Pj, the problem (3.35) is solved to obtain the optimal
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f. It can be observed from Fig. 3.2 that the objective function (3.34a) is a unimodal
function of Py, i.e., the function has only one local minimum [61]. An efficient method
of locating the minimal value of a unimodal function is the golden section searching
(GSS) algorithm [84]. Hence, the optimal P; for the problem (3.34) can be obtained by
applying the GSS technique.

3.5 Numerical Examples

In this section, we study the performance of the proposed two-hop multicasting MIMO
relay optimization algorithms through numerical simulations. The transmitter, relay
node, and receivers are equipped with Ng, Ny, and Ny antennas, respectively. We
simulate a flat Rayleigh fading environment where the channel matrices have entries
with zero mean and variances 1/Ng and 1/N;, for H and G;, i = 1,--- , L, respectively.
All simulation results are averaged over 500 independent channel realizations.

We compare the performance of the proposed min-max MSE algorithm in Sec-
tion 3.3.1 with the NAF algorithm and the PMF algorithm in terms of both MSE
and BER. For the NAF scheme, we use

B=+F/N.Iy, F= \/Pr/tr(HBBHHH +1Iy)Iy,.

For the PMF algorithm, the same B in the NAF algorithm is taken and

F = \/Pr/tr((HG)H(HBBHHH +1y,)HG) (HG)?

where we randomly pick G from among the relay-receiver channels G;, i = 1,--- | L.
Both the NAF and the PMF algorithms adopt the MMSE receiver at all users.

In the first example, we compare the performance of the proposed algorithm with the
other two approaches in terms of the MSE normalized by the number of data streams for
L =4 and N, = Ny = N, = Ngq = 3. Fig. 3.3 shows the MSE performance of all tested
algorithms versus Ps with P, = 20dB, whereas Fig. 3.4 illustrates the MSE performance
of tested algorithms versus P; for a P fixed at 20dB. For the proposed algorithm, we
plot the NMSE of the user with the worst channel (Worst) and the average of all the
users (Avg.) along with the MSE upper-bound (UB), which is ¢ in (3.20a). Our results
clearly demonstrate the better performance of the proposed joint transmitter and relay
optimization algorithm. It can be seen that the proposed algorithm consistently yields

the lowest average MSE over the entire Ps; and P, region. The worst-user MSE is always
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Figure 3.3: Example 1: Normalized MSE versus Ps. L =4, N, = Ny = N, = Nq = 3,
P, = 20dB.
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Figure 3.4: Example 1: Normalized MSE versus P,. L =4, N, = Ny = N, = Nq = 3,
P, = 20dB.

better than the MSE upper-bound. The NAF and PMF algorithms have much higher

MSE compared with the proposed scheme even with very high transmission power.
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Figure 3.5: Example 2: Normalized MSE versus Ps. Varying number of receivers, Ny =

N, = N, = Ng = 3, P, = 20dB.
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Figure 3.6: Example 2: Normalized MSE versus P,. Varying number of receivers, Ny =

Ng = N, = Ng =3, P, = 20dB.

In the second example, we compare the MSE performance of the proposed algorithm

for different number of receivers. We set N, = Ng = N, = Ngq = 3. Fig. 3.5 shows the
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MSE upper-bound and the worst-user MSE of the proposed algorithm versus P, with
P, = 20dB, whereas Fig. 3.6 illustrates the same performance versus P, for P, = 20dB.
It can be clearly seen from Figs. 3.5 and 3.6 that as the number of receivers increases,
the MSE upper-bound and the worst-user MSE keep increasing. This is reasonable since
it is more likely to find a worse relay-receiver channel among the increased number of

users and we choose the worst-user MSE as the objective function.

10°L [ —— NAF Algorithm S\\\\,\ 1
b | —=— PMF Algorithm ARE
-x— Proposed Algorithm (Worst) AN S
- © - Proposed Algorithm (Avg.) AN
10_4 ! ! ! I
0 5 10 15 20 25
Ps (dB)

Figure 3.7: Example 3: BER versus P,. L =2, N, = 2, Ny = 4, N, = 2, Ng = 4,
P, = 20dB.

In the next example, we compare the performance of the min-max MSE algorithm
with the NAF and PMF algorithms in terms of BER. QPSK signal constellations are
used to modulate the transmitted signals. We set L = 2, N, = 2, Ny = 4, N, = 2,
Ng = 4, and multicast N, x 1000 randomly generated bits from the transmitter in
each channel realization. Fig. 3.7 shows the BER performance of all tested algorithms
versus Py with P, = 20dB, whereas Fig. 3.8 illustrates the BER performance of tested
algorithms versus P, for a P fixed at 20dB. It can be seen from Figs. 3.7 and 3.8
that the proposed joint transmitter and relay optimization algorithm obtains the lowest
BER compared with the other approaches. Even the worst-user BER of the proposed
algorithm is always much better than that of the NAF and the PMF schemes.

In the next example, we compare the average- and the worse-user BERs of the

proposed algorithm for different number of receivers. This time we set Ny, = 2, Ng = 4,
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Figure 3.8: Example 3: BER versus P,.. L =2, N, = 2, Ny = 4, N, =
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P, = 20dB.
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Figure 3.9: Example 4: BER versus F;. Varying number of receivers, Ny, = 2, Ny = 4,

N, =2, Nqy =4, P, = 20dB.
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Figure 3.10: Example 4: BER versus P,. Varying number of receivers, Ny, = 2, Ny = 4,
N, =2, Ng =4, P, =20dB.

N; = 2, and Ngq = 4. Fig. 3.9 shows the BER performance of the proposed algorithm
versus Ps with P, = 20dB, whereas Fig. 3.10 illustrates the BER performance versus P,
for P; = 20dB for different number of receivers. It can be clearly seen from Figs. 3.9 and
3.10 that as we increase the number of receivers, the worst-user BER keeps increasing
which is analogous to the MSE performance that we observed in Figs. 3.5 and 3.6.
However, the average BERs of the users are almost similar for different number of
receivers. Note that the varying P, affects the effective noise at the receiving nodes in
Figs. 3.8 and 3.10. Thus there are some error floors of BER in Figs. 3.8 and 3.10, but
no error floor can be seen in Fig. 3.9.

In the fifth example, we study the performance of the total power minimization
algorithm proposed in Section 3.3.2 for different number of receivers. For simplicity,
we assume €; = ¢, ¢ = 1,--- , L. Fig. 3.11 shows the total network transmission power
versus the target MSE threshold ¢ for N, = Ny = N, = Ng = 3. Here the UB refers
to (3.24a). From Fig. 3.11, it is obvious that more transmission power is required to
multicast to a larger number of receivers assuring the same minimal MSE threshold at
each receiver. The reason is that the proposed algorithm applies transmission power to
satisfy the MSE requirement at all receivers. As the number of users increases, more

transmission power is needed to combat the worst relay-receiver channel.
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Figure 3.11: Example 5: Total power versus target MSE e. Varying number of receivers,

Ny, =N,=N, = Ny = 3.
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Figure 3.12: Example 6: Per-user MI versus Ps. L =6, N, =1, Ny =6, N, = 3, Nq = 3,
P, = 20dB.

In the next two examples, we study the MI performance of the proposed single data

stream two-hop multicasting MIMO relay algorithm developed in Section 3.4.1. The


./ch3_downlink/Pt.eps
./ch3_downlink/rateL6s.eps

56 Chapter 3. Multicasting MIMO Relay Communication Systems
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Figure 3.13: Example 7: Per-user MI versus number of users L. N, =1, Ny =6, N, = 3,
Nyq =3, P, =P, =20dB.

MI is computed as logg(ei_l), i =1---,L, where e; is obtained from (3.31). Firstly,
the average MI and the worst user MI of the proposed algorithm versus P, are shown
in Fig. 3.12 for L = 6, Ny = 6, N, = 3, Ng = 3, and P, = 20dB. From Fig. 3.12, we
can see that even the worst-channel user can have a comparable MI performance with
the average MI. In Fig. 3.13, the MI performance of the proposed algorithm versus the
number of receivers L is plotted with Ny = 6, N, = 3, Ngq = 3, and Ps; = P, = 20dB.
Note that with the increasing number of receivers, the MI keeps decreasing as is also
observed in [67]. It can also be seen from Fig. 3.13 that the worst user MI decreases
slowly with increasing L. It has been shown in [67] that the multicast rate converges to
zero when the number of users L approaches to infinity.

In the last example, the total powers required for multicasting a single data stream
among different number of receivers are compared. We use the GSS algorithm [84]
to find the optimal P; for each target SNR threshold. The optimal relay precoding
matrix is obtained by solving the problem (3.35) as is described in Section 3.4.2. For
simplicity, we assume n; = n, ¢ =1,--- , L. Fig. 3.14 illustrates the total powers required
for L = 2,4, and 6 versus target SNR threshold n with Ny = 6, N, = 3, and Ngq = 3.
It is notable that as we increase the target SNR requirements, the gap among the total

powers required for different number of receivers reduces.
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Figure 3.14: Example 8: Total power versus target SNR 7. Varying number of receivers,

Ny=1,N.=6, N, =3, Ng=3.

3.6 Chapter Summary

In this chapter, we considered a two-hop multicasting MIMO relay system with multi-
antenna nodes and proposed transmit and relay precoding matrices based on two design
criteria. Firstly, the worst-case MSE is minimized subjecting to power constraints at
the transmitter and the relay node. Secondly, we propose a total network transmis-
sion power minimization strategy subjecting to QoS constraints. Under some mild
approximation, we show that the problems can be solved with a significantly smaller
computational complexity. In addition, we show that for the special case of single data
stream multicasting, the relay precoding matrix optimization problem can be equiva-
lently converted to the transmit beamforming problem for single-hop multicasting sys-
tems. Simulation results demonstrate that the proposed transmitter and relay design

outperforms the existing techniques.
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Chapter 4

Duality in Multi-Hop MIMO
Relay Channel

In this chapter, we establish the duality between uplink and downlink multi-hop AF-
MIMO relay channels with any number of hops and any number of antennas at each
node. We show that in the downlink relay system, SINRs identical to those in the
uplink relay system, and vice versa, can be achieved under certain conditions. As an
application of the uplink-downlink duality, we propose an optimal design of the source
precoding matrix and relay amplifying matrices for multi-hop MIMO relay system with
a DPC transmitter at the source node.

The rest of this chapter is organized as follows. Existing works on the duality of
MIMO systems are briefly reviewed in Section 4.3. In Section 4.2, we introduce the
model of uplink and its downlink dual for the multi-hop AF-MIMO relay communica-
tion systems. The duality theorems are proven in Section 4.3. An optimal multi-hop
MIMO relay system with a DPC-based transmitter at the source node is developed in
Section 4.4. In Section 4.5, we show some numerical examples. Section 4.6 briefly sum-
marizes the chapter. The proofs of Theorem 4.1 and 4.2 are listed in Sections 4.A-4.B,

respectively.

4.1 Existing Works on Duality of MIMO Systems

Recently, the uplink-downlink duality of two-hop AF-MIMO relay systems has been

derived in [48]. It is shown that for any relay amplifying matrix used in the uplink
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channel, duality holds when a scaled Hermitian transpose of this matrix is employed in
the downlink channel, where the scaling factor is obtained by switching the transmission
power constraints at the source and the relay nodes. This result can be seen as a
generalization of the well-known duality result for single-hop MIMO systems [49], [50].
For a multi-hop AF-MIMO relay network with single antenna source and destination
nodes, the uplink-downlink duality has been established in [51].

In this chapter, we extend the uplink-downlink duality results in [48-51] to multi-
hop AF-MIMO relay systems with any number of hops and any number of antennas
at each node. We define duality as the achievement of identical SINRs at the uplink
and the downlink systems with the same amount of total network transmission power.
The reasons of considering SINR are two folds: First, SINR is an important parameter
in communication system in the sense that it directly determines the QoS of each data
stream. Second, many other parameters such as the achievable data rate and the MSE
of signal estimation are closely related to SINR [42]. In particular, we show that for
any number of hops, duality can be achieved by two approaches. First, if there is
only total network transmission power constraint and no power constraint at individual
nodes, then duality holds if F; and Ff_l, Il =1,---,L — 1, are used as the relay
amplifying matrices at the lth relay node of the downlink and the uplink MIMO relay
systems, respectively. Here L is the number of hops of the relay network. Second,
with transmission power constraint at each node of the relay network, duality can be
achieved by applying ¢;F; and Ff_l respectively as the amplifying matrices at the [th
relay node of the downlink and the uplink relay systems, [ = 1,--- ,L — 1, where the
scaling factor ¢; is obtained by switching the power constraints at the Ith node of the
downlink system and the (L 4+ 1 — [)-th node of the uplink system, [ = 1,--- , L. For
both approaches, the source precoding matrix and the destination receiving matrix in
the downlink system are swapped with the destination receiving matrix and the source
precoding matrix at the uplink system, respectively.

Furthermore, we prove that the two approaches developed above are not only valid
for relay systems with linear transceivers at the source and the destination nodes, but
also hold if a successive interference cancellation (SIC)-based receiver is used at the
destination node of the uplink MIMO relay system, and a transmitter based on DPC
[85] is employed at the source node of the downlink MIMO relay channel. Interestingly,
we show that the two duality approaches can be extended to multiuser AF-MIMO relay

systems with any number of multi-antenna users.
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As an application of the uplink-downlink duality theorem, we propose an optimal
design of the source precoding matrix and relay amplifying matrices for multi-hop AF-
MIMO relay systems with a DPC-based transmitter at the source node, by exploiting
the results obtained for the dual uplink relay system [86]. Simulation results demon-
strate that the optimal DPC-based MIMO relay system has a better BER performance
compared with the optimal relay system using the SIC receiver, because the SIC receiver

suffers from the error propagation effect, while the DPC transmitter does not.

4.2 Multi-Hop MIMO Relay System Model

We consider a wireless communication system with one source node, one destination
node, and L —1 (L > 2) relay nodes. We assume that due to the propagation path-loss,
the signal transmitted by the {th node can only be received by its direct forward node,
i.e., the (I 4+ 1)-th node. Thus, signals transmitted by the source node pass through
L hops until they reach the destination node. We also assume that the number of
antennas at each node is N;, [ =1,--- , L + 1, and the number of source symbols in each
transmission is Ny. A linear non-regenerative relay matrix is used at each relay node to
amplify and forward the received signals. The system block diagrams of downlink and

uplink multi-hop AF-MIMO relay systems are shown in Fig. 4.1.
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Figure 4.1: Block diagrams of downlink and uplink multi-hop AF-MIMO relay systems.

We would like to mention that for AF-MIMO relay systems with linear transceivers
at the source and destination nodes, there should be N, < min(Ny, Na, -+ ,Nr41) in
order to support Ny data streams in one transmission. However, if a nonlinear transmit-
ter is installed at the source node or a nonlinear receiver is installed at the destination

node of a MIMO relay system, N;, can be greater than min(Ny, Na, -+, Nr41) [86].
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In the case of downlink communication, the N, x 1 source symbol vector sp =
1

[s1,89," - ,sNb]T at the source node is linearly precoded by the N; x N, matrix UQ?2,
where Q = diag(qi,¢2,--- ,qn,) and U = [uj,ug, - ,uy,] with ||ulls = 1, ¢ =
1,--+,Ny. Here diag(-) denotes a diagonal matrix, || - |2 stands for the vector Eu-
clidean norm, and ¢;, ¢ = 1,--- , Ny, is the power assigned to the ith data stream. We

assume that E[s Dsg] = Iy,. The Ny x 1 linearly precoded symbol vector x{) = UQ%S D
is transmitted by the source node. The N; x 1 signal vector received at the [th node is
written as

yP=H_x?, +n, 1=2---,L+1 (4.1)

where Hy, I = 1,--- | L, is the N;;; x N; MIMO channel matrix between the (I 4+ 1)-th
and the /th node, i.e., the Ith hop, n; is the N; x 1 i.i.d. additive white Gaussian noise
(AWGN) vector at the /th node, and x| is the N;_; x 1 signal vector transmitted by
the (I — 1)-th node. We assume that all noises are complex circularly symmetric with
zero mean and unit variance.

Using the AF scheme, the input-output relationship at node [ is given by
xP = ¢ Fi_1yP, l=2,---,L (4.2)

where ¢;_1F;_1 is the N; x N; amplifying matrix at node ! (the (I — 1)-th relay node),
¢; > 01is a scaling coefficient which is important for studying the uplink-downlink duality
[48] and will be explained later. Combining (4.1) and (4.2), the received signal vector
at the Ith node of the downlink MIMO relay channel is given by

y? = HiUQ?sp +ny (4.3)
1 l k
1
yll?fl = Hl ® (cmFmHm)UQﬁsD + 5 ®(Cm—1HmFm—1)nk + ni4q, l= 27 e 7L

m=Il—1 k=2m=l
(4.4)

where for matrices A;, ®§:1(Ai) 2 A;--- Ay At the destination node, a linear receiver
with an Npy1 X N weight matrix V is used to estimate the source symbol vector sp.

The estimated symbol vector Sp is given by
Sp = VHYEJA- (4.5)

Since scaling the columns of V does not change the SINRs at the destination node, we

assume that ||[v;lla =1,i=1,---  N.
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For the uplink MIMO relay system, the communication direction is reversed, and the
roles of the source node and the destination node are swapped. The channel matrices
are replaced by the Hermitian transpose of channel matrices in the downlink channel.
Now the source node applies VP3 to precode the uplink source symbol vector s;;, where
P = diag(p1,p2, - ,pN,), and p;, i = 1,--- , Ny, is the power assigned to the ith data
stream. The lth node, [ = 2,---, L, uses Fﬂ—l—l to amplify and forward received signals.
Similar to (4.3) and (4.4), the received signal vector at the /th node of the uplink MIMO

relay system can be written as

vy = HIVPisy+n, (4.6)
L—1 L L-1 k
Vi = QEIFIHIVPIsy+ Y QMEIFng +my, =1, L1

B
Il

m=l I m=l

(4.7)
Finally, the destination node applies U to estimate the transmitted symbol vector with
Sy = UHyg-H- (4.8)

We would like to note that at this point, for both the downlink and uplink systems,
there is no specific design for U, V, and F;, [ =1,--- | L — 1.

In this chapter, the CSI requirement is the same as that in [86]. Basically, we assume
that the source node has the CSI knowledge of the first-hop channel, the destination node
knows the receiver weight matrix and each relay node knows the CSI of its backward
channel and its forward channel. In practice, the backward CSI can be obtained through
standard training methods. The forward CSI required at one relay node is exactly the
backward CSI at its direct forward relay node, and thus can be obtained by a feedback

from its direct forward relay node.

4.3 Uplink-Downlink Duality

In this section, we investigate the duality between the uplink and the downlink multi-
hop AF-MIMO relay systems with any number of hops and any number of antennas
at each node. It can be seen from Section 4.2 that given an uplink MIMO relay sys-
tem, constructing its dual downlink MIMO relay system boils down to determining the
appropriate relay scaling factors ¢;, [ = 1,--- , L — 1, and the source power loading ma-
trices Q. The following two theorems establish the uplink-downlink duality property of

multi-hop MIMO relay communication system with any number of hops.
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Theorem 4.1 If linear transceivers are used at the source and destination nodes of the
uplink and the downlink systems, and there is no specific transmission power constraint
at each node, then for any L > 2, the uplink-downlink duality can be achieved by ¢ =
1,1 =1,.--- L —1. With transmission power constraint at individual nodes, duality is
attained by setting ngrlfl = plD,l =1,---,L, and ¢;,l =1,--- ,L — 1, are obtained by
transmission power constraints. Here pgj >0 and plD >0,l=1,---,L, are the power

budgets at the lth node of the uplink and the downlink systems, respectively.

PROOF: See Appendix 4.A. O

It can be seen from Theorem 4.1 that if there is only total network transmission
power constraint and no power constraint at individual nodes, then duality holds if
F; and Ff_l, [ =1,---,L —1, are used as the amplifying matrix at the [th relay
node of the downlink and the uplink MIMO relay systems, respectively. However, in
some practical applications, there is transmission power constraint at each node of the
relay network. In such case, as suggested by Theorem 4.1, duality can be achieved by
applying ¢;F; and Ff_l respectively as the amplifying matrix at the [th relay node of
the downlink and the uplink relay systems, [ = 1,--- , L — 1, where the scaling factor ¢
is determined by switching the power constraints at the /th node of the downlink system
and the (L 4+ 1 — [)-th node of the uplink system, [ = 1,--- , L. It is worth noting that
Theorem 4.1 holds for any transceiver matrices U, V, and relay amplifying matrices
F;,l=1,---,L— 1. However, for the uplink MIMO relay system, if a linear MMSE
receiver is used, the optimal U, V, and F;, l =1,--- L — 1, are derived in [28].

Interestingly, Theorem 4.1 includes the results in [48]-[51] as special cases. It extends
the uplink-downlink duality results from single-hop MIMO systems and two-hop AF-
MIMO relay systems to multi-hop AF-MIMO relay systems with any number of hops

and any number of antennas at each node.

Theorem 4.2 If a DPC-based transmitter is used at the source node of the downlink
MIMO relay system, and an SIC-based receiver is employed at the destination node of
the uplink MIMO relay system, the uplink-downlink duality can be achieved by ¢; = 1,1 =
1,---,L—1, when there is no specific transmission power constraint at each node. With
transmission power constraint at individual nodes, duality can be attained by setting
p[L]H_l = plD,l =1,---,L,and ¢;,l =1,--- ,L — 1, are obtained by transmission power

constraints.
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PrOOF: See Appendix 4.B. O

Theorem 4.2 extends the duality results in Theorem 4.1 to the scenario where nonlin-
ear transceivers are used at the source node of the downlink channel and the destination
node of the uplink channel, respectively. Similar to Theorem 4.1, Theorem 4.2 holds
for any transceiver matrices U, V, and relay amplifying matrices F;, [ =1,--- , L — 1.
However, if a nonlinear MMSE-SIC receiver is used at the uplink MIMO relay system,
the optimal U, V, and F;, [ = 1,--- ;L — 1, can be found in [86]. Interestingly, both
Theorem 4.1 and Theorem 4.2 also hold for multiuser MIMO relay scenario as explained
below. In a broadcast channel (BC), a central station broadcasts information through
L hops to M users each having R,, antennas, m = 1,--- , M, while in a multiaccess
channel (MAC), M users each having T}, antennas, m = 1,--- , M, send information to
a central station via L hops. The BC channel can be equivalently treated as a down-
link multi-hop MIMO relay channel by grouping all users to form a “super” destination
node with Np,1 = Zn]\le R,, antennas. Accordingly, one can view the MAC channel
as an uplink multi-hop MIMO channel with N} = Zn]\le T,, antennas at the source
node. Obviously, duality holds for the BC and MAC, provided that V (the destination
receiving matrix in the BC and the source precoding matrix in the MAC) is chosen as

a block diagonal matrix.

4.4 DPC-Based Optimal Multi-Hop MIMO Relay Design

In a DPC-based multi-hop MIMO relay system, the source symbol vector sp is formed by
encoding the information-bearing symbols p;, ¢ = 1,--- , Ny, successively by removing
the interference from the symbols already encoded. Thus, compared with a MIMO
relay system using a linear transmitter at the source node, the DPC-based relay system
should have a better BER performance.

The DPC-based optimal multi-hop MIMO relay design problem can be formulated

as
min U, Q,{¢qF 4.9a
vl f(U,Q,{cFi}) (4.92)
st. PP <pP, l=1,---,L (4.9b)
where f(-) stands for a unified objective function [27], and PP, | = 1,--- L, is the

power consumed by the /th node in the downlink system given by (4.27)-(4.29) in Ap-

pendix 4.A. Function f(-) includes a broad class of frequently used objective functions
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in MIMO system design such as the negative source-destination mutual information,
and the MSE of the signal waveform estimation at the destination. Directly solving
the problem of (4.9) is difficult for a unified objective function f(-) and MIMO relay
systems with a DPC transmitter, even for a single-hop (point-to-point) MIMO system
[42]. Based on our knowledge, the problem of (4.9) has not been directly solved in
literature. Now we apply Theorem 4.2 to optimize the DPC-based MIMO relay system.
First, the optimization problem for the dual SIC-based uplink MIMO relay system can

be written as

min  f(V,P,{F{_;}) (4.10a)
V7P7{F{I_L}
st. PV <ol I=1,---,L (4.10b)
where PlU, [ =1,---,L, is the power consumed by the /th node in the uplink system

given by (4.22)-(4.24) in Appendix 4.A. Applying the majorization theory [87], the
problem of (4.10) has been solved in [86] for a broad class of objective functions f(-).
The optimal feed-forward matrix W at the destination node of the uplink MIMO relay
system has also been developed in [86]. Note that for a single-hop MIMO system, the
uplink-downlink duality has been applied in [42] to optimize the DPC-based transceiver
design.

In this section, we take the optimal V, P, and ¥y, [ = 1,--- L — 1, from [86].
Based on Theorem 4.2, the optimal source precoding matrix in the DPC-based downlink
relay system can be written as UQ%, where U = [Wy, Wy, -+ ,Wy,], and W;, i =
1,--+, Ny, are obtained by scaling columns of W such that |w;|s =1, i =1,---, N.
The optimal amplifying matrix at the {th relay node of the DPC-based relay system
is ¢;F;, where the scalar ¢; is determined by the transmission power budget pﬂl as
explained later. The optimal receiving matrix at the destination node of the DPC-
based relay system is VI', where I' = diag(y1,72, -+ ,7n,) with 7; chosen such that
Yi/Ti V,HHL®in:L,1(CmFmHm)Wi =1,i=1,---,N,.

Now the task is to obtain the unknown quantities ¢;,i = 1,---, Ny, and ¢;,l =
1,---,L — 1. Towards this goal, we assume for the moment that I' = Iy,, since
scaling the receiving vector v; does not change SINRZD, i =1,--+,Np, in (4.40) of

Appendix 4.B. With a DPC encoder at the source node, the information-bearing sym-
bol p; is encoded into s; by treating 23;11 GF viHHL®,1n:L71(cmFmHm)stj as the
interference known at the transmitter. Note that at this stage the interference term

;y:bl-ﬂ, ar viHHL®$n:L71(cmFmHm)v_vjsj is unknown. At the destination node, after
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applying the linear filter V and the DPC decoder, the estimated information-bearing

symbol can be written as

1 Ny .
ﬂl = \/@V{{HL ® CmF H WZIU’Z_{_Z\/ZV HL ® CmF H W]SJ
m=bot j=it1 T
L l
+V1H(Z®(Cmlemmel)nl+nL+1>, 1= 1, ’Nb
[=2m=L

with the output SINR j; as

d: a:
Bi= —% idi i=1,--- N, (4.11)

>isiv1 dija; e+ g 7o’

where 0 is an (L —1) x 1 vector with elements 6, = 1/ Hm 2 l=1,--- L—1,g;isan
(L—1)x 1 vector with elements given by g; 1.1 = 1, g;;y = vF Q2. (H,,Fpn_1) ®fn:l+2

x(F2_ HH)v; 1=1,--- L -2, and

_ 2 . .
dij 2 |VPH, Q! _, (F.H)w;|% =i, N

)

e = Vz‘H®$n:L(Hmmel) ®7Ln=2(Fg71Hg)Vz
Collecting all equations in (4.11) for ¢ = 1,--- , Ny, we obtain the following systems of
linear equations
®q+ G0 = —e (4.12)
where q £ [q1,q2,+ ,qn,|T, € = [e1, e, - ,en,]T, ® is an N, x N;, upper-triangle
matrix with elements of ¢;; =0, j = 1,--- i =1, ¢;; = —d;i/Bi, ¢ij = dij, j =
i+1,--- ,Np,i=1,--- Ny, and G is an (L — 1) x N matrix whose ith column is given

by g; in (4.11).
From the transmission power consumed at the relay nodes (4.27) and (4.28) in

Appendix 4.A, we have

PR, < pn

+ T )

W:alq—i_gl,l—i_Zﬁ’ 1:277L_]‘ (413)
m=1-"m k=1 m=1"~m
P/t =alq+ &1, (4.14)

where a; is an N, x 1 vector with elements a;; = W’ ®lm:1(HHFH) QL (FH,, )W,
i=1,---,Np, and

¢ tr(F; ®k+1 (H, F 1)®fn:k+1(Fg—ng)FlH)v k=1,---,1—1
L= tr(F,FH), k=1 :
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Equation (4.13) can be rewritten as

= & PP

K1
Z k +2 o ll+12 :—aqu—&,h l=2,---,L—1. (4.15)
o = e Il e

Collecting all equations in (4.15) for [ = 2,--- L — 1, and together with (4.14), we

obtain the following system of equations
Vo= -ATq-¢ (4.16)

where W is an (L — 1) x (L — 1) lower-triangle matrix with elements of ¥y, = & k11,
k=1, ,0-1¢y=-PR , Y1p=0 k=141 ,L—-1,1=1---,L—-1 A
is an Ny x (L — 1) matrix whose [th column is given by a; in (4.14) and (4.15), and
=261, 60, - E1a]”

Now (4.12) and (4.16) form a system of linear equations of 8 and q. Solving (4.12)
and (4.16), we obtain

q=(® - GTU AT Y(GTw ¢ —e) (4.17)
0=—T ¢ +A1 (& -GTT'AT) (GTE ¢ o). (4.18)

Note that ¥~! always exists because ¥ is a lower-triangle matrix, and ® — GT&~1AT
is invertible since @ is an upper-triangle matrix and ! is a lower-triangle matrix.

Finally, ¢; can be obtained from (4.18) with ¢; = /1/61 and ¢, = /6;-1/6;, | =
9o L—1.

)

4.5 Numerical Examples

In this section, we study the performance of the proposed DPC-based source precoding
matrix and relay amplifying matrices through numerical simulations. To precode the
ith information-bearing symbol u; into the source symbol s;,7 = 1,--- , Ny, we apply the
Tomlinson-Harashima coding technique [88] and [89], which is a simple but suboptimal
implementation of the DPC scheme. The Tomlinson-Harashima scheme makes use of
the modulo operation to remove the interference from the preceding symbols without
increasing the transmission power at the source node. Accordingly, the length of the
modulo A is chosen to preserve the transmission power consistency.

The source, destination, and all relay nodes are equipped with multiple antennas.

We simulate a flat Rayleigh fading environment where the channel matrices have i.i.d.
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entries with zero mean and variances O'l2 /N; for H;, | = 1,--- L. For each channel
realization, 1000 QAM-modulated symbols with Gray mapping are transmitted at each
data stream, and all simulation results are averaged over 500 independent channel real-
izations. We define SNR; £ a?plDNlH/Nl as the SNR of the Ith hop, [ =1,--- ,L. The
BER performance of the proposed optimal DPC-based relay system is compared with
that of the optimal relay system using the SIC receiver [86]. As a benchmark, we also
show the performance of the fictitious genie-aided SIC-based relay system, where the
error propagation at each layer of the SIC receiver is eliminated by a genie.

In the first example, we simulate a relay system with L = 2 hops and choose N; = 5,
I =1,2,3, and N, = 5. The symbols are modulated by the 16-QAM constellations.
Fig. 4.2 shows BERs of all systems versus SNR; for SNRy = 20dB. It can be seen
from Fig. 4.2 that the optimal DPC-based relay system has a better BER performance
compared with the relay system using the SIC receiver, since the latter system suffers

from error propagation.

10" ¢ !

BER

[| —o- SIC-Based System
| —=— DPC-Based System
- — — SIC-Based System (Genije)

6 10 14

10°

18 22 26 30
SNR (dB)

Figure 4.2: Example 1: Two hops. N; =5,1=1,2,3, N, =5, 16-QAM, SNRy = 20dB.

In the second example, a multi-hop MIMO relay system with L = 5 and N; = 5,
l=1,---,6, and N, = 4 is simulated. Each hop has the same SNR, i.e., SNR; = SNR,
I =1,---,5. The 64-QAM constellations are used to modulate the symbols. Fig. 4.3
displays the BER performance of all three systems versus SNR. Obviously, for multi-
hop systems, the DPC-based relay design outperforms the relay system using the SIC
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Figure 4.3: Example 2: Five hops. Ny =5,1=1,---,6, N, =4, 64-QAM, SNR; = SNR,
l=1,---,5.

receiver by removing the error propagation effect. From Figs. 4.2 and 4.3, we observe
a slight SNR loss of the DPC-based relay system compared with the genie-aided SIC-
based relay system. This is mainly due to the inherent power loss and modulo loss of
the Tomlinson-Harashima precoder [90].

The reason for the error floor effect displayed in Fig. 4.2 for both the SIC-based
system and the DPC-based system is that the relay system is fully-loaded in the sense
that Ny = Ny, | = 1,2,3. It is well-known that for a one-hop (point-to-point) MIMO
system with an SIC receiver, the diversity order for the first decoded stream is only
one if the transmitter and the receiver have the same number of antennas. Compared
with that in Fig. 4.2, the system shown in Fig. 4.3 is under-loaded since N; > N,
I=1,---,6. Thus, the error floor effect is not observed in Fig. 4.3.

4.6 Chapter Summary

In this chapter, we have established the uplink-downlink duality of multi-hop AF-MIMO
relay systems with any number of hops and any number of antennas at each node, which
generalizes several previously established results. Based on such duality, we proposed

an optimal design of the source precoding matrix and relay amplifying matrices for
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multi-hop AF-MIMO relay systems with a DPC-based transmitter at the source node.
Simulation results show that the optimal DPC-based MIMO relay system has a lower
BER than the optimal relay system using the SIC receiver.

4.A Proof of Theorem 4.1

The basic idea of the proof is to show under which conditions of P, Q, and ¢, | =
1,---,L — 1, the uplink and downlink channels achieve identical SINRs. The proof
is conducted in three steps. First, for both the uplink MIMO relay channel (4.6)-
(4.8) and the downlink MIMO relay channel (4.3)-(4.5), we write the SINR for each
data stream and the required total transmission power. Second, we rewrite the total
transmission power of the downlink system based on the definition of duality that both
channels should achieve identical SINRs. Finally, we find under which P, Q, and ¢,
l=1,---,L—1, the total transmission power consumed by both systems is identical.

Based on (4.7), the SINRs of data streams at the destination node of the uplink
MIMO relay channel are given by

i

L—-1 2
u/! g(HFFﬁ)HfW J2

SINR! = ,
N, L—1 2 il 1
> [ol! @ (B FIHE v [pj+ull (@ (HAFH) @ (FnHy)Juit1
j=1 = = = =
Jj;éi =1 = m=l
i=1,---,Np. (4.19)
The transmission power PlU consumed by the [th node, [ = 1,--- , L, in the uplink relay

system can be calculated using (4.6) and (4.7) as

Pg+2—z = F£1E[yg+2 z(y[L]+2 l)H] Fl 1

L L-1 k
:tr<®(FH 1HH)VPVH® H,F, 1)+ F, (Z(X) (HAFRH)

m=l m=L k=l m=I

l
Q) (FrnH,,) + INl> Fl_1> . 1=2,---,L—-1 (4.22)
m=k

PY =t(F_ (HVPV"H, +1Iy,)F_1) (4.23)
(P

PV = tr(P). (4.24)

The total transmission power consumed by the uplink MIMO relay system can be ob-
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tained by the sum of (4.22)-(4.24) and written as

l L
Py —Zpl<1 +VHZ<® (H,.Foo1) QEL_HI) )v)
i=1 = m=l

_ l L-1
oy (FEIZ (®<H£F£> QB )Py )+ a(F{IF). (4.25)
= m=k =1

=2 k=l m=l
Similarly, using (4.4), the SINRs of data streams at the destination node of the

downlink relay channel are given by

SINRP = 5 L, i=1, N, (4.26)
m,1

)

2 L
g and P = 3

=1
J#i

1 2
VZHHLZ QLZ) 1(CleHl)uj q +

A
where Py; = |v

(aFH))u;

l=L—-1

L
H Z < ® (cm-1HmFm-1) & (cm,lFﬁleg))vi + 1. The transmission power PlD
=2 “m=L m=l
consumed by the Ith node, [ = 1,--- , L, in the downlink system can be obtained from

(4.3) and (4.4) as

Pl?rl =FE [YZD+1(YZD+1)H] F/!

1 l l k
= tr<®(cmFmHm)UQUH Q) (cnHIFE) + ¢ x Fy (Z Q) (cm-1HpFry 1)

m=l m=1 k=2m=l
l
L) B ETSRA (420
m=k
Py =tr(ciF1(H;UQUYHY + Iy,)FY) (4.28)
PP =tr(Q). (4.29)

The total transmission power consumed by the downlink MIMO relay system is obtained
by the sum of (4.27)-(4.29) and given by

Ny L-1 l 1
PP=Yai(1+ 0> (R (cnHEF) Q) (cnFnHy) )ui)
1=1 =1 m=1 m=l
k l

L—1 l
+ Z tr (cl?Fl Z < Ren1HnFrt) K (cm_ng,IHg)) F,H)
m=l m=k
+ Z tr(c7FFi). (4.30)

To achieve identical SINRs at the uplink and the downlink systems, we should have
SINRU = SINRD, 1 = 1,--- ,Ny. Please note that we do not assume that all data
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streams have identical SINR, i.e., it is possible that SINRZU # SINR?, for ¢ # j. Using
(4.19) and (4.26) we obtain from ZZN:bl SINRY = ZZN:bl SINRY that

Ny [ L—1 Ny L1 5
S| TIet (X [l @t B vs o,
i=1\ I=1 =1 I=1
J#i
L1 1 1
S @EEE Q)(F., )ulﬂ))
=1 m=1 m=l
2 H
—sz Z H))w, | g; +v]
Jj=1 I=L-1
J#i
L 1 L
@B @Bl Wit
=2 m=L m=l
By using the identity of
Ny Ny Ny 1 9
3 3 aful @B 13- 3 pful 50 amatn o
i=1 j=1,j#i i=1 j=1,j#i I=L—1

we obtain from (4.31) that

Hcl qu( HLi( ® HgFﬁ)é(FmHm)>ui+1)
m=l

=1 m=1
L
_sz< HZ( ® (en-1Hn P 1) Q) (em 1 Fla HE) Jvit1). (432)
=2 m=L m=l
Substituting (4.32) back into (4.30), we can rewrite P2 as

l

L L L
L hon - R
l m=L
1

l
. 2(1 - 11 c$n> R (e HIFD) Q) (cnFnH,,) UQU”

®(cm_1Fgleg))F{{) + ) tr(F ). (4.33)

For notational simplicity, let us denote

l k l
a2 tr<012Fl 3 ( R (em-1HuFrm-1) Q) (cm,ng_lHﬁ)> Fﬁ) =2, [—1(4.34)
k=2 m=l m=k
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Then with some manipulations, we have

L—1 L—-1 L-1 L—1 L—1
Su-3 a3 (1- T14)a
=2 =2 m=Il+1 =2 m=I[+1
L-1L-1 L-1 l
= 2 tr(ciF H,F
= Cp I CL g (Cmfl m mfl)
1=2 k=l m=k+1 m=k
k L-1 L-1
H H\nH 2
®(Cm*1mele)Fk )+Z(1 - H Cm) ag
m=l =2 m=Il+1
L-1L-1 L-1 k
2 2 H HywH
= Cop 1T (cllelfl ®(CmHmFm)
=2 k=l m=k+1 m=l

®N

(emFmH,)Fp_ 1>+Z<1—Hc )

m=k m=[+1
L-1 L L—1 k
= Z Hcibfl tr (FlHl (HLF )
=2 m=l k=l m=l
l L-1 L-1
(FmHm)Fl_1> + <1 - c3n>al (4.35)
m=k =2 m=Il+1

and

M=
gh
e

L te(FELF, +Z(1— H >tr (FFH). (4.36)

L—-1
Z tr(FFT) =
=1 m=Il+1

N
Ma
i

I

Substituting (4.35) and (4.36) back into (4.33) and after rearranging terms, we can

rewrite le? as

L—-1 L L l
PPy Hca_ltr(®<F5_1Hz>vva®<HmFm_1>

[=2m=l m=l m=L
L-1 k l
<Z® (HIFH) R)(F Hm)+INl)F11>
k=l m=l m=k

2 tr (Ff,l(HfVPVHHL n INL)FL_l) +tr(P)

L—1 1 1
—i—Z(l—Hc ) (@ (enHEFH) Q) (enFrmH,) UQUY
m=Il+1 m=1 m=l
l k

l
+012Fl< Z ®(Cmlemmel) (Cmleg—ng)‘FINzH) FIH>
k

k=2m=l m=
L-1

+ (1— Hcf,L)tr(c%Fl(HlUQUH HI 4 Iy, )Pl ) + <1—L1_[1cfn)tr(UQUH ).(4.37)
m=1

m=2
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Using the expressions of PV in (4.22)-(4.24) and PP in (4.27)-(4.29), I = 1,---,L,
(4.37) can be rewritten as

L-1 L L-2 L-1 2 L-1

PP =3 Tl P+ BY + P+ S (1 TL) A0+ 30 (1) AP
1=2 m=l =2 m=Il+1 =1 m=l
L—1L-1 L—1

—ZHC Py + Pl +Z( Hcgn>JDlD'
=1 m=l m=l

Since the uplink and downlink systems should consume the same amount of total trans-

mission power, we have

L—-1 L-1
pPP-pPl =% < 2 — 1) (P, —PP)=0. (4.38)
=1 m=l

Obviously, for any L > 2, (4.38) is true if HL_ll 2 =1forl=1,---,L—1, which
is equivalent to ¢; = 1,/ = 1,--- , L — 1. Thus, the first part of Theorem 4.1 (without
transmission power constraint at each node) is proven. Moreover, (4.38) also holds if
Py, =PP 1=1,--,L—1 Then we have P/ = PP due to P = P{. With
transmission power constraint at individual nodes, there is PlD < plD and PlU < plU,
l=1,---, L. Obviously, to optimize the system performance, all available power should
be exploited, i.e., PZD = plD and Pl = Pl ,0=1,---, L. Thus, we have pgﬂ_l = plD,l =
1,---, L, and the second part of Theorem 4.1 (with transmission power constraint at

individual nodes) is proven.

4.B Proof of Theorem 4.2

With an SIC receiver, the source symbols are detected successively with the last symbol
detected first and the first symbol detected last, and the interference from detected
symbols is subtracted. Therefore, the SINRs of data streams at the destination node

can be written as

L—1 2
w! @ (H/F{)HLvi| p

i

U _ =1
SINR; = i—1 -1 2 L 1, 1 1 )
21 u’ @ (Hf{Ff{)Hij‘ pit+uf Z( ®1(HﬁFﬁ) Q (FmHm))ui+1

j= =1 =1 "m= m=l

i=1,---,Ny.  (4.39)

For a MIMO relay system employing a DPC transmitter at the source node, the

information-bearing symbols are encoded successively with the first symbol encoded
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first and the last symbol encoded last, and the interference from encoded symbols is
removed. Thus, the SINRs of data streams at the destination node of the DPC-based
downlink MIMO relay channel is given by (4.40)

P, )
SINRf’:P—“, i=1,---,Np, (4.40)
in,t
A 2 N Ny 2
where PSJ = |V (chlHl)ui q; and Pmﬂ' = z (chlHl)uj qj—i—
=I—1 Jj=i+1 =L-1
L
vl z < ® (em—1HnFrn_1) @ (cm_ng_ng))vi + 1. Using (4.39) and (4.40), and
1=2 “m=L m=l

the identity of

Ny i—1

b
ZZC]Z ® CZH{{FZ HLv]‘pj Z Z pl‘v HL® qgF H; uj‘

=1 j=1 =1 i=1 j=i+1 I=L-1

we obtain from zg\ﬁ’l SINRY = zg\ﬁ’l SINRP the expression of PP as in (4.33), and the
steps in (4.34)-(4.38) remain valid. Thus Theorem 4.2 is proven.



Chapter 5

Interference MIMO Relay

Systems

In this chapter, we consider an interference MIMO relay system where multiple source
nodes communicate with their desired destination nodes concurrently with the aid of
distributed relay nodes all equipped with multiple antennas. We provide a brief overview
of existing works on interference systems in Section 5.1. In Section 5.2, the system model
of an interference MIMO relay network is introduced. An iterative joint power control
and beamforming algorithm is developed in Section 5.3 to minimize the total source
and relay transmit power such that a minimum SINR threshold is maintained at each
receiver. Section 5.4 shows the simulation results which justify the effectiveness of the

proposed algorithm under various scenarios. The chapter is summarized in Section 5.5.

5.1 Overview of Existing Works on Interference Systems

In a large wireless network with many nodes, multiple source-destination links must
share a common frequency band concurrently to ensure a high spectral efficiency of
the whole network [1]. In such network, CCI is one of the main impairments that de-
grades the system performance. Developing schemes that mitigate the CCI is therefore
important.

By exploiting the spatial diversity, multi-antenna technique provides an efficient
approach to CCI minimization [1, 2]. When each source node has a single antenna and

the destination nodes are equipped with multiple antennas, a joint power control and
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receiver beamforming scheme is developed in [34] to meet the SINR threshold with the
minimal transmission power. A joint transmit-receive beamforming and power control
algorithm is proposed in [91], when the source nodes also have multiple antennas. Due
to the transmit diversity, the total transmit power required in [91] is less than that in
[34].

In addition to the transmit and/or receive beamforming considered in [34] and [91],
distributed /network beamforming technique [92] can further increase the reliability of
the communication link even if the direct path between the transmitter and the receiver
is subject to serious degradation, especially for long-distance communication. The net-
work beamforming scheme stems from the idea of cooperative diversity [93]-[94], where
users share their communication resources such as bandwidth and transmit power to
assist each other in data transmission. The optimal relay matrix design has been re-
cently studied for the MIMO broadcast channel [95] and the point-to-point MIMO relay
channel [22], [23]. In [96], a decentralized relay beamforming technique has been de-
veloped considering a network of one transmitter, one receiver, and several relay nodes
each having a single antenna. In [97], a wireless ad hoc network consisting of multiple
source-destination pairs and multiple relay nodes, each having a single antenna, is con-
sidered, where the network beamforming scheme is used to meet the SINR threshold
at all links with the minimal total transmission power consumed by all relay nodes.
Relay beamformers are designed in [98] for multiple-antenna relay nodes with single-
antenna source-destination pairs. The non-regenerative MIMO relay technique has been
applied to multi-cellular (interference) systems in [57] where transceiver beamformers
are designed using the partial zero-forcing (PZF) technique.

However, it is assumed in [57, 97, 98] that each source node uses its maximum
available transmit power. Such assumption not only raises the system transmit power
consumption, but also increases the interference from one user to all other users. This
indicates that the beamforming and the power control problem should be considered
jointly as in [34] and [91].

In this chapter, we consider a two-hop interference MIMO relay system consisting
of L source-destination pairs communicating with the aid of K relay nodes to enable
successful communication over a long distance. Each of the source, relay and destination
nodes is equipped with (possibly different number of) multiple antennas. The amplify-

and-forward scheme is used at each relay node due to its practical implementation
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simplicity. In fact, these relay nodes assist in CCI mitigation by performing distributed
network beamforming?.

We aim at developing a joint power control and beamforming algorithm such that the
total transmission power consumed by all source nodes and relay nodes are minimized
while maintaining the SINR at each receiver above a minimum threshold value. Com-
pared with [96]-[98], we not only use the network beamforming technique at the relay
nodes, but also apply the joint transmit-receive beamforming technique for multiple-
antenna users to mitigate the CCIL. In contrast to [57], we develop an iterative technique
to solve the total power minimization problem rather than using the suboptimal PZF
approach. Moreover, transmit power control is used in our algorithm to minimize the
total transmit power and the interference to other users, which is not considered in
[57, 96-98].

A two-tier iterative algorithm is proposed to jointly optimize the source, relay and
receive beamformers, and the source transmission power. We update the relay beam-
former in the outer loop using fixed source power, transmit beamformers, and receive
beamformers. Since the relay beamforming optimization problem is nonconvex, we use
the SDR technique to transform the problem into an SDP problem which can be effi-
ciently solved by interior point-based methods. Then in each iteration of the inner loop,
we optimize the receive beamformers first with fixed transmit and relay beamformers
and source power. Next, we update the source power such that the target SINR is just
met with given transmit, relay and receive beamformers. Finally in the inner loop, we
update the transmit beamformers with known transmit power, relay beamformers, and
receive beamformers. Numerical simulations are carried out to evaluate the performance

of the proposed algorithm.

5.2 Interference MIMO Relay System Model

We consider a two-hop interference MIMO relay system with L source-destination pairs
as illustrated in Fig. 5.1. Each source node communicates with its corresponding

destination node with the aid of a network of K distributed relays in order to enable

L Although the relay beamforming matrices are optimized by a central processing unit in our algo-
rithm, the relay beamforming operation is indeed distributed in the sense that the relays are geographi-
cally distributed and they perform beamforming only using their own received signal without exploiting

the information on the received signals at other relay nodes.
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successful communication over a long distance. The direct links between the source
nodes and the destination nodes are not considered as they undergo much larger path
attenuations compared with the links via relays. The source and destination nodes of
the [th link are equipped with Ny ; and Ng; antennas, respectively, whereas the kth relay
node is mounted with IV, ; antennas. Note that the sum of the transmitting antennas
of all source nodes must be smaller than the sum of the relay antennas. Also, for single-
stream transmission from each source node, the number of receiving antennas at each
destination node must at least equal to the total number of transmitters L in order to

suppress L — 1 independent interferences simultaneously.

lnd,l

Iy

.

bL;Y

Ny

Nar

Figure 5.1: Block diagram of an interference MIMO relay system.

We assume that all relay nodes work in half-duplex mode as in [96]-[98]. Thus the
communication between the source-destination pairs is completed in two time slots. In
the first time slot, the /th source node transmits an Ng; X 1 signal vector b;s;, where
s; is the information-carrying symbol and by is the transmit beamforming vector. The
received signal vector at the kth relay node is given by

L

Yrk = Z Hy b;s; +n, k=1,--- K
=1

where Hy,; is the IV, X Ng; MIMO channel matrix between the /th transmitting node
and the kth relay node and n,j is the N, x 1 additive Gaussian noise vector at the
kth relay node.

In the second time slot, the kth relay node multiplies its received signal vector by
an Nyj X N, complex matrix Fj and transmits the amplitude- and phase-adjusted
version of its received signal. Thus the N, x 1 signal vector x, transmitted by the

kth relay node is given by

Xr,k = FkYr,ka k= 1, e ,K. (51)
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The received signal at the /th destination node is obtained as the weighted sum of the

received signals at each antenna element of that node, and is given by

K
H
Yd, = W] E Gy pXe ) +1nqy

k=1
K L

= le (Z G Fy <Z Hy mbmsm + nr,k> + nd,l> , I=1,---,L (5.2)
k=1 m=1

where Gy, is the Nq; x N, MIMO channel matrix between the kth relay node and the
Ith destination node, w; and nq; are the Nq; x 1 receive beamforming weight vector and
the additive Gaussian noise vector at the [th destination node, respectively. We assume

that all noises are independent and identically distributed (i.i.d.) complex Gaussian
2

noise with zero mean and variance o;.

Let us introduce the following definitions

T _
hl £ |:(H1,lbl)Ta"' a(HK,lbl)Ti| € GNrX1, I = 1’ aL

Gy 2 [Gpy,eee Gr € @M =1L

F £ blkdiag (F1,Fs, - ,Fx) € EN:x N
n, 2 [ngh... ’HZ:K]T c eerl

where N, £ Zle N, j. Here by can be viewed as the effective first-hop channel vector
between s; and all relay nodes, Gy is the MIMO channel matrix between all relay nodes
and the [th receiver, F is the effective block-diagonal relay precoding matrix, and n, is
a vector containing the noises at all relay nodes. Using these definitions, (5.2) can be

rewritten as

L
yay = wi GiF (Z hysm + ﬁr> +w/'ng,

m=1
L
:W{{<Z¢ml8m+nl>7 l=1,---,L (53)
m=1

where 1, = G,Fh,, is the equivalent vector channel response between the mth source
node and the /th destination node, and n; £ G;Fn, + ng is the equivalent noise vector
at the [th receiver.

From (5.3), the total power of the received signal at the destination node of the Ith
link is given by

L
E [yawis = Y omW Yupfiwi+wliCwi,  1=1,--- L (5.4)

m=1
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where C; £ JI%GZFFHG{{ +01211Nd,z is the covariance matrix of n;. Here we assume that
E [|sl|2] = p; is the transmit power of the [th information-carrying symbol. Based on

(5.4), the SINR at the [th destination node is given by

H i
PIw; Py by w
L H )
Zm;él melH"/’ml"pmlWl + WlHClWl

I = l=1,---,L. (5.5)
Using (5.1), the transmission power consumed by the kth relay node can be expressed
as

fyk:truﬂxnmdgn::tﬂF%Rkufy k=1,--- K (5.6)

where Ry 1, =S E[yr7kyfk] = Zlellekalb{{HkHJ + Ur%INr,k is the covariance matrix of
the received signal vector at the kth relay node. Using (5.6), the total transmit power

consumed by the whole network can be expressed as

K L
Pr=) P+> pbi'b. (5.7)
=1 =

5.3 Joint Power Control and Beamforming

Let us define the relay beamforming vector f from the relay amplifying matrices Fy, - - -,

Fg as
f; 2 vec(Fy)

f = : e eNexl (5.8)
fre £ vec(Fr)

where N, £ Zle Nzk, and vec(-) stands for a vector obtained by stacking all col-
umn vectors of a matrix on top of each other. In this section, we design the source
transmit power vector p = [p1,pa2,---,pr]?, the relay beamforming vector f, trans-
mit beamforming vectors {b;} £ {b;,l = 1,---, L}, and receive beamforming vectors
{w;} £ {w;,l = 1,---, L}, such that a target SINR threshold v, > 0,1 = 1,--- , L, is
maintained at the [th destination node with the minimal Pp. The optimization problem
can be written as

min P 5.9a
pf bk fwi) (5.92)

s.t. I >, l=1,---,L. (5.9b)

The problem (5.9) is nonconvex due to the constraints in (5.9b). We propose a two-
tier iterative algorithm to efficiently solve the problem (5.9). In the following, we solve

corresponding subproblems to optimize each variable.
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5.3.1 Receive beamforming

The optimal receive beamforming vectors w;, | = 1,---, L, for fixed p, f, and {b;}
can be obtained such that it minimizes the noise-plus-interference power at the receiver

under the condition of unity gain for the signal of interest, which can be written as

L
min Y pnw/ i wi + w Crw, (5.10a)
wi

m=#l
st wilapy, = 1. (5.10b)

The unity gain condition ensures that the desired signal is unaffected by beamforming.

Using the Lagrangian multiplier method, the solution to the problem (5.10) is given by

oy

W= g1
Y 2 Yy

(5.11)

where ®; £ za £l pmzpmlngl + C; is the interference-plus-noise covariance matrix at

the lth receiver.

5.3.2 Transmit power allocation

To obtain optimal p with given beamforming vectors f, {b;}, and {w;}, we reformulate

the problem (5.9) as

min Pr (5.12a)
P

H
s.t. LN >q, l=1,---,L (5.12b)

where H is an L x L covariance matrix such that [H],,; = WlH't/Jml'(/ngwl and 7y =
wi Cyw;. Here for a matrix A, [A]; ; indicates the (i, j)th element of A. In the optimal
power allocation, the transmit power of each user is set to the minimum required level
such that the target SINR is just met [34], [91]. That is, the constraints in (5.12b)
should hold with equality as

- pi[Hl —y,  l=1,---,L (5.13)
Zm7él Pm[H] g + 7y
which can be equivalently rewritten as
M - —
PL= > pmHlpg+n ),  1=1,-- L (5.14)

) m#l
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Equation (5.14) can be written in matrix form as
p=Hp+u (5.15)

9 0 m =1

where |H = - - ,and uis an L x 1 vector whose [th element is
e S

given by vy /[H];;, { =1,--- , L. From (5.15), it can be seen that the optimal solution

to the problem (5.12) is given by

p=(I,-H) 'u (5.16)

5.3.3 Transmit beamforming

With given p,f and {w;}, the optimal {b;} can be obtained simply by swapping the
roles of the transmitters and the receivers as in [99]. First we rewrite the objective
function by substituting P, 5 in (5.6) into (5.7) as

L K
Pr=> p|> tr(Qrbbf’) +bf'b| + 02> tr(FFY) (5.17)
=1 Lk=1 k=1
where Qy; =S HﬁleHFka,l. Let us now denote Q; £ Zszl Qg and b, £ (Ql +
1
In,,)2b;. Thus (5.17) can be equivalently written as

L K
Pr =Y pb{b+ 02> tr(FeF}). (5.18)
I=1 k=1
Since the equivalent noise n; at the lth destination node is non-white, we need to
perform the pre-whitening operation before we swap the roles of the transmitting and
the receiving nodes. After the pre-whitening and receive beamforming operations, the
received signal at the [th destination node can be expressed as
He 3 & = . He 3
ya, =w; C;, *GF Z H,,b,,5, +10, | +w;"C; *nq;

m=1

L _ ~ _1 . _1
:le<Z Gnibmsm + C; 2GiFi, + C, Qnd7l> ., l=1,---,L (5.19)

m=1

. T
where H; £ [HlTJ, e ,H%l} is the equivalent MIMO channel between the Ith source

_ _1 . ~ _1
node and all relay nodes and Gy, ; =S C, *’G,FH,, (Qm + INs,m) 2,



5.3. Joint Power Control and Beamforming 85

It can be seen from (5.19) that the equivalent noise is now white, and the received
SINR in the lth virtual link (where f);k is the receive beamforming vector and w; becomes

the transmit beamforming vector) can be expressed as

B = BT HB*
I=—7 ~p£Tl E”gg ! ——, l=1,---,L. (5.20)
Zm;ﬁl Pmby §u&mb] + by by

Here &,,; = GI w

LmWms Pi is the transmit power in the /th virtual link. Note that since

the noise in the original link is pre-whitened before we swap the roles of transmitters
and receivers, the equivalent virtual link noise is also white with unit-variance. Thus,
the corresponding noise power after the receive beamforming is given by ILN)lTlf)}k in (5.20).

The optimal {b}} can be obtained from (5.20) by solving the following problem for
eachl=1,---,L

L
min Y pmby &,,65b; + b/ b] (5.21a)
b;

m#l
st. blg, =1. (5.21b)

The solution to this problem is given by
~1
-, 97 5 99
Il = Ho—1 ( : )
£ O, &u
where @; £ an 21 Pl + 1 N,, is the noise-plus-interference covariance matrix at

the Ith receiver of the virtual link. The transmit power of the virtual link can be

obtained as

p2(I,-G)'a (5.23)
. 0, m=1 A ybTH
where (Gl;,, = - S ~ ,and Q) & otk | =
(G, {Wb,irﬁmlﬁﬁlbz /(b] €u&iibr), m#1 [ bl &,&1/b]
1,--+, L. Here for a vector v, [v]; stands for the [th element of v.

5.3.4 Relay beamforming

In this subsection we optimize the relay amplifying matrices such that the total relay
transmit power is minimized while satisfying the SINR constraints in (4.9b). First, (5.4)

can be rewritten as
L

E [yd,ly;l] :Z pmtr(éf{wlleGlFflmflgFH) + aﬁtr(él]{wlleGlFFH) + owilw,
m=1

L
> tr(Rg FRymF7) + oltr (R FFY) + ofwfiw;, 1=1,--- L (5.24)

m

I
A
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where Ry ; = GIHWlleGl, l=1,---,L, and Ry, = pmflmfl%, m =1,---,L. Using
(5.24), the SINR of the Ith link in (5.5) can be expressed as
tr(Ry, FRy FH)

I, = . l=1,---,L. (5.25)
tr(Rg,lF( an# Ry,m + UI%INr)FH) + o2wllw

Applying the fact that tr(APBAC) = vec(A)? (CT® B)vec(A) [100], where &
denotes the matrix Kronecker product, (5.25) can be expressed as
Vec(F)H(REJ QRg,)vee(F)

T, = N =1, L (5.26)
Vec(F)H(REJ QRg ) vee(F) + o2wilw,

where Ry, £ Z#ﬂ Rim + 02Ly . Let us now introduce the link between f in (5.8)
and vec(F) as vec(F) = Dgf, where Dy € RV N: ig a matrix of ones and zeros and is
constructed by observing the nonzero entries of vec(F). Note that Dy does not depend
on the exact numeric value of vec(F), instead it depends on the way the entries of f are

taken to form vec(F). As an example, for a system with two relay nodes each having

F 0 .
1 2x2 :| Wlth F1 = [fl,l,fLQ] and F2 = [f271,f2,2],
O2x2 Fo

where f; ;, 4,7 = 1,2, are 2 x 1 vectors and 0,,x, denotes an m x n matrix with all zero

two antennas, there is F = [

elements. In this case, we have
T T T 71T T oI oI T 1T
vec(F) = [f171701><27f172701><2701><27f271701><27f272] ) f= [f1717f1727f2,17f2,2} .

Therefore, to obtain vec(F) = Dgf, matrix Dy should be constructed as

I O4x2  O1ox2 O9x2
Dp=| 02 DI Iy 0122

0122 Oiox2 Oax2 Ip
Now (5.26) can be rewritten as

_ t"DE(Ry, @Ry ) Drf
fHD%: (Rg,l ® RgJ)DFf + O’%WZHWl ’

I, I=1,--- L. (5.27)

From (5.8), we have f, = Dyf, k = 1,--- | K, with Dy, € RNI'QJCXNT defined as Dy, =
[Dg,1,- -+ , Dy k], where Dy, = In2 yn2, and Dy = Onz, xn2 > j=1-- K, j#k.
By using the identity of tr(A” AB) = vec(A)” (BT @ I,,)vec(A) for A, B € €"*" [100],

the transmit power of the kth relay node in (5.6) can be expressed as

P =fI(R], ®1Nr’k)fk = "D (R}, ®INM)Dkf, k=1,--,K. (5.28)
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Using (5.27) and (5.28), with given p, {b;} and {w;}, the problem (5.9) can be refor-

mulated as the following nonconvex QCQP problem

mfin fHAF (5.29a)

s.t. fIBf > Wlaglewl, l=1,---,L (5.29b)

where we introduce

K
ALY DIR],QIn.,)Di. B, 2 DIR, Q) Ry —wRE; (K Re)Dr,
k=1

l=1,---,L.  (5.30)

The problem (5.29) is non-convex, since B; in (5.30) can be indefinite. In the
following, we resort to the SDR technique [101]-[102] to solve the problem (5.29). By

introducing X = f £, the problem (5.29) can be equivalently rewritten as

m)én tr(AX) (

st. tr(BiX) > yolwlilw, 1=1,---,L (5.31b
X 0 (5.31c
rank(X) = 1. (5.31d

Note that in the problem (5.31), the cost function is linear in X, the trace constraints
are linear inequalities in X, and the PSD matrix constraint is convex. However, the
rank constraint on X is not convex. Interestingly, the problem (5.31) can be solved by
the SDR technique [101]-[102] as explained in the following. First we drop the rank

constraint (5.31d) to obtain the following relaxed SDP problem which is convex in X.

m)én tr(AX) (5.32a)
st. tr(ByX) > yolwliwy, 1=1,---,L (5.32b)
X = 0. (5.32¢)

SDP problems like (5.32) can be conveniently solved by using interior point methods
at a complexity order that is at most O((L + N2)3%) [66]. One can use, for example,
the CVX MATLAB toolbox for disciplined convex programming [63] to obtain the
optimal X. Due to the relaxation, X, obtained by solving the problem (5.32) is
not necessarily rank one in general. If it is, then its principal eigenvector (scaled by

the square root of the principal eigenvalue of Xgp¢) is the optimal solution fyp to the
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original problem (5.29). If rank(Xopt) > 3 and L < 4, the recent results on Hermitian
matrix rank-one decomposition in [103] can be used to generate the exact optimal
fopt for the problem (5.29) based on Xgpt. Otherwise, we may resort to alternative
techniques such as randomization [101]-[102] to obtain a (suboptimal) f from Xgp.
Different randomization techniques have been studied in the literature [101]-[102]. The
one we choose is summarized in Table 5.1. Note that using this approach, some of the
constraints in (4.9b) may be violated after the randomization operation. However, a
feasible relay beamforming vector can be obtained by simply scaling f so that all the

constraints are satisfied.

Table 5.1: Randomization technique for semidefinite relaxation approach

1. Let X = UXU be the eigenvalue decomposition of X.

2. Choose an N, x 1 random vector v whose elements are independent random variables, uni-

formly distributed on the unit circle in the complex plane, i.e., [v]; = /% i =1,--- N,

where 0; is independent and uniformly distributed on [0, 27).

3. Choose f = US?v which ensures that £7f = tr(X).

Now the original total transmit power minimization problem (5.9) can be solved
by an iterative algorithm as shown in Table 5.2. Here ¢;, ¢+ = 1,2, are small positive
numbers close to zero up to which convergence is acceptable, max stands for the maximal
element of a vector, and the superscript (m) and [n] denotes the number of iterations
at the outer loop and the inner loop, respectively. It can be seen from Table II that the
proposed algorithm iteratively optimizes two blocks of variables: (i) The relay weighting
coefficients f; (ii) The transmit beamformer vectors {b;}, the receive beamformer vectors
{w,}, and the transmit power vector p. With fixed f, we solve the problem of optimizing
{b;}, {w;}, and p through step (3) in Table 5.2. In fact, this problem is similar to
the joint transceiver design problem in a single-hop MIMO interference channel [91].
Therefore, it can be shown similar to [91] that the inner iteration in step (3) converges
to the optimal solution of {b;}, {w;}, and p for a given f. With fixed {b;}, {w;}, and
p, we optimize f through step (2) in Table 5.2.

In numerical simulations we observe that the outer loop converges typically within
3 to 5 iterations, while the inner loop converges usually within 3 iterations. However,

a rigorous analysis on whether the outer loop converges to a locally optimal solution
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Table 5.2: Procedure of solving the problem (5.9) by the proposed iterative algorithm
1. Initialize the algorithm with an arbitrary forward link power vector p(®), virtual link
power vector p(®), and randomly generated transmit beamforming vectors {bl(o)} and

receive beamforming vectors {wl(o)}; Set m = 0.

2. Solve the subproblem (5.32) using known {bl(m)}, {Wl(m)}, and p(™) to obtain X.
If rank(X) = 1, obtain f (m) as the principal eigenvector of X scaled by the square root of

its principal eigenvalue.
If rank(X) > 3 and L < 4, use the approaches in [103] to obtain £(™).

Otherwise

(a) Use the randomization technique in Table 5.1 to obtain f.

(b) Find the most violated constraint in the original problem (5.9) using such f.

(c) Scale f so that the most violated constraint is satisfied with equality to obtain £(™).

3. Set n =0, pl = p0™, (b} = {bj™}, p% = p(™), and

(a) Solve the subproblem (5.10) using given p", {bg"]}, and £(™) to obtain {wl["+1]} as
in (5.11).

(b) Solve the subproblem (5.12) with fixed f("), {bg"]}, and {wl["+1]} to obtain power
vector p["*1 as in (5.16).

(¢) Update the transmit beamforming vectors {b£"+1]} by solving the subproblem (5.21)
with given £(") {Wl["+1]}, and p[™.

(d) Update the virtual link transmit power p*+1] with fixed {bgnﬂ]}, {wl["+1]}, and
£0m) as in (5.23).

() If max ’p[n+1] 7p[n]‘ < &1, then p(m+1) = plr+1], {bl(m+1)} _ {bgn-‘rl]}’ {Wl(m+1)} =
{wl["“]}, p(mth) = plnt1l end of step 3.

Otherwise, let n :=n + 1 and go to step 3a.

4. If max [p(m*1) — p(™)| <, then end.

Otherwise, let m :=m + 1 and go to step 2.

is difficult, due to the coupling between the optimization variables in (4.9b). We also
observe that the proposed algorithm requires less iterations till convergence for lower

target SINR thresholds. Moreover, it can be seen from Table 5.2 that the amount
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of computations required for the convergence of the inner loop is much smaller than
the computation involved in solving the SDP problem in the outer loop. Therefore,
the overall computational complexity of the proposed algorithm can be estimated as
O(e(L 4+ N2)35) with ¢ between 3 and 5.

Before moving to the next section, we would like to comment on several issues related
to the implementation of the proposed algorithm in practice.

Remark 1: The channel state information (CSI) on {Hy;} £ {Hy, k=1,--- ,K,l =
1,---,L} and {Gyx} £ {Gip,l = 1,--- ,L,k = 1,--- K} is required in the proposed
algorithm. Since the perfect CSI is not available in a real communication system due to
limited feedback and /or inaccurate channel estimation, robust designs can be considered
in case of imperfect CSI. A worst-case based robust relay matrices design for interference
relay system has been proposed in [98] where each source and destination node has a
single antenna (i.e., only f needs to be optimized). However, when all source and
destination nodes have multiple antennas, the worst-case based robust design becomes
extremely challenging since the worst-case SINR I'; is a very complicated function of f,
{b;}, {w;}, and p. Alternatively, we can try the statistically robust design [104], where
we average over the mismatch between the true and the estimated CSI. However, the
statistical expectation of I'; in (5.5) with respect to all channel matrices turns out to
be an extremely complicated expression of the design variables f, p, {b;}, and {w;}.
This makes the statistically robust design problem every difficult to solve. The impact
of imperfect CSI on the performance of the proposed algorithm will be studied through
numerical simulation in Section 6.4.

Remark 2: The procedure in Table 5.2 needs to be carried out by a central processing
unit due to the requirement of the global CSI. With the advancement of modern chip
design, the amount of computation O(c(L + N2)*5) can be handled by the central
processing unit. Nevertheless, it is interesting to investigate distributed algorithms that
can solve the problem (5.9). In fact, the inner loop in step (3) of Table 5.2 is easier
than step (2) for a distributed implementation. The reason is that in step (2), an SDP
problem needs to be solved, which is difficult to be implemented in a distributed manner.

Remark 3: In practical applications, to meet the SINR requirements (4.9b), some
nodes may require larger transmission power that exceeds their available limit. A possi-
ble way out to this problem is to identify the SINR constraints that produce the largest
increase in terms of transmit power first, and then relax those constraints in order to

reduce the required power using a perturbation analysis [105]. Alternatively, one may
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apply an admission control algorithm first to maximize the number of links possibly

served, and then perform optimal power allocation [106].

5.4 Numerical Examples

In this section, we study the performance of the proposed joint power control and
beamforming algorithm for an interference MIMO relay system through numerical sim-
ulations where all nodes are equipped with multiple antennas. For simplicity, we assume
M =% Nsjy = Ngy Ngg = Ny, l = 1,--- L, and Ny, = N;, k=1,--- K, in all sim-
ulations. All noises are i.i.d. complex circularly symmetric Gaussian noise with zero
mean and unit variance (i.e., 02 = 1). The channel matrices have entries generated
as i.i.d. complex Gaussian random variables with zero mean and variances 0}21 and
of for {Hy} and {Gyy}, respectively. All simulation results are averaged over 500
independent channel realizations.

For the proposed algorithm, the procedure in Table 5.2 is carried out in each sim-
ulation to obtain the power vector p, transmit beamforming vectors {b;}, relay beam-
forming vector f, and receive beamforming vectors {w;}. To initialize the algorithm in
Table 5.2, we randomly generate the transmit and receive beamforming vectors {b;}
and {w;}, respectively, along with arbitrary transmit power vector p and virtual power
vector p.

In the first example, we compare the performance of the proposed joint power con-
trol and beamforming algorithm (Proposed TxRxBF) with the relay-only beamforming
without power control (RoBF-NPC) scheme studied in [97], [98] and the conventional
SVD-based transmit beamforming approach (SVD-based TxBF). For the SVD-based
TxBF scheme, we choose b; as the principal right singular vector of H;. Then we up-
date the transmit power vector p, relay beamforming vector f and receive beamformers
{w,} based on the proposed structure. We plot the total power consumed by all source
nodes and relay nodes versus the target SINR threshold v (dB). Two channel fading
environments are simulated: (i) Both {Hy;} and {G;} have Rayleigh fading; (ii) Only
{Hj,;} has Rayleigh fading while {Gy} has Ricean fading with a Ricean factor of 5.
Fig. 5.2 shows the performance of all three algorithms for L = 2, K = 15, Ny = N; = 2,
Ngq =4, 0121 =15, and O'g = 10. It can be seen from Fig. 5.2 that the proposed algorithm
requires significantly less total power compared with the other two schemes in both

Rayleigh and Ricean fading environments.
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Figure 5.2: Total power versus target SINR. L = 2, K = 15, Ny = N, = 2, Ng = 4,

0}21 = 15, and Ug = 10.

Note that the RoBF-NPC scheme performs better in Ricean fading channel whereas
the performance of the other two approaches degrades under Ricean fading environment.
This can be explained as follows. In the RoBF-NPC scheme, each transmitter and re-
ceiver has a single antenna as in [97] and [98], which indicates that the relay-destination
channels {G; 1} are in fact multiple-input single-output (MISO) channels. Therefore the
LOS path component improves the system performance. For the other two schemes, the
relay-destination channels are MIMO channels. In MIMO Ricean channels, the benefit
of scattering environment reduces due to the LOS component. This weaker scattering
component causes the performance degradation. Similar phenomenon has been observed
in [107] for point-to-point MISO and MIMO Ricean channels.

In the second example, we vary the number of transmit antennas Ny to show the
effect of transmit diversity with L =2, K =8, N, = 2, Ng = 4, 0}21 = 15, and O'g = 10.
Fig. 5.3 indicates the significance of transmit beamforming in the proposed algorithm.
It is obvious from Fig. 5.3 that with the increase in the spatial dimension of the transmit
beamformers the performance of the proposed algorithm keeps improving.

In the next example, we study the performance of the proposed algorithm for dif-
ferent number of relays K with L = 2, Ny = N, = 2, Ng = 4, 0}21 = 15, and Ug = 10.
The total power required for K = 10,12, and 15 versus ~ (dB) is displayed in Fig. 5.4.
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Figure 5.3: Total power versus target SINR for different number of transmit antennas.

L=2,K=28, N, =2, Ng=4, 07 =15, and o} = 10.
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Figure 5.4: Total power versus target SINR for different number of relays.
Ny=N, =2, Ng=4, 0 =15, andag2:10.

L =2,


./ch5_inter_ch/diffNs.eps
./ch5_inter_ch/diffK.eps

94 Chapter 5. Interference MIMO Relay Systems

—o--N =2 Phd
r o
+Nr=3 Pt
4, —
9]
E
g 3.5 i
I
o
'_
3, -
2.5 .
1 1 1 1
0 5 10 15 20 25
y (dB)

Figure 5.5: Total power versus target SINR for different number of relay antennas. L = 3,

K =12, Ny=2, Ng =4, of =15, and o} = 10.

As expected, if we increase the number of relays the proposed algorithm requires less
power since more relays provide more spatial diversity. We also show the impact of the
number of relay antennas N, in Fig. 5.5. This time, we set L = 3, K = 12, Ny = 2,
Ny = 4, 0}21 = 15, and ag = 10 and the total power required for N, = 2 and 3 versus
v (dB) is displayed. Note that with the increase in the number of relay antennas, the
performance of the proposed scheme improves but at the same time, the computational
complexity of solving the problem (5.32) significantly increases. Therefore, it is impor-
tant to make a tradeoff between the performance and complexity based on the system
requirements and the available resources.

In the next two examples, we study the impact of channel quality on the proposed
algorithm. We assume that a larger variance of channel coefficients indicates a better
channel. The impact of different 0}21 and O'é on the proposed algorithm is shown in
Fig. 5.6 and Fig. 5.7, for O'é =10 and 0}21 = 10, respectively. In these examples, we set
L=2 K =8 Ny = Ng =4, and N, = 2. A careful inspection of Figs. 5.6 and 5.7
reveals that the effect of channel variance of either hop is not homogeneous in general,
but the results clearly demonstrate that the proposed algorithm performs better as the
channel quality improves.

Next, we study the effect of channel interferences on the proposed algorithm. By
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Figure 5.6: Effect of the first-hop channel quality. L =2, K =8, Ny = Ngq =4, N, = 2,
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Figure 5.7: Effect of the second-hop channel quality. L =2, K =8, Ny = Ngq =4, N, = 2,

and 0}21 =10.
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increasing the number of source-destination pairs L, the interfering signal received at
each destination node is also increased. The performance of the algorithm for different L
is illustrated in Fig. 5.8 for K = 12, Ny = N, =2, Ngq = 4, 0}21 =15, and O'; = 10. From
this figure it is clear that if there are more active users communicating simultaneously

in the system, we need more power to achieve the same target SINR threshold ~.
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Figure 5.8: Total power versus target SINR for different number of users. K = 12,
Ng= N, =2, Nd:4,0}21:15, andagzlo.

In the last example, we study the impact of imperfect CSI on the performance of the
proposed algorithm. The mismatch between the true CSI and the estimated CSI is mod-
elled as complex Gaussian matrices with zero-mean and unit-variance entries. Fig. 5.9
shows the performance of all three algorithms for L = 2, K = 12, Ny = N, = 2, Ngq = 4,
O'ﬁ =12, and O'g = 10. Clearly, the proposed algorithm outperforms the existing tech-
niques with both perfect and imperfect CSI. Note that at very low (close to 0dB) target
SINR, the RoBF scheme requires almost the same total power regardless the perfect
CSI or imperfect CSI, because it does not involve any transmit/receive beamforming
technique. The transmitters use their maximum available power budgets to transmit
the signals. Thus, the total power varies only for relay beamforming resulting in little
difference between total powers considering perfect and imperfect CSI at a low target

SINR level.
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Figure 5.9: The impact of the CSI mismatch on the tested algorithms. L =2, K = 12,
Ny =N, =2, Ng =4, 0}21:12, andag2:10.

5.5 Chapter Summary

In this chapter, we considered a two-hop interference MIMO relay system with dis-
tributed relay nodes and developed an iterative technique to minimize the total transmit
power consumed by all source and relay nodes such that a minimum SINR threshold is
maintained at each receiver. The proposed algorithm exploits beamforming techniques
at the source, relay, and destination nodes in conjunction with transmit power con-
trol. Simulation results demonstrate that the proposed power control and beamforming

algorithm outperforms the existing techniques.
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Chapter 6

Channel Estimation of Dual-Hop
MIMO Relay System

In this chapter, we develop a novel channel estimation algorithm for two-hop MIMO
relay systems using the parallel factor (PARAFAC) analysis. After a brief review of ex-
isting MIMO channel estimation techniques in Section 6.1, we introduce the PARAFAC
data model of a two-hop AF-MIMO relay communication system in Section 6.2. The
proposed channel estimation algorithm is developed in Section 6.3. The algorithm pro-
vides the destination node with full knowledge of all channel matrices involved in the
communication. Compared with existing approaches, the proposed algorithm requires
less number of training data blocks, yields smaller channel estimation error, and is ap-
plicable for both one-way and two-way MIMO relay systems with single or multiple
relay nodes. In Section 6.4, we show some numerical examples to demonstrate the ef-
fectiveness of the PARAFAC-based channel estimation algorithm. Section 6.5 briefly

summarizes the chapter.

6.1 Existing MIMO Channel Estimation Techniques

For the MIMO relaying algorithms developed in Chapters 2-5, the instantaneous CSI
knowledge of both the source-relay link and the relay-destination link is required at
the destination node to estimate the source signals. Moreover, in order to optimize the
source and /or relay matrices, the instantaneous CSI knowledge of both links is needed to

carry out the optimization procedure [20, 22, 25, 27, 35-37, 44, 59, 86]. When the direct
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source-destination link is considered, the CSI knowledge of the direct link is also required
at the destination node to estimate the source signals [108]. However, in practical
relay communication systems, the instantaneous CSI is unknown, and therefore, has
to be estimated. Recently, a tensor-based channel estimation algorithm is developed
in [109] for a two-way MIMO relay system. Since the algorithm in [109] exploits the
channel reciprocity in a two-way relay system, its application in one-way MIMO relay
systems is not straightforward. In [110], a relay channel estimation algorithm using
the least-squares (LS) fitting is proposed. The performance of the algorithm in [110]
is further analyzed and improved by using the weighted least-squares (WLS) fitting in
[111]. However, the number of training data blocks required in [110] and [111] is at
least equal to the number of relay nodes (antennas), resulting in a low system spectral
efficiency. For amplify-and-forward relay networks with single-antenna source, relay, and
destination nodes, the optimal training sequence is developed in [112]. A superimposed
training based channel estimation algorithm has been developed recently for OFDM
modulated relay systems in [113]. The optimal training sequence is derived in [114] for
a MIMO relay system with one multi-antenna relay node. However, for systems with
distributed relay nodes which do not cooperate with each other, the result in [114] can
not be used.

There are two major challenges in channel estimation for MIMO relay systems.
Firstly, for most applications, the CSI on the compound source-relay-destination channel
alone is not sufficient. In fact, the CSI of each hop is required at the destination node to
perform signal retrieving and system optimization. Secondly, relay nodes (in particular,
non-regenerative distributed relays) often have limited computation capacity. Thus,
channel estimation is usually carried out at the destination node, not at the relay nodes
[109-113]. In this chapter, we address these two challenges by proposing a novel MIMO
relay channel estimation algorithm based on the PARAFAC analysis [115-117]. The
proposed algorithm provides the destination node with full knowledge of all channel
matrices involved in the communication. The contributions of this chapter can be
summarized as follows. Firstly, compared with algorithms in [110] and [111] where the
number of training data blocks should be at least equal to the number of relay nodes
(antennas), the number of training data blocks required in the proposed algorithm can
be less than the number of relay nodes (antennas). In particular, we show that when
the number of relay nodes (antennas) is smaller than the number of antennas at the

source node and the destination node, as few as two training data blocks are sufficient
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to estimate all channels. Thus, the proposed algorithm has a higher spectral efficiency
than those in [110] and [111]. Secondly, in this chapter, the initial estimation of channel
matrices is improved by a linear MMSE (LMMSE) algorithm, which yields a smaller
estimation error than the WLS fitting applied in [111]. Thirdly, in contrast to [109],
the proposed algorithm is applicable for both one-way and two-way relay systems with

single or multiple relay nodes.

In the proposed algorithm, the MIMO channel matrix of the direct source-destination
link in one-way relay systems is estimated by the LS approach. For the source-relay-
destination link in both one-way and two-way relay systems, we show that under a
mild condition of the channel training data block length, the MIMO channel matrices
of both hops can be estimated up to permutation and scaling ambiguities, which are
inherent to the PARAFAC model. To remove the permutation ambiguity, we exploit
the knowledge of the relay factors available at the destination node during the channel
training period. Then by using a bilinear alternating least-squares (BALS) algorithm,
the channel matrix of each hop can be estimated up to some scaling ambiguity, which

can be resolved through normalization as in [110], [111], [116].

Since during the training period, the noise at the relay nodes is amplified and for-
warded to the destination node, the effective noise vector at the destination node is
non-white. Taking this fact into account, we propose an LMMSE approach to further
improve the channel estimation, by exploiting the initial estimate of the relay-destination
channel. We show that the proposed BALS and LMMSE algorithms can also be applied
for channel estimation in two-way MIMO relay systems. Numerical examples demon-
strate the effectiveness of the proposed PARAFAC-based channel estimation algorithm
compared with existing techniques. We would like to mention that in this chapter, for
notational convenience, we consider a narrowband single-carrier system. However, our
algorithm can be straightforwardly applied to estimate the MIMO channel matrices in

each subcarrier of a broadband multi-carrier relay communication system?.

'In a multicarrier communication system, the spectral correlation among subcarriers can be exploited
to reduce the computational complexity and improve the quality of channel estimation [118]. Exploiting

such correlation in multicarrier MIMO relay channel estimation is an interesting future topic.
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6.2 System Model

We consider a two-hop MIMO communication system where the source node transmits
information to the destination node with the aid of R relay nodes as shown in Fig. 6.1.
The source node and the destination node are equipped with Ny > 2 and Ny > 2 anten-
nas, respectively, while the ith relay node has M; antennas, i = 1,--- , R. Since several
practical constraints such as power consumption, implementation costs and spatial effi-
ciency make half-duplex relays more appealing for wireless applications than full-duplex
relays, in this chapter, we consider half-duplex relays as in [109-114] (i.e., each relay
node does not receive and transmit signals simultaneously). Thus, the communication
process between the source and destination nodes is completed in two time slots. In the
first time slot, the N x 1 modulated signal vector ug(t) is transmitted to all relay nodes

and the destination node, and the received signal vectors are respectively given by

yr,i(t) = Hsr,ius(t) + Vr,i(t)7 1= 17 T 7R

yd(t) = Hsdus(t) + Vd(t) (6.1)

where y,;(t) is an M; x 1 received signal vector at the ith relay node, yg4(t) is an
Ng x 1 received signal vector at the destination node, Hy, ; is the M; x Ny MIMO fading
channel matrix between the source node and the ¢th relay node, Hyy is the Ny x Ny
MIMO source-destination channel matrix, v, ;(¢) is an M; x 1 noise vector at the ith
relay node, and v4(t) is the Ng x 1 noise vector at the destination node. We assume
that all noises are independent identically distributed (i.i.d.) complex Gaussian noise

with zero mean and unit variance.

Figure 6.1: Two-Hop MIMO relay system with R relay nodes.
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In the second time slot, the source node is silent, and each relay node amplifies
the received signal vector with matrix R; and forwards the amplified signals to the
destination node. We assume that relay nodes are synchronized during transmission?

as in [25], [110], and [111]. The received signal vector at the destination node is

R R
ya(t+1) = Z H,q:RiHsus(t) + Z H,q;Rivy;(t) + va(t +1)
i=1 i=1
= HrdRHsrus(t) + Hrder(t) + Vd(t + 1) (6.2)

where H,.q; is the Ny x M; MIMO fading channel matrix between the destination node
and the ith relay node, and v4(t + 1) is an Nz x 1 noise vector at the destination
node at time ¢ + 1. Here H,, £ [H;FM,--- ,H;R]T is the M x Ny (M = Zf;l M)
MIMO channel from the source node to all relay nodes, H,4 = Hyq1,-- ,Hpqr| is
the Ny x M channel matrix between all relay nodes and the destination node, v,.(t) =
[szl (t),--- ,VZ:R(t)]T is an M x 1 vector stacking the noise at all relay nodes on top of
each other, and R 2 blkdiag[Ry,--- ,Rg] is an M x M block diagonal matrix containing
all relay matrices. We assume that H,., H,4, and Hyg have complex Gaussian entries
with zero-mean and variances of 1/Ny, 1/M, 1/(8Ny), respectively®. Depending on the
environment, the elements in each channel matrix can be independent or correlated [12].
We assume that the channel correlation knowledge is not available at the destination
node and thus can not be exploited. All channels are quasi-static block fading which
means they are constant over some time interval before changing to another realization.

Combining (6.1) and (6.2), the received signals at the destination node over two time

slots are given by

HrdRHsr] ws(t) + {Hrder(t) vt (6.3)

t =

v = | o
Due to its lower computational complexity, a linear receiver is used at the destination

node to retrieve the transmitted signal vector us(t) [22, 25, 27, 120]. The estimated

signal waveform vector is given by 1,(t) = WHy(t), where W is the 2Ny x N, weight

2If a blind synchronization technique is applied, relay synchronization and channel estimation can be
jointly designed to improve the system performance [119]. While in pilot symbols-based synchronization

methods, these pilot symbols can be exploited to assist channel estimation.
3The variances are set to normalize the effect of number of transmit antennas to the receive signal-

to-noise ratio. The relay nodes are assumed to be of equal distance to the source and the destination

nodes with a path loss factor of 3.
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matrix. From (6.3), the MSE of the signal waveform estimation can be written as

e = tr (E[(0,(1) — u,(1)) (0 () — wa(0))"]). (6.4)

Assuming that E[u,(t)u,(t)] = Iy,, the receiver weight matrix which minimizes (6.4)

is the Wiener filter given by [60]
W= (HH” +C)  H (6.5)

where

ﬂé |:H7"dRHsr:| ’ C A |:HrdRRHH7{{d + INd ONdXNd ) (66)

Hq On,x N, Iy,
Here 0,,,«,, denotes an m xn matrix with all zero entries. We assume that the destination
node knows the relay amplifying matrix R.

It can be clearly seen from (6.5) and (6.6) that in order to compute W, the CSI
knowledge of the compound channel H alone is not sufficient. In fact, the CSI of H, is
also needed at the destination node to obtain W in (6.5). Moreover, it has been shown
in [108] that the CSI of Hy,., H,4, and Hg, is required to optimize the source precoding
matrix and the relay amplifying matrix.

It is shown in [114] that the CSI required above can be obtained through a two-
stage training (TST) approach. At the first stage, H,4 is estimated by transmitting
an M x Lj training sequence S; from all R relay nodes to the destination node, where
Ly (L1 > M) is the length of the training sequence. The received signal matrix at the
destination node is given by Yy = H,4S1+ Vy(1), where V(1) is the noise matrix at the
destination node. According to [121], the optimal S; minimizing the MSE of channel
estimation is orthogonal, i.e., Sls{{ = Ip;. Such Sy can be constructed, for example,
from the normalized discrete Fourier transform (DFT) matrix [121]. The estimation of
H,, is given by

H,, = Y,;S. (6.7)

At the second stage, the source node transmits an Ng x Lo (Ly > N;) orthogonal
training sequence Sy (S2S4 = Iy.) to all relay nodes which then forward it to the
destination node. From (6.3), the received signal matrix at the destination node is

Y — |:HrdRH5r:| S, + |:HrdRVr + Vd(Q)

H,, Vi(3) (6.8)

where V. is the noise matrix at the relay nodes, V;(2) and V,(3) are the noise matrices

at the destination node. The estimation of the compound channel H is obtained from
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(6.8) as H = YSZ. Then an estimation of H, can be obtained from H as
I:Isr = (I:IrdR)TfI(l) (69)

where H() contains the first Ny rows of EL. It can be seen from (6.9) that the error
in estimating Hy, can be very large since ﬂsr depends on ﬂrd, which is also an esti-
mated matrix. To overcome this difficulty, in the following, we develop a PARAFAC
analysis based algorithm to directly estimate all channel matrices (Hs,, H,.q, Hgq) at

the destination node.

6.3 Proposed Channel Estimation Algorithm

In order to estimate the channel matrices, training sequences are transmitted from the
source node. The overall channel training period is divided into K time blocks (the
minimal K required will be determined later). In each time block, the same Ng x L
(L > N,) orthogonal channel training sequence S with SS* = Iy, is transmitted by the
source node. In the kth time block, the ith relay node amplifies the received signal vector
with a diagonal matrix Ej, ; and forwards the amplified signal to the destination node?.
Thus, the overall amplifying matrix from all relay nodes is E;, = blkdiag[Ey 1, - , Ex Rg],
which is in fact a diagonal matrix. From (6.3), the received signal matrices at the
destination node over K time blocks are given by

Yl(cl) — Hrde{F}Hsr S +
Yl(f) Hsd

H, D {F}V, i + V)

Y= )
Vik

L k=1, K

where D, {F} £ E;, F is a K x M matrix whose kth row contains the amplifying
factors of all M relay antennas at the kth time block, Dy {-} is the operator that makes
a diagonal matrix by selecting the kth row and putting it on the main diagonal while
putting zeros elsewhere, V, ;. is the M x L noise matrix at the relay nodes during the
kth time block, Vé}k) and ng) are Ny x L noise matrices at the destination node during
the kth time block, and Ylgl) and Y,(f) are matrices containing the first and the last Ny
rows of Y, respectively.

At the destination node, by multiplying both sides of (6.10) with S¥, we obtain

H, Dy {F}V, ST+ Vst

., k=1,---,K.(6.10
vijs” o

YkSH — |:Hrd®k{F}Hsr:| +
Hsd

4Diagonal relay amplifying matrix is only used for the purpose of channel estimation. During the

normal communication period, however, the relay amplifying matrix does not need to be diagonal.
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From (6.10), an LS estimate of Hgy is given by

. 1 1
Hy=—Y?1ge8)! =Hy+ -V (1x28)!
K K
where Y& £ Y§2),Y§2), e ,Yg)] , Vf) = [Vgl),VfZ), e ,Vf% , 15 denotes a 1 x K

vector with all 1 elements, and ® stands for the Kronecker matrix product [62]. In the

following, we show how to estimate H,qy and Hg, at the destination node.

6.3.1 PARAFAC model and identifiability of channel matrices

Let us introduce

X, 2 Vst =X, + Vi, k=1, K (6.11)
X, 2 H,¢D,{F}H,,, k=1,--- K (6.12)
Vi & HgDi{F}V, 8T + Vst k=1, | K (6.13)

where X, is the matrix-of-interest containing both H,; and Hg,., Vi is the effective
noise matrix, and X}, is a noisy observation of Xj. We would like to mention that
F is chosen beforehand and is known at the destination node. The optimal F is very
difficult to obtain for the PARAFAC-based channel estimation algorithm. Nevertheless,
an intuitive way of designing F will be discussed later. By assembling the set of K
matrices in (6.12) together along the direction of the index & (the third dimension), we

obtain an Ny x Ny x K three-way array X, whose (i, j, k)-th element is given by

M
2(i, 5, k) = hea(i,m) f(k,m)he(m, ) (6.14)
m=1

foralli =1,--- Ny, j=1,--- ,Ng,and k = 1,--- K. Here h.q(i,m), f(k,m), and
hsr(m, 7) stand for the (i, m)-th, (k,m)-th, and (m,j)-th elements of H,4, F, and Hg,,
respectively. Equation (6.14) expresses (i, j, k) as a sum of M rank-1 triple products,
which is known as the trilinear decomposition, or PARAFAC? analysis of x(i, j, k) [115-
117]. Correspondingly, assembling K matrices of Xy, in (6.11) along the index k leads

SPARAFAC is a multi-way method originating from psychometrics [115] and has recently found
applications in array signal processing [116] and communications [117]. Generalizing the concept of
low-rank decomposition to higher way arrays or tensors, PARAFAC is instrumental in the analysis
of data arrays indexed by three or more independent variables, just like singular value decomposition
(SVD) is instrumental in ordinary matrix (two-way array) analysis. Unlike SVD, PARAFAC does not
impose orthogonality constraints. The reason is that in contrast to low-rank matrix decomposition,

low-rank decomposition of higher order tensorial data is essentially unique under certain conditions.
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to a noise-contaminated X given by X = X 4+ V, where V is obtained by assembling K
noise matrices in (6.13).

Let us denote the Kruskal rank (or k-rank) [122] of a matrix A as ka, which is the
maximum integer k, such that any k columns drawn from A are linearly independent.
Note that Kruskal rank is always less than or equal to the conventional matrix rank. It
can be easily checked that if A is full column rank, then it is also full Kruskal rank. It
can be shown by using the identifiability theorem of the PARAFAC model in [116] and
[122] that if

ku,, + kr + kn,, > 2M + 2 (6.15)

then the triple (H,4, F, H,) is unique up to permutation and scaling ambiguities, i.e.,
if there exists any other triple (H,4, F,H,,) that gives rise to (6.12), then it is related
to (H,q, F,Hg,) via

H.,=HIA,, F=FIA, H, =HIIIA; (6.16)

where Il is an M x M permutation matrix, and A;, ¢ = 1,2,3, are M x M diagonal

(complex) scaling matrices satisfying
A1 AA3 =1,y (6.17)

Inequality (6.15) establishes the sufficient condition for the identifiability of (H,4, F,
H,,). Since F is chosen beforehand (e.g., based on the DFT matrix as shown later),
one can guarantee that F has full k-rank. Moreover, both H,. and H,,; are random

matrices, and hence have full k-rank. Therefore, in such case, condition (6.15) becomes
min(Ng, M) + min(K, M) + min(Ng, M) > 2M + 2. (6.18)

From (6.18), the identifiability condition can be summarized in the following theorem.

Theorem 6.1 The PARAFAC model (6.14) is identifiable only if Ny > 2, Ng > 2, and
2 < M < Ng+ Ny — 2. Moreover, for different Ny, Ny, and M, the lower bound of K

satisfying (6.18) is given by

9M +2— N, —N; M >N, Ny
M+2-N, Ny<M<N
K> I d= = (6.19)
M+2— N, N, <M < Ny

2 M < Ng, Ng
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For all four cases in (6.19), the lower bound of K is no greater than M.

PROOF: The proof can be done by expanding the three min(-) operators in (6.18).

e If M >Ny, Ny — min(K,M) >2M+2— Ng— Ny — K >2M +2 — Ny — Nq,
and M >2M+2—Ny—Ngs — M < Ng+ Ny—2. This together with M > N, Ny,
we have Ny, Ng > 2 and 2 < M < Ng+ Ny — 2. Since M < Ny + Ny — 2, it holds
that 2M +2 — Ny — Ny < M,

e If Ng < M < Ny — min(K,M) >M+2—-Ng — K>M-+2— Ny, and
M > M+ 2— Ny — Ng > 2. This together with Ng < M < N, we have
Ng,Ng>2and 2< M < Nyg+ Ng— 2. Since Ng > 2, thereis M +2 — Ny < M,

e If Ng < M < Ny — min(K,M) > M +2—- Ny, — K > M+ 2— N, and
M > M+2— Ny, — Ng > 2. This together with Ny, < M < Ny, we have
Ng,Ng>2and 2 < M < Ny+Nyz—2. Since N, > 2, it holds that M +2— N, < M;

o If M < NyyN; — min(K,M) >2 — K > 2 and M > 2. This together with
M < N4, Ng, we have Ny, Ny > 2 and 2 < M < Nys+ Ny — 2.

Summarizing the four cases above, we obtain the necessary conditions for identifiability
in the PARAFAC model (6.14) as Ny > 2, Ny > 2, and 2 < M < Ng+ Ny — 2. The
lower bound of K in each case, which is less than or equal to M, is also given above. [J

Interestingly, it is shown in Theorem 6.1 that under the mild condition of Ny, Ng > 2
and 2 < M < Ng+ Ny — 2, the minimal K required in the proposed PARAFAC-based
channel estimation algorithm can be less than M. While in [110] and [111], at least
K = M training data blocks are required to perform the channel estimation. Therefore,
the proposed algorithm has a higher spectral efficiency than those in [110] and [111].
Moreover, Theorem 6.1 shows that if Ngy > M and Ny > M, then two training data
blocks (K = 2) are sufficient to estimate both H, 4 and Hj, at the destination node. We
also observe that if (6.19) is satisfied, then it holds that KN; > M and KN; > M. We
would like to mention that since Ny > 2 and Ny > 2 are required, which implies that
H,, and H,; need to be matrices, the PARAFAC-based MIMO relay channel estimation
algorithm can not be straightforwardly applied to relay systems with Ny = 1 and/or
Ng=1.
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6.3.2 Bilinear alternating least-squares (BALS) fitting

In this subsection, we develop a BALS algorithm to estimate Hg,. and H,4 by carrying
out the PARAFAC model fitting with known F. First we show some rearrangements of
three-way arrays X, V, and X which will be used later.
By stacking K matrices of X in (6.12) on top of each other, we obtain
X1 H,,D.{F}
X 2 : = : H,. = (F©®H,y)H,, (6.20)
XK HrdwK{F}
where ® stands for the Khatri-Rao (column-wise Kronecker) matrix product [62]. Cor-
respondingly, stacking matrices X}, in (6.11) on top of each other gives rise to
X4 Vi
X=| : |+] : | =X+V. (6.21)
XK Vi

By slicing X perpendicular to the dimension of j, we obtain a set of Ny matrices

= FD; {Hsr}Hrd7 j = 1,--- ,N,. By stacking Ny matrices of Z; on top of each
other, we have
Z, FD,{HI,
z=2| | = : HJ, = (H, 0 F)H,. (6.22)
Zn, FDy {H]}

Similarly, by slicing X perpendicular to the dimension of j and stacking the resulting

matrices on top of each other, we have

VA Ny

N
I
+

: : (6.23)
Zy Ny
where Nj, j =1,--- , Ng, are the slabs of V along the dimension of j.

The BALS fitting starts at a random H,,. In each iteration, we first update Hy,
using the LS fitting with fixed F and H,4. Using (6.20) and (6.21), we obtain an updated
H,, as

A

H,, = arg min |X - (FoH,)H,| = FoH, X (6.24)

where || - || denotes the matrix Frobenius norm. Then we update H,4 through the LS
fitting with known F and Hy,, and obtain H,, using (6.22) and (6.23) as

H,,= arngr{linHZ HL o F)H, 4l = [( HT @FTZ] (6.25)
rd
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Since the conditional update of matrices in (6.24) and (6.25) may either improve or
maintain but can not worsen the current LS fit, a monotonic convergence of the BALS
procedure to (at least) a locally optimal solution follows directly from this observation
[116]. The procedure of the BALS fitting is listed in Table 6.1, where ¢ is a positive
constant close to 0, and the matrix with superscript (n) denotes the estimated matrix
at the nth iteration. Theoretically, for some particular data sets, the convergence of the
BALS algorithm can be extremely slow. However, since both Hy, and H,.4 are random
matrices, the probability that both matrices fall in such data sets is very small. For
large values of Ny, M, and Ny, such probability is almost zero. It will be shown in

Section 6.4 that the BALS algorithm typically converges in only a few iterations.

Table 6.1: Procedure of the BALS fitting

1. Initialize the algorithm with a given F and a random Hg?i); Set §(0) = oo and n = 1.

2. Update HY as (6.24) using Hgﬁfl); Update Hff;) as (6.25) using H'": Calculate d(n) =
X - o H)HY.

3. If [6(n— 1) — &(n)] /d(n) < ¢, then end.
Otherwise, let n :=n + 1 and go to step 2).

Since F is known, the BALS algorithm delivers an estimation of Hy, and H,4 with
only a scaling ambiguity A at the convergence point, i.e., IT = Ip;, Ay = I/ in (6.16),
and Az = A]' according to (6.17). This scaling ambiguity also exists in [110] and
[111], and can be resolved through normalization as in [110], [111], [116].

The major computation task in the proposed BALS algorithm lies in the LS fittings
in (6.24) and (6.25). Thus the per-iteration complexity of the BALS algorithm can
be estimated as O(MK NgNs + M3). The overall complexity of the BALS algorithm
depends on the number of iterations and will be further discussed in Section 6.4. Note
that the computational complexity of the LS-based algorithm in [110] can be estimated
as (‘)(MKNst—l—M?’—FMNC%NS), where the three terms are from matrix multiplications,
matrix inversion, and M matrix SVDs, respectively.

Now we present an intuitive choice of F. By slicing X perpendicular to the dimension

of 7 and stacking the resulting matrices on top of each other, we have

P=(H,,0H)F' +M
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where M is the corresponding noise matrix obtained by slicing V perpendicular to the
dimension of 7 and stacking the resulting matrices on top of each other. Let us denote
H,,; £ H,,0H... Since E[H,,H | =1y n,,if K > M and M have i.i.d. entries, the
optimal F minimizing the MSE of a linear estimation of Hy,.q is unitary (FH F =1y).
However, it can be shown that the elements in M are correlated and the covariance
matrix of M is a complicated function of F. Thus, strictly speaking, a unitary F is not
optimal in general. Nevertheless, such F is still a good choice especially when the signal-
to-noise ratio is medium to high at channel training stage. In numerical simulations,

we also find that the DFT matrix (which satisfies FF = I,,) is a good choice for F.

6.3.3 Linear minimal mean-squared error (LMMSE) estimation

It can be seen from (6.13) that the covariance matrix of the effective noise Vj, at the
destination node is given by Cy £ E[V,V[] = N,(H,qDp{F}(Dp{F}H)*HY + 1y,),
k=1,---,K. Obviously, Vi is non-white due to the channel H,4. Therefore, after
an initial estimation of H,4 by the BALS algorithm in Section 6.3.2, an improved
estimation of Hy, can be obtained by the LMMSE approach as H,, = ng(, where T,
is the KNy x M weight matrix. The MSE of channel estimation can be written as

E [tr((flsr — H,,)(H,, — Hsr)H)] = tr((Tﬁi(F ® H,q)

A H ~
1) (TE(F 0 Hy) —Tn)" + TgCTST> (6.26)
where C = blkdiag[Cy,Ca, -+, Cx], and Cy = Ny(H, Dy {F}(D{FHTHY + 1y,),
k=1,---,K,is an estimate of Cj, using H,4. The weight matrix minimizing (6.26) is
given by
~ ~ Ay —1 A
T, = (FoH,)(FoH,y»)"+C) (FoH,). (6.27)

It will be seen in Section 6.4 that there is an obvious improvement in the estimation of
H, by using (6.27) after the convergence of the BALS algorithm.

Similarly, we expect that the initial estimation of H,4; can be improved by the
LMMSE approach. It can be shown from (6.23) that the covariance matrix of the noise
Nj, denoted as ©; £ E[NijI], j =1,---,Ns, is a diagonal matrix whose (k, k)-th
diagonal element is given by Zn]\le Ilf (K, m)hrdeQ—{—Nd, where h,.q ,,, is the mth column
of H,4. Thus, an improved LMMSE estimate of H,4 can be obtained as fIrd = [deZ]T,
where T4 is the K Ny x M weight matrix with

T, = (HL, 0 F)(H, 0 F)" + ©) '(H 0 F). (6.28)
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Here © = blkdiag[©1,0,, -, Oy, ], and [O,] 5 = S0 || f(k, m)hygm|® + Na, k =
1,---,K,j=1,---, Ny, is an estimate of [®;]; , using H,,.

We would like to mention that in [111], the WLS approach is used to improve
the channel estimation after the LS algorithm. It will be shown in Section 6.4 that
the LMMSE algorithm yields a smaller MSE of channel estimation (particularly for
estimating H,4) than that of the WLS method in [111].

6.3.4 Extension to channel estimation in two-way MIMO relay sys-

tems

In the following, we show that the proposed algorithm can also be used for channel
estimation in two-way MIMO relay systems.

In a two-way relay system, two users exchange their information through one or
multiple relay nodes [123]. The received signal matrices at two users during the kth

time block of the channel training period are given respectively by

Y, =Hi,D{F}H, S, + H, , D, {F}H,S;

+H,,Dp{F}V,p+ Vi, k=1, K (6.29)
Yy, =Hy, D {F}H, 1S + Hy, D, {F}H, S

+H27r®k{F}Vr,k +Vop, k=1,--- K (6.30)

where H, ;, © = 1,2, is the MIMO channel from user 7 to all relay nodes, H; ., i = 1,2, is
the MIMO channel from all relay nodes to user 4, and V;, @ = 1,2, is the noise matrix
at user ¢ during the kth time block.

The N; x L training sequence S; chosen by user ¢, i = 1,2, in (6.29) and (6.30) is
designed such that

S;SH =1y, i=1,2, S1S¥ = 0w, x i, (6.31)

where N; is the number of antennas at user i. Note that S; and Ss satisfying (6.31) can
be easily constructed from the normalized DFT matrix with L > Ny + Ny. Multiplying
both sides of (6.29) with S and both sides of (6.30) with S, we have

Y, SY =H, , Di{F}H, o + H , D {F}V, ;ST + Vv, SY k=1,--- K (6.32)
Y2 ST =Hy  Di{F}H, | + Ho , D {FIV, i ST + Vo, ST, k=1, K.(6.33)
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Now the proposed PARAFAC-based algorithm developed in Section 6.3.1 to Section 6.3.3
can be applied at user 1 to estimate H; , and H, 5 from (6.32) and at user 2 to estimate

H;, and H,; from (6.33).

6.4 Numerical Examples

In this section, we study the performance of the proposed channel estimation algorithm
through numerical simulations. In particular, we compare the proposed algorithm with
the conventional TST scheme in Section 6.2, the LS-based algorithm in [110], and the
WLS fitting algorithm in [111]. Note that the purpose of the WLS fitting in [111] is
to improve the performance of the LS algorithm in [110]. To ensure a fair comparison,
a factor of VK is used to scale the training sequences S; and S, in the TST scheme
such that the total energy spent on channel training is identical for all approaches. In
the simulations, F is generated based on the DFT matrix, and the BALS algorithm
is performed following the procedure in Table 6.1 with ¢ = 1 x 107°. Similar to [110]
and [111], the scaling ambiguity A; = A?:l in the proposed algorithm is removed by
assuming that the first column of H,, contains all one elements’. For each channel
realization, the normalized MSE (NMSE) of channel estimation for different algorithms
is calculated as Hﬂsr —H,,||?/|Hg.||? for the channel Hy,, where H,, is the estimated
value. The channel estimation errors of H,; and H,; are calculated in a similar way
to that of Hg.. All simulation results are averaged over 2000 independent channel
realizations.

We consider a two-hop MIMO relay communication system with M = 4 single-
antenna relay nodes, and the source and destination nodes are equipped with Ny =
Ny = 4 antennas. Throughout the simulations, we use the minimal L, i.e., L = N, = 4.
The transmission power at the relay node is set to be 20dB above the noise level.

In the first example, we study the performance of the proposed algorithm and the
TST approach with K = 3 where all channel matrices have i.i.d. complex Gaussian
entries with zero-mean and variances of 1/Ng, 1/M, 1/(8Ny) for Hy,, H,4, and Hyy,
respectively. Note that since K < M, the algorithms in [110] and [111] can not be

applied in this case. The NMSE of both algorithms versus the source node transmission

5The scaling ambiguity is represented as I:Isr = A3zH,, in (6.16) (with IT = I,s). Since the first
column of Hs, contains all one elements, it can be seen that [Ag];; = [I:IST]Z, e Here [A];,; stands for

the (4, 7)-th element of matrix A.
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power P is shown in Fig. 6.2. Since the NMSE for the estimation of H,.; by the TST
scheme does not change with Py (see (6.7)), it is not displayed in Fig. 6.2 (neither in
Figs. 6.4 and 6.6 later on). It can be seen that for the proposed algorithm, the NMSE
of channel estimation decreases as Py increases. As expected, the estimation of Hy,
and H,4 is improved by carrying out the additional MMSE estimation. At the low
P; level, the TST scheme is better than the proposed algorithm. While at medium
to high Ps levels, the proposed algorithm significantly outperforms the TST scheme
even without using the additional MMSE estimation. In fact, the TST scheme has
an error floor in estimating Hg,. The reason is that as can be seen from (6.9), the
estimation of Hg, in the TST scheme is extracted from the estimation of the compound
channel H and the estimation of H,4. Thus, the accuracy of ﬁ and ﬂrd has a great
impact on the estimation of Hg.. While in the proposed algorithm, Hg, is estimated
together with H,.4. We also observe from Fig. 6.2 that for the proposed algorithm, the
NMSE of estimating Hgqy is larger than that of Hy,. and H,4. This is due to the lower
signal-to-noise ratio at the direct link as the source-destination distance is twice of the

source-relay (or relay-destination) distance.
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Figure 6.2: Example 1: Normalized MSE versus P; for i.i.d. MIMO channels. K = 3.

The impact of channel estimation on the system BER performance in this example
is shown in Fig. 6.3. QPSK constellations are used to modulate the source symbols, and

3000 randomly generated bits are transmitted for each channel realization. It can be
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seen that at medium to high P; levels, the proposed algorithm significantly outperforms
the TST scheme even without using the additional MMSE estimation, and the TST
scheme shows a high error floor. We also observe in Fig. 6.3 that around 1dB gain in
P; is obtained by using the additional MMSE estimation after the convergence of the
BALS algorithm. At a BER of 1 x 1074, there is only around 2dB loss in P, by using
the estimated CSI obtained from the MMSE algorithm compared with the system using
the perfect CSI.

In the second example, we consider correlated MIMO channels. Based on [12], we
assume that H; = QI%HXVCI% , where [ € [sr,rd, sd] denotes the link index. Here HY
HY, and HY, are complex Gaussian random matrices having ii.d. entries with zero
mean and variances of 1/Ng, 1/M, 1/(8Njy), respectively, Q; and C; characterize the
channel correlation at the receive side and the transmit side of link I, respectively. We
adopt the commonly used exponential Toeplitz structure in [12] such that [Qqlm, =
Jo(2m|m — n|/r;) and [Cylmn = Jo(27|m — n|/c¢;), where Jo(-) is the zeroth order Bessel
function of the first kind, r; and ¢; stand for the correlation coefficients which depend on
physical factors such as the angle of arrival spread, spacing between antenna elements,
and the wavelength at the center frequency [12]. For the sake of simplicity, we choose
¢ =1 = 2for all | € [sr,rd,sd]. The NMSE and BER performance of different
algorithms in this example are displayed in Fig. 6.4 and Fig. 6.5, respectively. It can be
observed that similar to Fig. 6.2 and Fig. 6.3, the proposed algorithm performs better
than the TST algorithm.

Table 6.2: Example 3: NMSE of the LS [110], the WLS [111], and the proposed BALS

algorithm

P, (dB) 0 4 8 12 16 20 24 28
BALS (H,.) | 44316 | 1.2800 | 0.3212 | 0.0891 | 0.0296 | 0.0118 | 0.0050 | 0.0025
LS [110] (H,,) | 4.4316 | 1.2800 | 0.3212 | 0.0891 | 0.0296 | 0.0118 | 0.0050 | 0.0025
BALS (H,q) | 0.9208 | 0.3678 | 0.1359 | 0.0527 | 0.0206 | 0.0086 | 0.0038 | 0.0020
LS [110] (H,q) | 0.9208 | 0.3679 | 0.1359 | 0.0527 | 0.0206 | 0.0086 | 0.0038 | 0.0020
WLS [111] (H,4) | 0.9207 | 0.3678 | 0.1358 | 0.0526 | 0.0204 | 0.0084 | 0.0037 | 0.0020

In the third example, we simulate all algorithms with K = 4 and i.i.d. channel
matrices. Since K = M, now we can compare the performance of the proposed algorithm

with the algorithms developed in [110] and [111]. The NMSE of the LS algorithm in
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Figure 6.3: Example 1: BER versus P; for i.i.d. MIMO channels. K = 3.
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Figure 6.4: Example 2: Normalized MSE versus Py for correlated MIMO channels. K = 3.
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Figure 6.5: Example 2: BER versus P; for correlated MIMO channels. K = 3.

[110], the additional WLS fitting in [111], and the proposed algorithm is shown in
Table 6.2. It can be seen that the proposed BALS fitting yields the same NMSE as the
LS approach. The NMSE of the proposed algorithm, the TST scheme, and the WLS
fitting versus P; is shown in Fig. 6.6, where we observe that as K is increased from 3
to 4, the NMSE of all algorithms is reduced compared with that in Fig. 6.2. Note that
in Figs. 6.2 and 6.4, we used K = 3, while in Fig. 6.6, we used K = 4. According
to Theorem 6.1, K = 3 is closer than K = 4 to the minimum K (K = 2) that makes
the PARAFAC model identifiable, which has more adverse effect on the estimation of
H,; than H,,. With an increased K, it is more likely that H,;(BALS) has smaller
estimation error compared with that of Hy,(BALS) in Fig. 6.6. Moreover, we see from
Table 6.2 and Fig. 6.6 that the improvement in NMSE of the WLS fitting over the
LS algorithm is obvious for the estimation of Hy,, while the improvement for that of
H,.; is negligible. The reason is that Cj in (6.27) is non-diagonal, while (':)j in (6.28)
is diagonal. In contrast to the WLS fitting (Table 6.2), it can be seen from Fig. 6.6
that the MMSE approach greatly reduces the NMSE of estimating H,;. From Fig. 6.6
we also observe that the MMSE approach yields a smaller NMSE in estimating Hg,
compared with the WLS fitting.

For this example, with a random initialization of H,4, the average and maximum

number of iterations over 2000 independent channel realizations required by the pro-
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Figure 6.6: Example 3: Normalized MSE versus Ps for i.i.d. MIMO channels. K = 4.

posed BALS algorithm till convergence at different P, level are listed in Table 6.3. Based
on the analysis of the overall complexity of the LS-based algorithm and the per-iteration
complexity of the BALS algorithm in Section 6.3.2, it can be seen from the second row
of Table 6.3 that in average at medium and high P; levels, the overall complexity of
the proposed BALS algorithm is similar to that of the LS algorithm. When P; is low,
the complexity of the BALS algorithm is slightly higher than that of the LS algorithm.
It can also be seen from the third row of Table 6.3 that at medium to high P; levels
(which is the P; range in practical systems), the maximum number of iterations is only

twice of or almost identical to the average ones.

Table 6.3: Iterations required till convergence by the proposed BALS algorithm

P, (dB) 0 4 8 [ 12|16 | 20 | 24 | 28
Iterations (average) 716|165 4|4]3]3

Iterations (maximum) | 23 | 18 | 13 | 10| 8 | 6 | 5 | 4

For the third example, the comparison of BERs among the system using different
channel estimation algorithms is demonstrated in Fig. 6.7. We observe from Fig. 6.7
that as K is increased from 3 to 4, the BER of all algorithms is reduced compared
with that in Fig. 6.3. Similar to Fig. 6.3, we see from Fig. 6.7 that the proposed
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algorithm significantly outperforms the TST scheme at medium to high P; levels, where
the latter scheme shows a high error floor. The LS approach in [110] has the same BER
performance as the proposed BALS approach, while the proposed MMSE algorithm
performs slightly better than that of the WLS algorithm in [111]. At a BER of 1 x 1074,
the loss in Ps using the estimated CSI from the MMSE algorithm is less than 2dB
compared with the system using the perfect CSI. This is quite reasonable for practical

systems.

BER

| —— Estimated CSI (TST)
10 *{ —<— Estimated CSI (LS)
f| —e— Estimated CSI (BALS)
[| —=— Estimated CSI (WLS)
[| —*— Estimated CSI (MMSE

57 —A— perfect CSI
) T T |

0 5 10 15 20 25 30
P_(dB)

Figure 6.7: Example 3: BER versus P; for i.i.d. MIMO channels. K = 4.

Based on the three numerical examples above, one can draw the following conclu-
sions: (1) The proposed algorithm performs well in case of K < M where the algorithms
in [110] and [111] stop working; (2) When K > M, the proposed MMSE approach out-
performs the algorithm in [111]; (3) The computational complexity of the proposed
algorithm is similar to that of [110]; (4) The proposed algorithm performs well for both
i.i.d. and correlated fading MIMO channels.

6.5 Chapter Summary

In this chapter, we have developed a novel PARAFAC-based channel estimation method

for two-hop MIMO relay communication systems. The proposed algorithm provides the
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destination node with full knowledge of all channel matrices involved in the communica-
tion. Compared with existing approaches, the proposed algorithm requires less number
of training data blocks, yields smaller channel estimation error, and is applicable for
both one-way and two-way MIMO relay systems. Simulation results demonstrate the

effectiveness of the proposed channel estimation algorithm.



Chapter 7

Conclusions and Future Work

In next generation wireless systems, multiple users equipped with multiple antennas
will transmit simultaneously to the base station with multiple receive antennas and
vice versa. MIMO transceiver design taking multiuser interference into consideration is
therefore important. In this thesis, we have developed several advanced algorithms for

multiuser MIMO relay communication systems.

7.1 Concluding Remarks

Both uplink (MAC) and downlink (BC) multiuser MIMO relay systems have been inves-
tigated. In Chapter 2, the optimal source, relay, and receive matrices design problem
has been considered for uplink multiuser MIMO relay communication systems based
on MMSE criterion. We develop two iterative methods to solve the highly nonconvex
joint source, relay, and receiver optimization problem. In particular, we show that for
given source precoding matrices, the optimal relay amplifying matrix diagonalizes the
source-relay-destination channel. While for fixed relay matrix and source matrices of
all other users, the source matrix of each user has a general beamforming structure.
Then in Chapter 3, we consider multicasting in the downlink multiuser MIMO relay
system where one transmitter multicasts common message to multiple receivers with the
aid of a relay node. Joint transmit and relay precoding design problems are investigated
for multicasting multiple data streams based on two design criteria. In the first scheme,
we aim at minimizing the maximal MSE of the signal waveform estimation among all
receivers subjecting to power constraints at the transmitter and the relay node. In the

second scheme, we propose a total transmission power minimization strategy subjecting
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to QoS constraints. We propose low complexity solutions for both problems under some
mild approximation. In particular, we show that under (moderately) high first-hop SNR
assumption, both problems can be formulated as standard SDP problems and can be
efficiently solved using existing solvers. We also derive the analytical solution to both
problems for the special case of single data stream multicasting and show that the relay
precoding matrix optimization problem can be equivalently converted to the transmit
beamforming problem for single-hop multicasting systems.

Then an interesting duality between the uplink and the downlink MIMO relay sys-
tems has been identified in Chapter 4. Applying this duality relationship, a DPC-based
nonlinear transmitter has been designed from DFE-based receivers in a multi-hop MIMO
relay system.

In Chapter 5, an interference MIMO relay system has been considered where multiple
source nodes communicate with their desired destination nodes concurrently with the
aid of distributed relay nodes all equipped with multiple antennas. An iterative joint
power control and beamforming algorithm is developed to minimize the total source
and relay transmit power such that a minimum SINR threshold is maintained at each
receiver. In particular, we apply the semidefinite relaxation technique to transform
the relay transmission power minimization problem into an SDP problem which can be
efficiently solved by interior point-based methods. Simulation results demonstrate the
effectiveness of the proposed algorithm.

Finally, we developed a PARAFAC-based channel estimation approach for dual-hop
MIMO relay systems in Chapter 6. The proposed algorithm provides the destination
node with full knowledge of all channel matrices involved in the communication. Com-
pared with existing approaches, the proposed algorithm requires less number of training
data blocks, yields smaller channel estimation error, and is applicable for both one-way

and two-way MIMO relay systems with single or multiple relay nodes.

7.2 Future Works

In this thesis, we have developed a few advanced signal processing algorithms for mul-
tiuser MIMO relay systems. However, there are still many possibilities for extending
this dissertation work. We have proposed a couple of iterative algorithms in Chapter 2

for the uplink multiuser MIMO relay systems. Any possible closed-form solution to the
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problem can be an interesting future work since the complexity of iterative algorithms
is comparatively higher than closed-form solutions.

Recently, there has been a growing interest on beamforming problems for multicas-
ting in the downlink MIMO systems. We have extended the existing single-hop MIMO
multicasting schemes to dual-hop MIMO multicasting systems in Chapter 3. We solved
the min-max MSE problem for multicasting multiple data streams and the max-min
rate problem for single-stream multicasting over two hops. However, the max-min rate
problem for multiple-stream multicasting still remains open as a challenging problem.

It will also be interesting to investigate the performance of the one-way relaying
algorithm for interference systems proposed in Chapter 5 for two-way relay networks.
Additionally, the work can be extended from multiple peer-to-peer communications to
multiple-group multicasting systems for multicasting different messages to each group.
The duality relationships established in Chapter 4 can also be investigated for the
interference system considered in Chapter 5.

Finally, the robust solution against channel uncertainties for each problem identified

in the thesis is of course of practical interests.
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