A Fast Extension for Sparse Representation on Robust Face Recognition
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Abstract—We extend a recent Sparse Representation-based Classification (SRC) algorithm for face recognition to work on 2D images directly, aiming to reduce the computational complexity whilst still maintaining performance. Our contributions include: (1) a new 2D extension of SRC algorithm; (2) an incremental computing procedure which can reduce the eigen decomposition expense of each 2D-SRC for sequential input data; and (3) extensive numerical studies to validate the proposed methods.
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I. INTRODUCTION

Over the last decade, there has been rapid development of face recognition technology, and many algorithms have been proposed, such as Eigenface [8], Fisherface [2], subspace learning [3], [4]. In a recent work, Wright et al. [9] proposed a Sparse Representation-based Classification (SRC) algorithm for robust face recognition, which is inspired from the lately developed Compressive Sensing (CS) theory, and this could help with the occlusion face recognition problem. However, the computation cost of this SRC algorithm is very expensive when the image size is large, thus the algorithm is restricted only to small images.

In this paper we introduce a new formulation of the SRC model working directly on 2D images. Further, we consider applying the SRC algorithm in an incremental learning context, and propose an incremental 2D-SRC learning procedure which can be more efficient.

This paper is organized as follows. In Section II we review the SRC algorithm and propose the 2D-SRC algorithm as well as the incremental computing procedure. In Section III we numerically demonstrate the advantages of 2D-SRC versus 1D-SRC over typical face datasets. Concluding remarks are given in Section IV.

II. THE SRC ALGORITHM

The detail of the original SRC algorithm is reported in [9]. Here, we only briefly describe its major aspects. Essentially, it uses all known training face images to span a face subspace, and for an unknown face image it tries to reconstruct the image sparsely.

The motivation of this model is that given sufficient training samples of each person, any new (test) sample for this same person will approximately lie in the linear span of the training samples associated with the person. To be more precise, let us say, database $A$ consists of $k$ classes $\{v_{1,1}, \ldots, v_{1,n_1}; \ldots; v_{k,1}, \ldots, v_{k,n_k}\}$, where $v_{i,l}$ is the $l$-th image of class $i$, by stacking pixels of each image into a column vector $v_{i,l}$, we can build up a matrix $A$ to hold the $N$ training samples

$$
A = [v_{1,1}, \ldots, v_{1,n_1}, \ldots, v_{k,1}, \ldots, v_{k,n_k}] \in \mathbb{R}^{L \times N}
$$

where $L = wh$ is the pixels count of an $h \times w$ image.

Once a new test image $y$ is acquired, it can be represented using samples from the database

$$
y = Ax_0
$$

According to the assumption that an individual’s given images are sufficient to represent themselves, the solution $x_0$ in linear equation (2) should be very sparse. This leads to solving a noise-aware $\ell^1$-minimization problem

$$(\ell^1_1) : \hat{x} = \arg \min_x \|x\|_1 \quad \text{s.t.} \quad \|Ax - y\|_2 \leq \epsilon.$$

To recognize a probe image $v$, the SRC algorithm computes per-class reconstructing residuals and identifies it as the class having the minimum residual. The robust performance of the SRC algorithm has been proved experimentally on face datasets with noises and occlusions.
A. The 2D-SRC Algorithm

The main disadvantage with (3) is that the problem size is proportional to the size of matrix $A$, i.e. $\text{size}(A) = L \times N$, where $L$ is image pixel counts $L = w h$, and $N$ is the training samples count. This computation becomes very expensive and potentially not practical when the image size is very large (typical images have about $10^4$ pixels or more) as $\ell^1$ solvers have typical polynomial complexity.

To address this issue, we begin with a 2D-CS model

$$
(\ell^1_2) : \hat{x} = \arg \min_x \lambda \|x\|_1 + \|A - \sum_i x_i A_i\|_F^2
$$

Notice that we do not need to convert images into column vectors as in the previous 1D-CS model. By expanding (4) one can easily show that

$$
\|A - \sum_i x_i A_i\|_F^2 = x^T Q x - 2b^T x + c
$$

where

$$
Q = \begin{pmatrix}
\langle A_1, A_1 \rangle_F & \ldots & \langle A_1, A_N \rangle_F \\
\vdots & \ddots & \vdots \\
\langle A_N, A_1 \rangle_F & \ldots & \langle A_N, A_N \rangle_F
\end{pmatrix} \in \mathbb{R}^{N \times N}
$$

and Frobenius inner product is defined as

$$
\langle A, B \rangle_F = \sum_i \sum_j A_{ij} B_{ij}
$$

This shows that the 2D-CS model objective function is actually a quadratic form, and the problem size is in proportion to the input samples count $N$. As $Q$ is symmetric and positive semidefinite, we can always find vector columns $P = [p_1, \ldots, p_N]$ such that

$$
Q = P^T P
$$

Once we have this decomposition of $Q$, then we can rewrite the quadratic form (5) as

$$
\|A - \sum_i x_i A_i\|_F^2 = (Px)^T (Px) - 2 (P^T z)^T x + c
$$

Then the original 2D-CS problem can be transformed into an equivalent 1D-CS problem

$$
(\ell^1_2') : \hat{x} = \arg \min_x \lambda \|x\|_1 + \|P x - z\|_2^2
$$

The only question left is how to find suitable $P$ and $z$ that satisfy (7)-(10). Generally, there exists infinite possible $P$ satisfying (7), but we prefer the column number of $P$ to be as small as possible. Luckily, the SVD of $Q$ provides us with a compact and “economy size” solution

$$
Q = USU^T = \left(US^{1/2}\right)^T \left(US^{1/2}\right)
$$

It suggests that if we define

$$
P = \left(US^{1/2}\right)^T
$$

then $P$ is feasible. Furthermore, since the columns of $U$ is orthogonal, it can be shown that we can easily ensure $P^T z = b$ by selecting

$$
z = S^{\dagger} P b
$$

This completes the solution of the 2D extension of sparse representation model. We should point out that the computation here only involves sample-pairwise inner product values $\langle \cdot, \cdot \rangle_F$, so other inner product based transformation (e.g. kernel tricks) can be combined with this model.

Based on the original 1D-SRC algorithm, we can describe an 2D-SRC algorithm as following:

Algorithm 1: (2D-SRC)

1. Input: a set of $k$-class training images $\{A_1, \ldots, A_{1,n_1}, \ldots, A_{k,1}, \ldots, A_{k,n_k}\} \subset \mathbb{R}^{L \times w}$, a test sample $A \in \mathbb{R}^{L \times w}$.
2. (a) Compute inner products $Q$ and vector $b$.
2. (b) Apply SVD on $Q$ to find $P$ and $z$ by (13) and (14).
2. (c) (optional truncating) Remove columns of $P$ corresponding to the smallest singular values.
3. Solve the noise-aware $\ell^1$-minimization (1D-CS) problem

$$
\hat{x} = \arg \min_x \lambda \|x\|_1 + \|P x - z\|_2^2
$$

4. Compute the per-class residuals

$$
r_p(A) = \|A - \sum_i \delta_p^{(i)}(\hat{x}) A_i\|_F \quad \text{for } p = 1, \ldots, k.
$$

where $\delta_p(\hat{x})$, for $p = 1, \ldots, k$ is the components selecting vector for the $p$-th class whose entries are defined as

$$
\delta_p^{(i)}(\hat{x}) = \begin{cases} 
\hat{x}_i, & \text{if } A_i \text{ in the } p\text{-th class} \\
0, & \text{otherwise}
\end{cases}
$$

5. Output: identity($A$) = class ($p_*$), $p_* = \arg \min_p r_p(A)$.
The Incremental 2D-SRC Algorithm

In the above approach, computing SVD of $Q$ is an important step. The size of the matrix $Q$ is proportional to the number of training images. In the case where the input training images arrive sequentially, or when the number of training images $N$ is very large, direct SVD might not be numerically feasible. To further improve the SVD steps of the 2D-SRC algorithm, we propose an incremental version as follows.

Denoting $Q_n$ and $Q_{n+1}$ respectively as the Q matrix with $n$ and $n+1$ training examples. Given the decomposing results of $Q_n$, we want to compute the eigenvalue decomposition of $Q_{n+1}$, which is equivalent to SVD as $Q$ is an inner product matrix

$$Q_{n+1} = \begin{bmatrix} Q_n & b \\ b^T & c \end{bmatrix} = U_{n+1} \Sigma_{n+1} U_{n+1}^T \tag{18}$$

where $b = \langle (A_i, A_{n+1})_F \rangle$, and $c = \langle A_{n+1}, A_{n+1} \rangle_F$ are the incremental inner products formed when a new sample $A_{n+1}$ arrives.

The following theorem provides us with the relationship between eigenvalues and eigenvectors of $Q_n, Q_{n+1}$.

**Theorem 1:** (Rank-One Incrementally Updating EVD)

Given the eigen decomposition

$$Q_n = U_n \Sigma_n U_n^T \tag{19}$$

where $\Sigma_n = \text{diag}(\lambda_1, \ldots, \lambda_n)$, $U_n = [u_1, \ldots, u_n]$ are eigenvalues and eigenvectors respectively, then the eigen decomposition of $Q_{n+1}$ is given by

$$Q_{n+1} = \begin{bmatrix} Q_n & b \\ b^T & c \end{bmatrix} = \begin{bmatrix} U_n \Sigma_n U_n^T & b \\ b^T & c \end{bmatrix} = \begin{bmatrix} U_n & 0 \\ 0 & U_{n+1} \end{bmatrix} \begin{bmatrix} U_n^T & 0 \\ 0 & 1 \end{bmatrix} \tag{20}$$

where

$$R_{n+1} = \begin{bmatrix} \Sigma_n & 0 \\ 0 & 1 \end{bmatrix} \Sigma_{n+1} \begin{bmatrix} \Sigma_n & 0 \\ 0 & 0 \end{bmatrix} = \begin{bmatrix} \Sigma_{n+1} & 0 \\ 0 & 0 \end{bmatrix} \tag{21}$$

as we denote $U_n^T b = z = [z_1, \ldots, z_n]^T$. $D_{n+1}$ and $V_{n+1}$ are eigen-pairs of $R_{n+1}$. $R_{n+1}$ is called arrowhead matrix and its eigenvalues are exactly $n+1$ roots of the following equation

$$z_i^2/(d - \lambda_1) + \cdots + z_n^2/(d - \lambda_n) = d - c. \tag{22}$$

Moreover, if we let $\lambda_1 < \lambda_2 < \cdots < \lambda_n$ be sorted, and $d_1 < d_2 < \cdots < d_n < d_{n+1}$ be all $n+1$ sorted roots of the equation w.r.t. $d$, then the following interlacing relation holds

$$d_1 < \lambda_1 < d_2 < \cdots < d_n < \lambda_n < d_{n+1} \tag{23}$$

The eigenvector $v_i$ corresponding to eigenvalue $d_i$ can be obtained by solving the eigen-equation directly, which gives

$$v_i = \frac{1}{T_i} \begin{bmatrix} z_1 \\ \vdots \\ z_n \end{bmatrix} \begin{bmatrix} 0 \\ \vdots \\ 0 \end{bmatrix} = \begin{bmatrix} z_1 \\ \vdots \\ z_n \end{bmatrix}$$

where $T_i$ is a factor to normalize the eigenvector $v_i$.

The properties of arrowhead matrix shown in Theorem 1 are well studied in literature (e.g. [6], [7]). Next, we design a binary search algorithm to find all $n+1$ eigenvalues of $Q_{n+1}$ from (22), and then compute their corresponding eigenvectors from (24).

**Algorithm 2:** (Binary Search for roots of Equation (22))
1. Input: the current $n$ eigenvalues $\lambda_1, \ldots, \lambda_n$, the values $\lambda_{i-1}, \lambda_i$ and $c, M = \text{norm}(Q_n)$
2. For $i = 1, \ldots, n$, binary search $d_i$ in interval $[\lambda_{i-1}, \lambda_i]$ (let $\lambda_{i-1} = -M, \lambda_{i+1} = M$):
   - let low = $\lambda_{i-1}$, high = $\lambda_i$
   - do $d_i = (\lambda_{i-1} + \lambda_i)$;
     if $fval = fval + \sum_{i=1}^n z_i^2 / (d_i - \lambda_i)$;
     if $fval > 0$ then low = mid, else high = $d_i$;
   - while $\text{fabs}(\text{high} - \text{low}) > \text{eps}$
3. Output: the new $n+1$ eigen-values $d_1, \ldots, d_{n+1}$

**Algorithm 3:** (Incremental procedure for 2D-SRC)
1. Given: current training images $\{A_1, \ldots, A_n\} \subset \mathbb{R}^{h \times w}$ with their labels set $K$, a saved copy of SVD decomposition on current $Q_n = U_n \Sigma_n U_n^T$, a new labeled training image $A_{n+1} \in \mathbb{R}^{h \times w}$
2. Compute $b = [(A_i, A_{n+1})_F]_{i=1, \ldots, n}$, $c = \langle A_{n+1}, A_{n+1} \rangle_F$
3. Compute all eigenvalues $\Sigma_{n+1} = \text{diag}(\lambda_1, \ldots, \lambda_n)$ by Algorithm 3
4. Compute all eigenvectors $U_{n+1}$ by (24).
5. Continue 2D-SRC procedure (Algorithm 2) with the new base image set $\{A_1, \ldots, A_n, A_{n+1}\}$, but no need to do SVD on $Q_{n+1}$ separately.
6. $n \leftarrow n + 1$, and turn to step 1.

Combining algorithms (1) ~ (3), we can assemble an efficient incremental process which can reuse previous computed results, which is particularly useful in sequence processing and/or incremental learning.

The following table summarizes the computational complexity of three algorithms:

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>SVD flops</th>
<th>$t^4$ problem size</th>
</tr>
</thead>
<tbody>
<tr>
<td>1D-SRC</td>
<td>$O(LN)$</td>
<td>$O(rN)$</td>
</tr>
<tr>
<td>2D-SRC</td>
<td>$O(N^2)$</td>
<td>$O(rN)$</td>
</tr>
<tr>
<td>2D-SRC+incremental</td>
<td>$O(N^{2+\delta})$</td>
<td>$O(rN)$</td>
</tr>
</tbody>
</table>

$\delta$ is a constant related to matrix-matrix multiplication complexity, which is not well determined in theory yet.
III. EXPERIMENTS

We have performed experiments on two face databases: the Yale B plus Extended face database [3], [4] and the AR face database [5]. For the Yale B+Extended face database, we only use the frontal faces in subset1 and subset2. From the AR face database we choose 120 individuals and each with 26 images available. We crop and resize them into a size of 90 × 90, then align them by fixing two eyes points in order to enhance the quality of distributed clusters.

Although many $\ell_1$-optimization solvers are publicly available, $l1$-magic [1] is chosen in this paper as the solver for $\ell_1$-norm problem, just following [9].

All our results are obtained using MATLAB on a desktop machine with Intel(R) Core(TM)2 CPU, 2GB of RAM hardware configuration.

A. 1D-SRC vs. 2D-SRC Accuracy and Speed

In this part we compare the original 1D-SRC algorithm and our proposed 2D-SRC algorithm under different scaling dimensionality, and we evaluate them in two aspects: the recognition accuracy $R = \frac{\text{num of correctness}}{\text{num of testing samples}}$, and the average time expended for recognizing one test sample $T = \frac{\text{accumulated time expended}}{\text{num of testing samples}}$. Among all face images, half of them are randomly selected as training images and the others are used for testing. Each image has been resized into several different scales, and then the recognition accuracy $R$ and the average time expended $T$ under all scales are collected in each round. A comparison of results between the 1D-SRC algorithm and the 2D-SRC algorithm is shown in Figs 1 and 2.

We can observe that: (1) the 2D-SRC algorithm can achieve recognition rates similar to the original 1D-SRC algorithm, while they are both effective for face recognition task; (2) but the computational cost of the 2D-SRC algorithm is basically 2 ~ 3 times faster than that of the original 1D-SRC algorithm. We also notice that as the problem size becomes larger and larger, the average time expended of both algorithms is increasing.

B. Incremental Performance and Efficiency

In this part we conduct schemed performance evaluations (in terms of accuracy and speed) of three algorithms (i.e. 1D-SRC, 2D-SRC, 2D-SRC-incremental) in the context of incremental training process. Among all the images, 60% are used for training, 40% are used for testing; at first we randomly select 50% training samples as a starting training set, then add other training samples one by one, and run recognition tests on a fixed testing set. The average recognition rates and time expended per sample under all training set sizes are recorded and shown in Figs 3 and 4.

We can draw a conclusion that applying incremental procedure on 2D-SRC is helpful to reduce the computational cost further, but that is not as much as the reduction cost from 1D-SRC to 2D-SRC.

(a) comparison of recognition rates

(b) speed vs. dimensionality

Figure 1. Performance on Yale B+Extended Face Database

(a) comparison of recognition rates

(b) speed vs. dimensionality

Figure 2. Performance on AR Face Database
In this paper we have proposed a faster extension of Wright et al.’s sparse representation based classification algorithm for robust face recognition. The proposed method mainly makes use of inner product computation and transformation for acceleration, and it can also work in an incremental way. Experimental results show that the new algorithms still maintain approximate performance at a much faster speed when image size is large.

We agree that even though the proposed techniques are faster than the original method, the overall computing speed of the current SRC algorithms is still relatively slow. This is significant when both the dimensionality of images and the size of base images are large. As a result, further faster solving algorithms and hardware developments are still required, which is our future research direction.
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