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Abstract

In digital business ecosystem architecture it is rational for the trusting agent to analyse the possible risk according to its demand before interacting with a probable trusted agent. Doing so would assist the trusting agent in its decision process and would also give the trusting agent a hint of the direction in which the interaction might head. The possible risk in an interaction is a combination of the probability of failure and the possible consequences of failure of an interaction. In this paper, we propose a methodology by which the trusting agent determines the probability of failure in interacting with a probable trusted agent. The determined probability of failure by the trusting agent is according to the specific demand of its future interaction with the probable trusted agent.
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1. Introduction

The development of the internet has provided users with numerous mechanisms for conducting or facilitating e-commerce interactions [1]. The terms ‘trusting agent’ and ‘trusted agent’ define the two agents participating in an interaction. The former refers to the instigator of the interaction while the latter refers to the agent accepting the request. In other words, this is the agent with whom the trusting agent interacts with to achieve its desired outcomes. The significance of the trusting agent to analyse the possible risk before initiating an interaction with a probable trusted agent is substantial. The trusting agent, by analysing the possible risk beforehand, could gain an idea of whether it will achieve its desired outcomes from the interaction or not. Based on this, it can safeguard its resources.

Risk analysis is important in the study of behaviour in e-commerce because there is a whole body of literature based in rational economics that argues that the decision to buy is based on the risk-adjusted cost-benefit analysis [2]. Thus, it commands a central role in any discussion of e-commerce that is related to a transaction. The need to distinguish between the likelihood and magnitude of risk is important as they represent different concepts. For example, the likelihood of selling an item on the web decreases as the cost of the product increases and vice versa. The likelihood of a negative outcome might be the same in both transactions but the magnitude of loss will be greater in the higher cost transaction. Risk plays a central role in deciding whether to proceed with a transaction or not. It can broadly be defined as an attribute of decision making that reflects the variance of its possible outcomes. The Australian and New Zealand Standard on Risk Management, AS/NZS 4360:2004, states that Risk Identification is the heart of Risk Management [3]. Therefore the trusting agent, by identifying and analysing the possible risk beforehand in interacting with a probable trusted agent, can make an informed decision of whether to interact with that particular agent or not. Alternatively it can choose an agent to interact with from the set of probable trusted agents.
Digital Business Ecosystems is a new concept that is emerging worldwide as an innovative approach to support the adoption and development of information and communication technologies. Digital ecosystems transcend the traditional rigorously defined collaborative environments from centralized or distributed or hybrid models into an open, flexible, domain clustered, and demand-driven interactive environment. A digital ecosystem is a new-networked architecture and collaborative environment that addresses the weakness of client-server, peer-to-peer, grid and web services. It is a self-organizing digital infrastructure aimed at creating a digital environment for networked organizations that supports the cooperation, knowledge sharing, development of open and adaptive technologies and the evolutionary business models [4-6]. It can also be defined as a system which is loosely coupled, agent-based collaborative environment where every specie is proactive and responsive and acts for its own benefit or profit. A business ecosystem is the network of buyers, suppliers and makers of related products or services plus the socio-economic environment. An agent in a Digital Ecosystem can be a client and a server at the same time. They may offer their service to others as a server and request help as a client. The communication and collaboration is through swarm intelligence. Unlike traditional environments, digital ecosystems are self-organizing systems which can form different architectural models through swarm intelligence. A demand driven business ecosystem interaction implies that the trusting agent wants to achieve certain desired outcomes in its future interaction and in order to achieve that it should select a trusted agent who can fulfil its demand. In doing that, it is possible the trusting agent has to decide and choose a trusted agent to interact with among a set of probable trusted agents. The trusting agent can analyse the possible risk according to its demand and can ease the decision making process of which agent to interact with. The possible risk in an interaction is a combination of:

- The probability of failure in achieving the outcome; and
- The possible consequences of failure.

As a step towards analysing the possible risk in an interaction beforehand, in this paper, we propose and develop a methodology by which the trusting agent can determine the probability of failure in interacting with a probable trusted agent to achieve its demand. This paper is organised in seven sections. In section 2, we discuss the definitions of Risk defined in the literature and highlight the need to analyze the possible Risk before initiating an interaction. In section 3, we propose the methodology of determining the probability of failure of an interaction. From section 4 to section 6 we explain the proposed methodology with an example and finally in section 7, we conclude the paper.

2. Related Work

In this section we will discuss about the existing work in the literature related to Risk in an interaction. In the literature Risk has been defined in different ways by different researchers. To summarize some of those definitions, March and Shapira [7] define Risk more by the magnitude of the value of the outcome rather than by taking its likelihood. This paradigm of Risk is more common in business transactions. Luhmann [8] defines Risk in a transaction where the possible damage might be more than the advantage sought. This type of perception is more common in finance and investments where the expected returns are high. Mayer, Davis and Schoorman [9] conclude that Risk is present in the transaction only if the negative outcome outweighs the positive outcome at the end of the transaction. In contrast to this definition, Rousseau et al [10] measure Risk as the potential negative consequence and probability of failure. Sztompka [11] defines Risk as the probability of the loss of the resources invested. Grazioli and Wang [12] views Risk as the consumers’ perception of the uncertainty and adverse consequences of engaging in an activity. Cheung and Lee [13] define Risk as having two dimensions; one related to the uncertainty or probability of loss notion and the other related to a consequence of the importance of the notion of loss. Jarvenpaa et al [14] define Risk in Information Systems by using items reflecting its likelihood such as too much uncertainty, how to characterize a decision to proceed with a transaction.
The above mentioned definitions of Risk though have been defined in different context but they all emphasize on the probability of failure and the possible loss in an interaction. This loss varies according to the context in which it is being discussed. In the context of a financial e-interaction the possible loss is to the resources of the trusting agent involved in the interaction.

There is still confusion in the relationship between Trust and Risk. As Mayer et al [9] suggest ‘it is unclear whether Risk is an antecedent to trust’. It is a well known fact that Risk & Trust are dependent on each other, but it is still unclear whether Risk is an antecedent to Trust or an outcome of Trust. Different arguments can be given to this. It can be said that in an interaction Risk creates an opportunity for Trust which leads to Risk taking. In this case Risk is an antecedent to Trust. But it can also be said that when the interaction is done based on the level of Trust, then there is a low amount of Risk in it. In this case Risk is an outcome of Trust. Risk can also provide a moderating relationship between Trust and the behaviour of the Peer in an interaction. For example the effect of Trust on the behaviour is different when the level of Risk is low and different when the Risk is high. Similarly Risk can have a mediating relationship on Trust. For example the existence of Trust reduces the perception of Risk which in turn improves the behaviour in the interaction and willingness to engage in the interaction.

It is important to comprehend the difference between Trust and Risk as they are two different terms that express different concepts, but they complement each other [15]. Risk evaluation involves the trusting agent to determine beforehand the probability of failure and the subsequent possible consequences of failure to its resources in interacting with the probable trusted agent. On the other hand trust evaluation measures the belief that the trusting agent has in a probable trusted agent in attaining its desired outcomes if it interacts with it. The trust evaluation is done by the trusting agent either by considering its own experience or by considering the other agents recommendations but this does not take into account the amount of resources invested in the interaction. A lot of work has been done in the literature to determine and evaluate the trust in an interaction [21-30]. We will not be discussing it here as our aim in this paper is not trust evaluation, where as it is to determine one aspect towards risk evaluation, namely determining the probability of failure of the interaction. As mentioned before the inclusion of Risk in the study of behaviour of e-commerce transaction is important because there is a large volume of literature based on rational economics that argues that the decision to proceed with the transaction is based on the Risk adjusted cost benefit analysis and analyzing Risk in the transaction is really important with the widespread use and incursion of the Internet in our day to day life, particularly with the advent of business and e-commerce transactions in digital business ecosystem domain.

Through the above discussion, it is evident that Risk measurement, prediction and management is indeed needed before initiating an e-commerce interaction in a digital business ecosystem domain. We need a Risk management tool which complies with Australian and New Zealand Standard on Risk Management AS/NZS 4360:2004 and that helps in analyzing and evaluating the risk. In order to achieve that, we defined risk in the context of e-commerce transactions conducted in digital business ecosystem domain as ‘the likelihood that the trusted agent might not act as expected according to the trusting agent’s expectations in a given context and at a particular time once the interaction begins, resulting in the loss of dollars and the resources involved in the interaction’. Context represents the high level nature of the trusting agent’s interaction with the trusted agent [16]. It can be decomposed into several detail aspects called as the criteria. Criteria is defined as the demand or the set of factors which show specifically what the trusting agent wants in its interaction with the trusted agent in the particular context.

In order to ascertain the possible risk in an interaction, the probability of failure and the possible consequences of failure of an interaction must be quantified. To quantify and represent semantically the probability of failure of an interaction, we define the term ‘Failure Level’ and the ‘Failure scale’. Failure Level (FL) is defined as the numerical value that is assigned by the trusting agent to the trusted agent after interacting with it, which shows the level of failure of the interaction on the Failure scale. The Failure scale as shown in Figure 1 has 7 different probable levels of failure that could be present in the interaction, with level 0 representing the highest level of failure and level 5 representing the lowest level of failure.
The trusting agent assigns a FailureLevel to the trusted agent after interacting with it by assessing the level of uncommitment in the trusted agent’s actual behaviour in the interaction as compared to the expected behaviour. In other terms, this is the in-capability of the trusted agent to complete the interaction according to the expected behaviour. Expected behaviour is defined as that behaviour which the trusted agent was supposed to commit to in completing the interaction [16]. This expected behaviour is defined by the trusting agent before starting its interaction with the trusted agent and is according to the criteria of its interaction. The actual behaviour is the commitment that the trusted agent showed or behaved in the interaction. Hence, the FailureLevel that the trusting agent assigns to the trusted agent after the interaction is by assessing the un-committed behaviour of the trusted agent according to the criteria of its interaction. The methodology by which the trusting agent sets the criteria and later assesses and assigns a FailureLevel to the trusted agent after interacting with it, depending on the level of its un-committed behaviour in the interaction is defined in Hussain, Chang, Hussain and Dillon [17].

By utilising this methodology, the trusting agent assigns a failure level to the trusted agent after completing its interaction with it. For risk analysis before initiating an interaction, a trusting agent has to determine the probability of failure and the possible consequences of failure before starting an interaction with the probable trusted agent. The determined probability of failure of the interaction by the trusting agent should be strictly according to the criteria of its future interaction with the probable trusted agent. Further, it is likely that the trusting agent, before initiating an interaction, might have to select an agent to interact with from a set of possible trusted agents. If the trusting agent does not have an interaction history with any of the possible trusted agents in the context of its future interaction then it is difficult for it to decide which particular agent to interact with. One way by which the trusting agent can ease its decision making process is by determining the possible level of risk beforehand. To achieve that, in this paper, we propose a methodology of determining the probability of failure (FailureLevel) of an interaction beforehand as a step towards risk analysis of an interaction.

In the next sections, we define the process by which the trusting agent can determine the FailureLevel in interacting with a probable trusted agent before initiating an interaction with it.
3. Determining the Failure Level of an Interaction

The Failure Level of an interaction is the extent to which the trusting agent ascertains that it might not achieve its desired outcomes in interacting with a probable trusted agent. The trusting agent can determine the Failure Level in interacting with a probable trusted agent beforehand, by analysing the trusted agent’s in-capability to complete the interaction according to the expected behaviour of its future interaction. By considering the expected behaviour, the trusting agent is analysing the Failure Level in interacting with a probable trusted agent according to the criteria of its future interaction. The possible interaction of the trusting agent with the probable trusted agent is in the future state of time. Hence, for risk analysis, the trusting agent has to determine the Failure Level in interacting with the probable trusted agent in the future. In order to achieve that, we propose that the trusting agent analyse the Failure Level in interacting with a probable trusted agent in two stages. They are:

1. Pre-interaction start time phase
2. Post-interaction start time phase

Pre-interaction start time phase refers to the period of time before the trusting agent starts its interaction with the probable trusted agent, whereas Post-interaction start time phase is the period of time after the trusting agent starts and interacts with the probable trusted agent. The trusting agent has to determine the Failure Level in interacting with a probable trusted agent in that future state of time, i.e. in the post-interaction start time phase. In order for the trusting agent to determine the Failure Level in interacting with a probable trusted agent in the post-interaction start time phase, it should know its Failure Level according to the specific context and criteria as that of its future interaction, in the pre-interaction start time phase. Based on the Failure Level achieved for the probable trusted agent in the pre-interaction start time phase, the trusting agent can predict the Failure Level of the probable trusted agent in the post-interaction start time phase.

We will explain the process of determining the Failure Level in interacting with a probable trusted agent in each time phase in the next sub-sections.

3.1 Determining the Failure Level in Pre-Interaction Start Time Phase

The trusting agent can determine the Failure Level in interacting with a probable trusted agent in the pre-interaction start time phase either:

a) By considering its past interaction history with the probable trusted agent in the same context and criteria as that of its future interaction with it; or
b) By soliciting recommendations from other agents and determining the in-capability of the trusted agent to complete the interaction according to the criteria of its future interaction with it.

If the trusting agent has a past interaction history with a probable trusted agent in the same context and criteria as that of its future interaction, then it can determine the Failure Level of the probable trusted agent in the pre-interaction start time phase by analysing those past interactions. As mentioned in the literature, risk varies according to the time and context of the interaction. Hence, if the trusting agent’s past interactions with the probable trusted agent were long ago as compared to its future interaction or if they are in a different context as compared to its future interaction, then those past interactions cannot be utilised to determine the Failure Level of the probable trusted agent. In such a case, the trusting agent has to solicit for recommendations to determine the Failure Level of the particular trusted agent in the pre-interaction start time phase. As mentioned by Carter and Ghorbani, reputation can be relied on in the event of total ignorance [18]. But the reputation of a probable trusted agent shows its capability to complete the interaction. In order for the trusting agent to
determine the FailureLevel of an interaction it should determine the in-capability of the probable trusted agent to complete the interaction according to its expectations.

To achieve that, we propose the trusting agent should first determine the reputation of the probable trusted agent in the pre-interaction start time phase according to the context and criteria of its future interaction with it on the failure scale. By doing so, the trusting agent knows the capability of the probable trusted agent to complete the interaction according to the criteria of its future interaction on the failure scale. It can then determine the probability of failure in interacting with that particular probable trusted agent by ascertaining the difference between what it expects in the interaction and how far the probable trusted agent can fulfill it according to its reputation. The value achieved gives the probability of failure of the interaction according to the criteria of its future interaction with it. The FailureLevel is achieved by mapping the probability of failure of the interaction to the failure scale.

In order to determine the reputation of the probable trusted agent, the trusting agent solicits for recommendations in the context of its future interaction. The agents who have had previous interaction history with the probable trusted agent in the particular context reply back with their recommendations. We term the agents replying back with the recommendations as the Recommending agents. The trusting agent on getting the recommendations should classify them according to the criteria of its future interaction and then assimilate them to determine the reputation of the probable trusted agent on the failure scale. It would be difficult for the trusting agent to understand the meaning of the recommendations and later assimilate them, if each agent when solicited for, gives its recommendation in its own format. So, we propose that the recommending agents should communicate their recommendation in a standard format called as the Risk set. Doing so would help the trusting agent to understand each element of the recommendation easily and to assimilate it properly. The format of the Risk set is:

\[
\{TP1, TP2, Context, PFL, FFL, FL, (Criteria, Commitment level), Cost, Start time, End time, RRP\}
\]

Where:
TP1: is the trusting agent in the interaction who is also the recommending agent while giving recommendation.
TP2: is the trusted agent in the interaction.
Context: represents the context of the interaction.
PFL: stands for 'Previous FailureLevel'. This represents the FailureLevel of the trusted agent determined by the recommending agent before interacting with it and according to its expected behaviour, in the pre-interaction time phase of its interaction.
FFL: stands for 'Future FailureLevel'. This represents the FailureLevel of the trusted agent determined by the recommending agent, before interacting with it and according to its expected behaviour, in the post-interaction start time phase of its interaction.
FL: stands for 'FailureLevel'. This represents the actual FailureLevel of the interaction on the failure scale. This is determined by the recommending agent after interacting with the trusted agent by assessing the level of un-commitment in the trusted agent's actual behaviour with respect to its expected behaviour.

(Criteria, Commitment level): Criteria represent the demand or factors on which the recommending agent interacted with the trusted agent and later assigned it with the 'FailureLevel' after its interaction. These criteria are necessary to mention while giving recommendations, so that a trusting agent who solicits recommendations knows the criteria on which this particular trusted agent has been assigned the recommended 'FailureLevel'. In this way it can consider only those recommendations which are of interest to it according to the criteria of its future interaction. Commitment level specifies whether the particular criterion was fulfilled by the trusted agent or not. A value of either 0 or 1 assigned here is based on its commitment. A value of 0 signifies that the criterion was not fulfilled by the trusted agent according to the expected behaviour whereas a value of 1 signifies that the criterion was fulfilled according to the expected behaviour. Further explanation is given in Table 1.
Cost: represents the cost of the interaction.
Start Time: is the time at which the recommending agent started the interaction with the trusted agent.
End time: is the time at which the interaction of the recommending agent ended with the trusted agent.
RRP: is the Riskiness value of the recommending agent while giving recommendations. This value determines whether the agent is trustworthy or not while giving recommendations.

<table>
<thead>
<tr>
<th>Commitment Level</th>
<th>Semantics of the Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>The trusted agent did not commit to the criterion as it was expected from it according to the expected behaviour</td>
</tr>
<tr>
<td>1</td>
<td>The trusted agent committed to the criterion exactly according to the expected behaviour</td>
</tr>
</tbody>
</table>

Table 1 Showing the Commitment level of each criterion

Once the trusting agent receives all the recommendations for a probable trusted agent, it should assimilate those in order to determine the reputation and subsequently the FailureLevel of that probable trusted agent in the pre-interaction start time phase according to the criteria of its future interaction with it. Some factors to be considered by the trusting agent while assimilating the recommendations are:

3.1.1 Trustworthiness of the Recommendations

There is a possibility of the recommending agents giving un-trustworthy or incorrect recommendations. In order to avoid such possibilities while determining the reputation of the probable trusted agent, we propose that the trusting agent should first determine whether the recommendation is trustworthy or not, before assimilating it. We adopt the methodology mentioned by Chang, Dillon and Hussain [19] of classifying the recommendations according to their trustworthiness. To summarise that methodology, an agent whose Riskiness value while giving recommendation (RRP) is in the range of (-1, 1) is said to be a trustworthy recommending agent. An agent whose RRP while giving recommendations is beyond this range is said to be giving un-trustworthy recommendations and, hence, an un-trustworthy recommending agent. Further, Chang et al. [19] mentions that the trusting agent should consider recommendations from only trustworthy and unknown recommending agents and omit the ones from the un-trustworthy recommending agents in order to determine the reputation of the probable trusted agent correctly.

3.1.2 Time Based FailureLevel Assessment

We define risk as the likelihood that the probable trusted agent will not act as expected by the trusting agent resulting in the failure of the interaction and loss of resources involved in it. This ‘likelihood’ varies throughout the transaction depending on the behaviour of the probable trusted agent and, therefore, it is dynamic. As mentioned in the literature too, risk is dynamic and varies according to time. It is not possible for an agent to have the same impression of a trusted agent throughout that it had at a particular time. Hence the trusting agent should take into account this dynamic nature of risk while doing risk analysis in its future interaction with a probable trusted agent. In order to incorporate and consider its dynamic nature, we propose that the trusting agent should determine the FailureLevel in interacting with a probable trusted agent in regular intervals of time to ascertain it correctly according to that particular interval of time. Further by doing so the trusting agent can give more weight or importance to those recommendations which are in the recent intervals of time to its future interaction with the trusted agent as compared to those which are in far recent ones, while determining the FailureLevel of that trusted agent. We will define some terms by which the recommendations can be classified according to time.
We quantify the level of failure on the failure scale in interacting with a probable trusted agent in a given context and at a given time ‘t’ which can be either at the current, past or future time with the metric FailureLevel. But for better understanding we represent the FailureLevel of a probable trusted agent according to the time phase to which they correspond to. For example, if a FailureLevel for a probable trusted agent is determined in the pre-interaction start time phases then we represent it by the metric ‘PFL’ which stands for ‘Previous FailureLevel’. Similarly, if the FailureLevel for the probable trusted agent is determined in the post-interaction start time phases we represent it by ‘FFL’ which stands for ‘Future FailureLevel’.

We define the total boundary of time which the trusting agent takes into consideration to determine the FailureLevel (previous or future) of a probable trusted peer as the time space.

It is not possible for the trusting agent to assess and determine the FailureLevel of a probable trusted agent correctly if the time space is of a long duration. As mentioned earlier, risk varies according to time and it is possible that in a time space the probable trusted agent’s FailureLevel might not be the same throughout. Hence, we propose that the total time space is divided into different non-overlapping parts and the trusting agent assess the FailureLevel of the probable trusted agent in each of those parts. These different non-overlapping parts are called as time slots.

The time at which the trusting agent or any other agent giving recommendation deals with the probable trusted agent in the time slot is called as time spot.

The trusting agent should first decide about the total time space over which it is going to analyze the FailureLevel of a probable trusted agent. Within the time space, the trusting agent should determine the duration of each time slot. Once it knows the duration of each time slot it can determine the number of time slots in the given time space and subsequently analyze the FailureLevel of the probable trusted agent in each time slot, may it be either in past or future.

For explanation sake, let us suppose that a trusting agent wants to interact with a probable trusted agent for a period of 14 days. This is the post-interaction start time phase. Before initiating the interaction, the trusting agent wants to determine the level of failure of the interaction as a first step towards risk analysis. To achieve that, the trusting agent wants to assess the reputation of the probable trusted agent, to determine its FailureLevel from a period of 14 days prior to starting an interaction with it. This is the pre-interaction start time phase. Hence, the total period of time which the trusting agent takes into consideration to determine the FailureLevel (PFL and FFL) of the probable trusted agent is of 28 days. This time space is a combination of pre and post interaction start time phase. Further, the trusting agent wants to analyse the FailureLevel of the probable trusted agent on a weekly basis. The total time space is 28 days and the time slot is of 7 days. The number of time slots in this time space will be 4.

By dividing the time space into different time slots, the trusting agent can give more weight or importance to those recommendations which are near to the time spot of its interaction with a probable trusted agent while determining its FailureLevel in the pre-interaction start time phase.

3.1.3 Criteria of the Recommendations

As mentioned earlier, the recommending agents when solicited for recommendations for a probable trusted agent in a particular context reply back with the FailureLevel (FL) that they assigned to that trusted agent in that particular context as their recommendation, in the form of Risk set. The recommendation from a recommending agent for the probable trusted agent is according to the criteria of its interaction. Criteria are the factors against which the un-committed behaviour of the trusted agent was assessed by the recommending agent and subsequently assigned with a FailureLevel.

It is possible that a trusting agent soliciting for recommendations to ascertain the FailureLevel of a probable trusted agent in a particular context, might have different criteria in its future interaction with it as compared to those of the
recommending agents, who had interacted previously with the same trusted agent, in the same context. To explain with an example, two trusting agents ‘A’ and ‘B’ might have different criteria in their interaction with the same trusted agent ‘D’ in the same context, and the FailureLevel they assign to the trusted agent ‘D’ after their interaction is according to their own individual criteria. If at a later stage, a future trusting agent ‘E’ solicits for recommendations about the probable trusted agent ‘D’ from agents ‘A’ and ‘B’ in the same context as their previous interaction, then they reply back with the FailureLevel (FL) that they had assigned to the trusted agent ‘D’ in the form of Risk set as their recommendation. But the FailureLevel recommended by the recommending agents ‘A’ and ‘B’ for the probable trusted agent ‘D’ is according to the criteria of their individual interaction. It is extremely possible that these recommendations might not be of any use to the future trusting agent ‘E’ in ascertaining the FailureLevel of the probable trusted agent ‘D’, as it might have a different set of criteria in its future interaction as compared to those of the recommending agents, even though the context remains the same. If this is the case then the reputation and subsequently the FailureLevel determined by the trusting agent ‘E’, for the trusted agent ‘D’ by assimilating these recommendations in the pre-interaction start time phase, is incorrect and not according to the criteria of its future interaction with it. Based on these values, the trusting agent ‘E’ cannot determine correctly the FailureLevel in interacting with the probable trusted agent ‘D’ in the post-interaction start time phase according to the criteria of its future interaction. Hence, the trusting agent ‘E’, while assimilating the recommendations should consider and take only those recommendations whose criteria are of interest to it in its future interaction.

All these factors have to be considered by the trusting agent before it assimilates the recommendations to determine the reputation and the FailureLevel of a probable trusted agent in the pre-interaction start time phase, according to the context and criteria of its future interaction with it. In the next sections, we will propose a methodology by which the trusting agent can assimilate the recommendations after classifying them according to its trustworthiness, time, and criteria.

3.1.4 Assimilating the Recommendations to determine the FailureLevel in Pre-Interaction time start phase

To explain the process of assimilating the recommendations in order to ascertain the reputation and subsequently the FailureLevel of a probable trusted agent in the pre-interaction start time phase, let us consider the following example of a trusting agent ‘E’ wanting to interact with a logistic company in the context of transporting its goods. The criteria that the trusting agent wants in its interaction are C1, C2 and C3. The possible agents to interact with, are agents ‘D’ and ‘Z’ who are willing to fulfill the trusting agent’s request. These agents are the set of probable trusted agents from which the trusting agent has to decide and choose one of them to interact with. The trusting agent ‘E’ does not have any past interaction history with any of the probable trusted agents and in order to make an informed decision, it decides to analyze the possible risk that could be present in interacting with each of them. In order to ascertain the probability of failure in dealing with each probable trusted agent, agent ‘E’ solicits for recommendations to determine the reputation and subsequently the FailureLevel of each probable trusted agent in the pre-interaction start time slots according to the context and criteria of its future interaction with them. The agents, who had previous interaction history with the probable trusted agents and in the same context of question, reply back with their recommendations, in the form of Risk set. The trusting agent should then classify and consider only those recommendations whose criteria are of interest to it in its future interaction with the probable trusted agents.

As discussed before, it is possible that the recommendations which the trusting agent gets for a probable trusted agent in a pre-interaction time slot, might not be strictly according to the criteria of its future interaction, or might reflect partially the criteria composing its future interaction with the probable trusted agent. Further it is possible that there might be more than one recommendation in a criterion of interest to the trusting agent in a particular time slot. Hence to utilize these types of recommendations we propose that in each pre-interaction time slot, the trusting agent should determine the reputation and subsequently the FailureLevel of the probable trusted agent, according to each criterion of its future interaction with it, by assimilating the recommendations of that criterion. It can then combine the FailureLevel of each criterion in a time slot to determine a crisp FailureLevel of the trusted agent in that time slot. By doing so the trusting agents considers all the recommendations of interest that it gets for a particular criterion in a time slot, for a probable trusted agent.
The reputation of a particular trusted agent ‘P’ in criterion ‘C’ (Rep<sub>pc</sub>) can be determined by assimilating the trustworthy and unknown recommendations by using the following formulae:

Reputation value of the trusted agent ‘P’ in criterion ‘C’ (Rep<sub>pc</sub>) =

\[
\left( * ( \frac{1}{N} \sum_{i=1}^{N} ( RRP_i \oplus Commitment Level_i )) \right) + \left( * ( \frac{1}{K} \sum_{i=1}^{K} ( RRP_i \oplus Commitment Level_i ))) \right) + \\
\left( * ( \frac{1}{J} \sum_{j=1}^{J} ( Commitment Level_j )) \right) + \left( * ( \frac{1}{M} \sum_{q=1}^{M} ( Commitment Level_q ))) \right)
\]

..... Equation 1

Where:
- RRP<sub>i</sub> is the Riskiness value of the trustworthy recommending agent ‘i’ whose recommendation is in the recent time slot of the trusting agent’s future interaction,
- RRP<sub>i</sub> is the Riskiness value of the trustworthy recommending agent ‘i’ whose recommendation is in the far recent time slot of the trusting agent’s future interaction,
- Commitment level<sub>j</sub> is the level of commitment by the trusted agent in the particular criterion ‘c’ as recommended by the recommending agent in its recommendations,
- N and K are the number of trustworthy recommendations classified according to the recent and far recent time slots respectively,
- J and M are the number of unknown recommendations classified according to the recent and far recent time slots respectively,
- * are the variables attached to the parts of the equation which give more weight to recommendations which are in the recent time slot as compared to the far recent ones. In general > and + = 1,
- * are the variables attached to the parts of the equation which will give more weight to the recommendation from the trustworthy recommending agents as compared to those from the unknown recommending agents. In general > and + = 1.

The reputation value of the probable trusted agent ‘P’ in a criterion ‘C’ is determined in two parts as shown in equation 1. The first part of the equation calculates the reputation value of the probable trusted agent ‘P’ in the criterion ‘C’ by taking the recommendations of the trustworthy recommending agents. The second part calculates the reputation value of the same probable trusted peer ‘P’ in the same criterion by taking the recommendations of the unknown recommending agents. The recommendations from the un-trustworthy recommending agents are left out and not considered. In order to give more importance to the recommendations from the trustworthy recommending agents as compared to ones from the unknown recommending agents, variables are attached to the two parts of the equation. These variables are represented by and respectively. It depends upon the trusting agent as to how much weight it wants to assign each type of recommendation. Further, the reputation value determination of the probable trusted agent ‘P’ in a criterion ‘C’ by taking the trustworthy and unknown recommendations too is done in two parts according to the time slot of the recommendations. We propose that the trusting agent gives more weight to the recommendations which are in the recent time slot of its interaction as compared to the far recent time slot ones. Those weights are represented by the variables and respectively.

The RRP of the trustworthy recommending agent is also considered while assimilating its recommendation. As shown in equation 1 the RRP of the trustworthy recommending agent is adjusted with the adjustment operator ‘⊕’ to its recommendation. This takes into consideration the accurate recommendation from the trustworthy recommending agent according to its trustworthiness. The rules for the adjustment operator ‘⊕’ are:
\[ a + b, \quad \text{if } 0 \leq (a + b) \leq 1 \]
\[ a \oplus b = \begin{cases} 1, & \text{if } (a + b) > 1 \\ 0, & \text{if } (a + b) < 0 \end{cases} \]

It is possible that in a time slot, the trusting agent may not get any recommendation for the probable trusted agent ‘P’ in a criterion ‘C’, thus preventing it from determining the trusted agent’s reputation in that criterion by assimilating the recommendations. In such a case, we propose that the trusting agent should assume a value of ‘0’ as the reputation of the probable trusted agent for that criterion ‘C’ (Rep_{rc}) in that time slot. It is because the trusting agent determines the reputation of the probable trusted agent in a criterion, to ascertain its capability to complete the criterion. And if there is no recommendation for the probable trusted agent in a time slot for a criterion, then for doing a sensible Risk analysis, the trusting agent should assume that the trusted agent is incapable to complete the criterion in that time slot. Hence it should assign the probable trusted agent a value of ‘0’ as its reputation in that criterion.

After determining the reputation of the probable trusted agent ‘P’ in a criterion ‘C’ (Rep_{rc}) the trusting agent should map it to the failure scale (FS) to determine its capability to complete the criterion, on it. As mentioned earlier, the levels between 0 and 5 on the failure scale represent varying degree of levels of failure. Hence for risk analysis, the reputation of the probable trusted agent in a criterion should be mapped on the range of (0, 5) on the failure scale, as it is within these levels that its capability to complete the criterion has to be ascertained on the failure scale, according to its reputation. In order to represent the reputation of the probable trusted agent ‘P’ in a criterion ‘C’ (Rep_{rc}), on the failure scale (FS), it should be multiplied by 5. Hence Rep_{rcfs}: 

\[ \text{Rep}_{rcfs} = \text{ROUND} \left( \text{Rep}_{rc} \times 5 \right) \quad \ldots \ldots \text{Equation 2} \]

Once the trusting agent determines the reputation of a probable trusted agent against a criterion on the failure scale, it can then ascertain the probability of failure to achieve that particular criterion according to its expected behaviour in interacting with the probable trusted agent, by determining the difference between what it expects from the trusted agent in the criterion, and how far the probable trusted agent can fulfil it according to its reputation. The trusting agent expects the probable trusted agent to complete the criterion according to its expected behaviour. This expectation of the trusting agent can be quantified with a value of 5 on the failure scale. This value represents the lowest probability of failure of the criterion and expresses the total commitment by the probable trusted agent, according to the expected behaviour. The probability of failure to achieve a criterion ‘C’ in interacting with the probable trusted agent ‘P’ can then be determined by:

\[ \text{Probability of Failure}_{cP} \left( \frac{5 - \text{Rep}_{rcfs}}{5} \right) \times 100 \quad \ldots \ldots \text{Equation 3} \]

The determined probability of failure to achieve criterion ‘C’ in interacting with probable trusted agent ‘P’ will be on a scale of 0-100%. Determining the FailureLevel (PFL) for the probable trusted agent ‘P’ in criterion ‘C’ on the Failure scale (PFL_{rcfs}) according to the probability of failure of the criterion:

\[ \text{PFL}_{rcfs} = \text{LEVEL} \left( \text{Probability of Failure}_{cP} \right) \quad \ldots \ldots \text{Equation 4} \]

When the trusting agent determines the FailureLevel of the probable trusted agent in each criterion of its interaction in a time slot, then it can determine its crisp FailureLevel in that time slot according to those criteria, by weighing the individual FailureLevel of each criterion according to its significance. All criteria of an interaction will not be of equal importance or significance. The significance of each criterion might depend on the degree to which it influences the
successful outcome of the interaction according to the trusting agent. The levels of significance for each criterion (Sc) are shown in Table 2 below.

<table>
<thead>
<tr>
<th>Significance level of the Criterion (Sc)</th>
<th>Significance Rating and Semantics of the level</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Minely Significant</td>
</tr>
<tr>
<td>2</td>
<td>Moderately Significant</td>
</tr>
<tr>
<td>3</td>
<td>Largely Significant</td>
</tr>
<tr>
<td>4</td>
<td>Majority Significant</td>
</tr>
<tr>
<td>5</td>
<td>Highly or Extremely Significant</td>
</tr>
</tbody>
</table>

Table 2 showing the significance level of each criterion

The crisp FailureLevel of the probable trusted agent ‘P’ in a pre-interaction start time slot ‘t-1’ (PFL_{P,t-1}) is then determined by weighing its FailureLevel to complete the criterions in that time slot with the significance of each criterion. Hence:

\[
PFL_{P,t} = \text{ROUND} \left( \frac{1}{\sum_{n=1}^{z} S_{C_n} \times \text{PFL}_{P,C_n}} \right) \quad \ldots..\text{Equation 5}
\]

Where:
- \( S_{C_n} \) is the significance of the criterion ‘C_n’;
- \( \text{PFL}_{P,C_n} \) represents the FailureLevel of the trusted agent ‘P’ in criterion ‘C_n’ on the Failure scale; and
- \( z \) is the number of criterions in the interaction.

It should be noted that the determined crisp FailureLevel of the probable trusted agent ‘P’ determined in the pre-interaction phase time slots by assimilating the recommendations should be set to 0 if it is less than 0, as the failure levels on the Failure scale ranges from 0 to 5. Extending the previous example, when the trusting agent ‘E’ determines the FailureLevel (PFL) of the probable trusted agents ‘D’ and ‘Z’ in the pre-interaction start time slots according to the criteria of its future interaction with them, it can utilise these respective values of each agent to predict and ascertain the future FailureLevel (FFL) in interacting with them in the time slots of the post-interaction start time phase. The FailureLevel determined for each probable trusted agent in the post-interaction start time phase will be strictly according to the criteria of the trusting agent’s future interaction with them. In the next section, we will propose the concept of determining the future FailureLevel of a probable trusted agent on the failure scale in the post-interaction start time phase.

### 3.2 Determining the FailureLevel in Post-Interaction Start Time Phase

In order for the trusting agent to determine the FailureLevel (FFL) of a probable trusted agent in the post interaction start time phase, it should know its FailureLevel according to the specific context and criteria as that of its future interaction, from the beginning of the time space till the time spot of its interaction, i.e. till pre-interaction start time phase. Based on the determined FailureLevel (PFL) till that time by using the above methodology, the trusting agent can predict the future FailureLevel (FFL) in interacting with the probable trusted agent in the post-interaction start time phase. Hence the trusting agent in order to determine the future FailureLevel of the probable trusted agent at time ‘t+1’ should consider all its FailureLevels from the beginning of the time space till time ‘t’. The trusting agent determines the FailureLevel (PFL) of a probable trusted agent in the pre-interaction start time phase strictly according to the criteria of its future interaction with it, and hence the future FailureLevel (FFL) determined by utilizing these previous levels, too is strictly according those
criteria.

We propose that the trusting agent while determining the future FailureLevel (FFL) of a probable trusted agent in the post-interaction start time phase should determine the magnitude of each level of failure within the domain of (0, 5) on the Failure scale rather than determining a crisp FailureLevel as it does in the Pre-Interaction start time phase. This is due to the fact that the future FailureLevel (FFL) of a probable trusted agent at time ‘t+1’ is predicted by considering its FailureLevels till time ‘t’. This might not give an accurate conclusion as compared to the one obtained in the pre-interaction start time phase where the trusting agent determines the FailureLevel in interacting with a probable trusted agent by either considering its past interaction history with it or by assimilating recommendations. Hence to overcome that we propose that the trusting agent should determine the magnitude of each level of failure on the Failure scale in the post-interaction start time phase.

Our method of determining the future FailureLevel (FFL) for a probable trusted agent at time ‘t+1’ is by taking its FailureLevels from the beginning of the time space till time ‘t’ and utilize the Gaussian Distribution to determine the probability of the future FailureLevel (FFL) being any level on the Failure scale (FS). As mentioned, the Failure scale ranges from (-1, 5), with -1 denoting Unknown level of Failure. So the future FailureLevel of a probable trusted agent in the post-interaction start time phase is determined in the domain of (0, 5) on the Failure scale. Within this domain there are six possible levels of failure on the Failure scale.

To determine the trusted agent’s future FailureLevel at time‘t+1’ within each range on the Failure scale (FS), let us suppose that the trusting agent has determined the FailureLevel of the probable trusted agent in each time slot from the time space of its interaction till time‘t’. Those FailureLevel of the probable trusted agent from the time space till time‘t’ are represented as:

\[ \{PFL_1, PFL_2, PFL_3, \ldots, PFL_K\} \]

where \( k \) is the number of time slots.

The mean FailureLevel \( (\mu_{PFL}) \) is calculated as:

\[ \mu_{PFL} = \frac{1}{K} \sum_{i=1}^{K} PFL_i \]  

\[ \ldots\text{Equation 6} \]

Accordingly the unbiased Sample Variance \( (\sigma^2) \) is:

\[ \sigma^2 = \frac{1}{K-1} \sum_{i=1}^{K} (PFL_i - \mu_{PFL})^2 \]  

\[ \ldots\text{Equation 7} \]

The future FailureLevel in interacting with a probable trusted agent peer is denoted as FFL. Since \( FFL \sim (\mu, \sigma^2) \), then for any random variable FFL according to Gaussian distribution \( [20] \) the probability of FFL in a given domain of \((0, 5)\) can be determined according to equation 8.

\[ \ldots \]
\[ P(a \leq \text{FFL} \leq b) = \frac{1}{\sqrt{2 \pi} \sigma} \int_{\frac{a-\mu}{\sigma}}^{\frac{b-\mu}{\sigma}} e^{-\frac{t^2}{2}} \, dt \] ....Equation 8

The probability of FFL of a probable trusted agent in a post-interaction start time slot is determined for each level within the domain of (0, 5) on the Failure scale. Doing so would give an indication to the trusting agent of the magnitude of each level of failure present in interacting with the probable trusted agent. Further by representing the future FailureLevel (FFL) in interacting with the probable trusted agent in each time slot in the post-interaction start time phase by busbars of the different possible levels of failure, the trusting agent would get a better indication how the probable trusted agent might behave in the interaction.

The proposed concepts in this paper will be understood and its significance can be determined more clearly when we explain it in the next section by taking an example.

4. Determining the FailureLevel of the probable Trusted Agents by an Example

To demonstrate the proposed concept of determining the FailureLevel in interacting with a probable trusted agent beforehand with a real world example, let us simulate an interaction between Alice and a logistic company. Let us suppose that Alice wants to interact with a logistic company on the context of transporting its goods worth $15,000 over the period of time from 15/06/2006 to 21/06/2006. There are two logistic companies who can fulfil Alice's needs. They are logistic company 'D' and 'E'. These two companies are the set of probable trusted agents from which Alice has to decide and choose one of them to interact with. Further in this example we will term the logistic company 'D' and 'E' as agent 'D' and agent 'E' respectively. For simplicity we also term the context of the interaction as 'C'. The criteria that Alice wants in its interaction are C1 and C2.

Let us consider that Alice had interacted successfully previously with agent 'E', but in a different context and it does not have any previous interaction history with the probable trusted agent 'D' in any context. Hence, to make an informed decision of choosing with which agent to interact with, Alice decides to analyse the possible risk that could be present in interacting with each of them. In order to achieve that, Alice has to determine the probability of failure (FailureLevel) and the possible consequences of failure in interacting with each of the probable trusted agents. In this paper, we will discuss about only determining the FailureLevel in interacting with the probable trusted agents.

To determine the future FailureLevel (FFL) in interacting with each probable trusted agent in the post-interaction start time phase, Alice decides to analyse the FailureLevel (FPL) in interacting with each probable trusted agent from a period of 3 weeks prior to the time spot of its interaction with them, i.e. from 25/05/2006 to 14/06/2006. This is the pre-interaction start time phase. The interaction of Alice with any agent is from 15/06/2006 to 21/06/2006. This is the post-interaction start time phase. Subsequently, the total time space in which Alice will be analysing and determining the FailureLevel in interacting with the probable trusted agents is from 25/05/2006 to 21/06/2006. This time space is the combination of pre- and post-interaction start time phase. Alice divides the time space into four different non-overlapping time slots, each of 7 days to determine the FailureLevel of each probable trusted agent in each of them. The time spot of Alice’s interaction with any probable trusted agent is 15/06/2006 and, hence, Alice has to:
• Determine the FailureLevel (PFL) in interacting with each probable trusted agent in the pre-interaction start time phase, i.e. from 25/05/2006 till 14/06/2006 by determining their reputation and then ascertaining their in-capability to complete the interaction according to its future criteria, and

• By predicting the future FailureLevel (FFL) of each probable trusted agent in the time space of 15/06/2006 to 21/06/2006 to determine the FailureLevel in the post-interaction start time phase.

Figure 2, below, shows the division of the time space according to the time slots.

![Figure 2 showing the division of the time space](image)

To determine the reputation of agent ‘D’ and ‘E’ in time slots t-3 till t-1, Alice solicits for recommendations and assimilates them according to the criteria of its future interaction with them. Based on the reputation achieved, Alice then determines the FailureLevel of each probable trusted agent in each time slot, by ascertaining their in-capability to complete the interaction according to its expectations. Let us assume that Alice gives a weight of 0.9 to trustworthy recommendations and a weight of 0.1 to un-known recommendations, i.e. and respectively while determining the reputation of the probable trusted agent. Further, let us assume that it gives a weight of 0.5 to the recommendations, which are in the recent time slot of its interaction, and a weight of 0.4 to the far recent recommendations, i.e. and respectively. Alice considers the time slot of 08/06/2006 to 14/06/2006 as the recent time slot to its interaction and any other time slot previous to this time slot as the far recent ones.

5. Determining the FailureLevel in interacting with Agent ‘D’

5.1 Determining the FailureLevel of agent ‘D’ in pre-interaction time phase

Let us suppose that the recommendations that the trusting agent Alice gets for agent ‘D’ in the form of Risk set are:
From agent ‘F’:
{Agent ‘F’, Agent ‘D’, Context ‘C’, 4, 4, 3, ((C1, 1) (C3, 0)), 1000, 26/05/2006, 30/05/2006, -0.6}

From agent ‘G’:
{Agent ‘G’, Agent ‘D’, Context ‘C’, 4, 3, 5, ((C2, 0) (C6, 1)), 500, 27/05/2006, 28/05/2006, UNKNOWN}

From agent ‘H’:
{Agent ‘H’, Agent ‘D’, Context ‘C’, 3, 3, 3, ((C1, 1) (C2, 1) (C9, 0)), 15500, 05/06/2006, 07/06/2006, 0.8}

From agent ‘I’:
{Agent ‘I’, Agent ‘D’, Context ‘C’, 3, 3, 3, ((C9, 1) (C2, 1)), 2500, 02/06/2006, 05/06/2006, 1.6}

From agent ‘J’:
{Agent ‘J’, Agent ‘D’, Context ‘C’, 1, 1, 0, ((C1, 1) (C2, 1) (C10, 1)), 500, 09/06/2006, 10/06/2006, 0.6}

From agent ‘K’:
{Agent ‘K’, Agent ‘D’, Context ‘C’, 2, 1, 0, ((C1, 1) (C2, 0)), 3500, 11/06/2006, 13/06/2006, UNKNOWN}

As mentioned earlier, a recommendation whose RRP is in the range of (-1, 1) is said to be a trustworthy recommending agent. Classifying the recommendations for agent ‘D’ according to their trustworthiness and representing them according to their criteria and the time slot of the trusting agent’s division of the time space in table 3:

<table>
<thead>
<tr>
<th>Trustworthy Recommendations</th>
<th>Un-Known Recommendations</th>
<th>Un-Trustworthy Recommendations</th>
</tr>
</thead>
<tbody>
<tr>
<td>Agent ‘F’ C1(1), C3(0)</td>
<td>Time slot: t-3</td>
<td>Agent ‘G’ C2(0), C6(1)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Time slot: t-3</td>
</tr>
<tr>
<td>Agent ‘H’ C1(1), C2(1), C9(0)</td>
<td>Time slot: t-2</td>
<td>Agent ‘K’ C1(1), C2(0)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Time slot: t-1</td>
</tr>
<tr>
<td>Agent ‘J’ C1(1), C2(1), C10(1)</td>
<td>Time slot: t-1</td>
<td></td>
</tr>
</tbody>
</table>

Table 3. Classifying the recommendations for agent ‘D’

5.1.1 Determining the FailureLevel of agent ‘D’ in time slot t-3

Assimilating the recommendations to determine the reputation and the FailureLevel of agent ‘D’ according to the criteria C1, C2 and C3 in the time slot t-3.

➢ FailureLevel of agent ‘D’ in criterion C1 in time slot t-3:

There is only one recommendation for agent ‘D’ in criterion C1 from trustworthy recommending agent ‘F’, in the far recent time slot of its interaction. Hence determining reputation of agent D in criterion C1 from equation 1:

\[
\text{Rep}_{C1} = (0.9 \times (0.6*)^{(0)}) + (0.4 \times (-0.6 \times 1))) + (0.1 \times ((0.6*)^{(0)}) + (0.4 \times ^{(0)})) = 0.144
\]

Representing the reputation on the Failure scale by using equation 2:

\[
\text{Rep}_{FAIL} = \text{ROUND} (0.144 \times 5) = 1
\]

Determining the probability of failure of criterion C1 in interacting with agent ‘D’ by using equation 3:

\[
\text{Probability of Failure} = \left( \frac{5 - 1}{5} \right) \times 100 = 80\%
\]

Determining the FailureLevel of agent ‘D’ in criterion ‘C1’ on the Failure scale by using equation 4:
$PFL_{C23}$ = LEVEL (80 %) = 1

➢ FailureLevel of agent ‘D’ in criterion C2 in time slot t-3:

There is one recommendation for agent ‘D’ in criterion C2 from an unknown recommending agent ‘G’ in time slot t-3. Hence determining $Rep_{C23} =$

$Rep_{C23} = (0.9 \ast (0.6 \ast (0)) + (0.4 \ast (0))) + (0.1 \ast ((0.6 \ast (0)) + (0.4 \ast (0)))) = 0$

Representing the reputation on the Failure scale by using equation 2:

$Rep_{C23}$ = ROUND (0 * 5) = 0

Determining the probability of failure of criterion C2 in interacting with agent ‘D’ by using equation 3:

Probability of Failure $\frac{5 - 0}{5} \ast 100 = 100\%$

Determining the FailureLevel of agent ‘D’ in criterion C2 on the Failure scale by using equation 4:

$PFL_{C23}$ = LEVEL (100 %) = 0

➢ Determining a crisp FailureLevel of agent ‘D’ in time slot t-3:

Once the FailureLevel of each criterion has been determined in a time slot, then they must be combined to determine a crisp FailureLevel in that particular time slot. Let us consider that Alice assigns a significance value of 5 to each criterion of its future interaction. Using equation 5 to determine the FailureLevel of agent ‘D’ according to the significance of the criterions in time slot t-3:

$PFL_{C2}$ = ROUND $\left( \frac{1}{10} \ast ((5 \ast 1) + (5 \ast 0)) \right) = 0.5$

$PFL_{C2}$ = ROUND (0.5)

$PFL_{C2}$ = 1

Hence, in the pre-interaction start time slot t-3, the FailureLevel of agent ‘D’ ($PFL_{C2}$) is 1 on the Failure scale.

5.1.2 Determining the FailureLevel of agent ‘D’ in time slot t-2

➢ FailureLevel of agent ‘D’ in criterion C1 in time slot t-2:

There are two recommendations for agent ‘D’ for criterion C1 from agents ‘H’ and agent ‘I’. But agent ‘I’ is an untrustworthy recommending agent. Hence its recommendation will not be considered by Alice. Determining $Rep_{C1}$.

$Rep_{C1} = (0.9 \ast ((0.6 \ast (0)) + (0.4 \ast (0.8 \oplus 1))) + (0.1 \ast ((0.6 \ast (0)) + (0.4 \ast (0)))) = 0.36$

Representing the reputation on the Failure scale by using equation 2:

$Rep_{C1}$ = ROUND (0.36 * 5) = 2

Determining the probability of failure of criterion C1 in interacting with agent ‘D’ by using equation 3:

Probability of Failure $\frac{5 - 2}{5} \ast 100 = 60\%$

Determining the FailureLevel of agent ‘D’ in criterion C1 on the Failure scale by using equation 4:

$PFL_{C1}$ = LEVEL (60 %) = 2
FailureLevel of agent ‘D’ in criterion C2 in time slot t-2:

There is only one recommendation for agent ‘D’ to consider for criterion C2 from agent ‘H’. Determining Rep_{C2_2}:

\[
\text{Rep}_{C2_2} = (0.9 * ((0.6*0) + (0.4 * (0.8 \oplus 1)))) + (0.1 * ((0.6*0) + (0.4 * 0))) = 0.36
\]

Representing the reputation on the Failure scale by using equation 2:

\[
\text{Rep}_{C2_2} = \text{ROUND}(0.36 * 5) = 2
\]

Determining the probability of failure of criterion C2 in interacting with agent ‘D’ by using equation 3:

\[
\text{Probability of Failure} \times \left(\frac{5 - 2}{5}\right), 100\% = 60\%
\]

Determining the FailureLevel of agent ‘D’ in criterion C2 on the Failure scale by using equation 4:

\[
\text{PFL}_{C2_2} = \text{LEVEL (60 \%)} = 2
\]

Determining a crisp FailureLevel of agent ‘D’ in time slot t-2:

Using equation 5 to determine the FailureLevel of agent ‘D’ in time slot t-2:

\[
\text{PFL}_{D_2} = \text{ROUND} \left(\frac{1}{10} ((5*2) + (5*2)))\right)
\]

\[
\text{PFL}_{D_2} = \text{ROUND} (2)
\]

\[
\text{PFL}_{D_2} = 2
\]

Hence, in the pre-interaction start time slot t-2, the FailureLevel of agent ‘D’ (PFL_{D_2}) is 2 on the Failure scale.

5.1.3 Determining the FailureLevel of agent ‘D’ in time slot t-1:

FailureLevel of agent ‘D’ in criterion C1 in time slot t-1:

There are two recommendations for agent ‘D’ for criterion C1 in time slot t-1 from agent ‘J’ and agent ‘K’ in the recent time slot of its future interaction. Determining Rep_{C1_1}:

\[
\text{Rep}_{C1_1} = (0.9 * ((0.6*0) + (0.4 * (0.6 \oplus 1)))) + (0.1 * ((0.6*0) + (0.4 * 0))) = 0.60
\]

Representing the reputation on the Failure scale by using equation 2:

\[
\text{Rep}_{C1_1} = \text{ROUND}(0.60 * 5) = 3
\]

Determining the probability of failure of criterion C1 in interacting with agent ‘D’ by using equation 3:

\[
\text{Probability of Failure} \times \left(\frac{5 - 3}{5}\right), 100\% = 40\%
\]

Determining the FailureLevel of agent ‘D’ in criterion C1 on the Failure scale by using equation 4:

\[
\text{PFL}_{C1_1} = \text{LEVEL (40 \%)} = 3
\]

FailureLevel of agent ‘D’ in criterion C2 in time slot t-1:

There are two recommendations for agent ‘D’ for criterion C2 in time slot t-1 from agent ‘J’ and agent ‘K’. Determining Rep_{C2_1}:

\[
\text{Rep}_{C2_1} = (0.9 * ((0.6*0) + (0.4 * (0.6 \oplus 1)))) + (0.1 * ((0.6*0) + (0.4 * 0))) = 0.54
\]

Representing the reputation on the Failure scale by using equation 2:
\[ R_{p_{C2S}} = \text{ROUND (0.54 \times 5)} = 3 \]

Determining the probability of failure of criterion C2 in interacting with agent 'D' by using equation 3:

\[ \text{Probability of Failure } = \left( \frac{5 - 3}{5} \right) \times 100 = 40\% \]

Determining the FailureLevel of agent 'D' in criterion C2 on the Failure scale by using equation 4:

\[ \text{PFL}_{p_{C2S}} = \text{LEVEL (40 \%)} = 3 \]

Determining a crisp FailureLevel of agent 'D' in time slot t-1:

Using equation 5 to determine the FailureLevel of agent 'D' in time slot t-1:

\[ \text{PFL}_{t-1} = \text{ROUND } \left( \frac{1}{10} \times ((5 \times 3) + (5 \times 3)) \right) \]

\[ \text{PFL}_{t-1} = \text{ROUND (3)} \]

\[ \text{PFL}_{t-1} = 3 \]

Hence, in the pre-interaction start time slot t-1, the FailureLevel of agent 'D' (PFL_{t-1}) is 3 on the Failure scale.

Once Alice determines the FailureLevel in interacting with the probable trusted agent ‘D’ in the pre-interaction start time phase till the time spot of its interaction, it should then determine the future FailureLevel in interacting with it in the post-interaction start time as explained in the next section.

5.2 Determining the FailureLevel of agent ‘D’ in post-interaction time phase

Determining the FailureLevel of agent ‘D’ in time slot t1 by using the methodology defined in section 3:

FailureLevel of the probable trusted agent ‘D’:

- In time slot 25/05/2006 to 31/05/2006 (PFL_{t_0}): 1
- In time slot 01/06/2006 to 07/06/2006 (PFL_{t_1}): 2
- In time slot 08/06/2006 to 16/06/2006 (PFL_{t_2}): 3

Determining the mean FailureLevel (\( \mu_{PFL} \)) by using equation 6:

\[ \mu_{PFL} = 2 \]

Accordingly, the Sample Variance (\( \sigma^2 \)) calculated from equation 7 is:

\[ \sigma^2 = 1 \]

\[ = 1 \]

As mentioned earlier, the trusting agent should determine the magnitude of each level of failure on the Failure scale while determining the FFL in interacting with a probable trusted agent in the post-interaction start time phase. Using equation 8 to determine the probability of the future FailureLevel (FFL) of agent ‘D’ in each range of the Failure scale in time slot t1:

\[ P \left( 0 < FFL < 0.4 \right) = 0.032 = 3.20 \% \]

Similarly,

\[ P \left( 0.5 < FFL < 1.4 \right) = 0.2075 = 20.75\% \]

\[ P \left( 1.5 < FFL < 2.4 \right) = 0.3565 = 35.65\% \]
\[ P\left(2.5 < FFL < 3.4\right) = 0.2277 = 22.77\% \]
\[ P\left(3.5 < FFL < 4.4\right) = 0.0586 = 5.86\% \]
\[ P\left(4.5 < FFL < 5\right) = 0.0049 = 0.49\% \]

Representing in figure 3 the probability of occurrence of each failure level:

![Graph showing probability of occurrence of each failure level](image)

**Figure 3** showing the probability of occurrence of each level of failure in interacting with agent ‘D’ in time slot t1

The above graph shows the magnitude of occurrence of each level of failure in interacting with the probable trusted agent ‘D’ in the time slot t1. The trusting agent, by having a look at this graph, can analyse and get a better indication of how the probable trusted agent ‘D’ will behave in the interaction.

### 6. Determining the FailureLevel in interacting with Agent ‘E’

#### 6.1 Determining the FailureLevel of agent ‘E’ in pre-interaction time phase

In order to determine the reputation and the FailureLevel of agent ‘E’ in the pre-interaction start time phase, Alice solicits for recommendations from other agents in the context of its future interaction with it. Let us suppose that the recommendations that it gets for agent ‘E’ in the form of Risk set are:

**From agent ‘G’:**

\[\text{(Agent 'G', Agent 'E', Context 'C', 3, 4, 4, ((C1, 1) (C2, 1) (C4, 0)), 200, 30/05/2006, 31/05/2006, 0.9)}\]

**From agent ‘H’:**
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Classifying the recommendations for agent ‘E’ according to their trustworthiness and representing them according to their criteria and the time slot of the trusting agent’s division of the time space in Table 4:

<table>
<thead>
<tr>
<th>Trustworthy Recommendations</th>
<th>Un-Known Recommendations</th>
<th>Un-Trustworthy Recommendations</th>
</tr>
</thead>
<tbody>
<tr>
<td>Agent ‘G’</td>
<td>Time slot: t-3</td>
<td></td>
</tr>
<tr>
<td>C1(1), C2(1), C4(0)</td>
<td>️</td>
<td></td>
</tr>
<tr>
<td>Agent ‘H’</td>
<td>Time slot: t-3</td>
<td></td>
</tr>
<tr>
<td>C1(1), C9(1)</td>
<td>️</td>
<td></td>
</tr>
<tr>
<td>Agent ‘I’</td>
<td>Time slot: t-2</td>
<td></td>
</tr>
<tr>
<td>C1(0), C2(1), C3(1), C6(0)</td>
<td>️</td>
<td></td>
</tr>
<tr>
<td>Agent ‘L’</td>
<td>Time slot: t-1</td>
<td></td>
</tr>
<tr>
<td>C2(0), C6(1), C7(1)</td>
<td>️</td>
<td></td>
</tr>
</tbody>
</table>

Table 4. Classifying the recommendations for agent ‘E’

6.1.1 Determining the FailureLevel of agent ‘E’ in time slot t-3

Assimilating the recommendations to determine the reputation and the FailureLevel of agent ‘E’ according to the criterions C1, C2 and C3 in the time slot t-3.

> FailureLevel of agent ‘E’ in criterion C1 in time slot t-3:

There is only one recommendation for agent ‘E’ in time slot t-3 according to the criteria of the trusting agent’s future interaction. Hence, determining reputation of agent E in criterion C1 from equation 1:

\[ R_{PE} = (0.9 \times ((0.6(0))) + (0.4 \times (0.9 \oplus 1))) + (0.1 \times ((0.6(0))) + (0.4 \times (0))) = 0.36 \]

Representing the reputation on the Failure scale by using equation 2:

\[ R_{F} = \text{ROUND} (0.36 \times 5) = 2 \]

Determining the probability of failure of criterion C1 in interacting with agent ‘E’ by using equation 3:

\[ \text{Probability of Failure} = \left( \frac{5-2}{5} \right) \times 100 = 60\% \]

Determining the FailureLevel of agent ‘E’ in criterion ‘C1’ on the Failure scale by using equation 4:
PFL_{t_3} = LEVEL (60 \%) = 2

\textbf{\textgreater} \textbf{FailureLevel of agent ‘E’ in criterion C2 in time slot t-3:}

There is one recommendation for agent ‘E’ in criterion C2 from a trustworthy recommending agent ‘G’ in time slot t-3. Hence, determining $\text{Rep}_{t_3}$:

$\text{Rep}_{t_3} = (0.9 \ast (0.6 \ast (0)) + (0.4 \ast (0.9 \oplus 1))) + (0.1 \ast ((0.6 \ast (0)) + (0.4 \ast (0)))) = 0.36$

Representing the reputation on the Failure scale by using equation 2:

$\text{PFL}_{t_3} = \text{ROUND} (0.36 \ast 5) = 2$

Determining the probability of failure of criterion C2 in interacting with agent ‘E’ by using equation 3:

$\text{Probability of Failure}_{t_3} = \frac{5 - 2}{5} \ast 100 = 60\%$

Determining the FailureLevel of agent ‘E’ in criterion C2 on the Failure scale by using equation 4:

$PFL_{t_3} = \text{LEVEL} (60 \%) = 2$

\textbf{\textgreater} \textbf{Determining a crisp FailureLevel of agent ‘E’ in time slot t-3:}

Using equation 5 to determine the FailureLevel of agent ‘E’ according to the significance of the criterions in time slot t-3:

$PFL_{t_3} = \text{ROUND} \left( \frac{1}{10} ((5+2) + (5+2)) \right)$

$PFL_{t_3} = \text{ROUND} (2)$

$PFL_{t_3} = 2$

Hence, in the pre-interaction start time slot t-3, the FailureLevel of agent ‘E’ ($PFL_{t_3}$) is 2 on the Failure scale.

6.1.2 Determining the FailureLevel of agent ‘E’ in time slot t-2

\textbf{\textgreater} \textbf{FailureLevel of agent ‘E’ in criterion C1 in time slot t-2:}

There is a recommendation apiece for agent ‘E’ in criterion C1 from agents ‘J’ and agent ‘K’ who are trustworthy and unknown recommending agents respectively. Determining $\text{Rep}_{t_3}$:

$\text{Rep}_{t_3} = (0.9 \ast ((0.6 \ast (0)) + (0.4 \ast (0.21 \oplus 0))) + (0.1 \ast ((0.6 \ast (0)) + (0.4 \ast (1)))) = 0.1156$

Representing the reputation on the Failure scale by using equation 2:

$\text{PFL}_{t_3} = \text{ROUND} (0.1156 \ast 5) = 1$

Determining the probability of failure of criterion C1 in interacting with agent ‘E’ by using equation 3:

$\text{Probability of Failure}_{t_3} = \frac{5 - 1}{5} \ast 100 = 80\%$

Determining the FailureLevel of agent ‘E’ in criterion C1 on the Failure scale by using equation 4:

$PFL_{t_3} = \text{LEVEL} (80 \%) = 1$

\textbf{\textgreater} \textbf{FailureLevel of agent ‘E’ in criterion C2 in time slot t-2:}
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There are two recommendations for agent ‘E’ to consider for criterion C2 from agents ‘K’ and agent ‘J’. Determining 
\[ \text{Rep}_{\text{C2} \text{(E)}} = (0.9 * ((0.6^*(0)) + (0.4 * (0.21 \oplus 1)))) + (0.1^* ((0.6^*(0)) + (0.4^*(1)))) = 0.40 \]
Representing the reputation on the Failure scale by using equation 2:
\[ \text{Rep}_{\text{C2} \text{(E)}} = \text{ROUND} (0.40 \times 5) = 2 \]

Determining the probability of failure of criterion C2 in interacting with agent ‘E’ by using equation 3:
\[ \text{Probability of Failure} \text{ C2} = \left( \frac{5 - 2}{5} \right) \times 100 = 60\% \]
Determining the FailureLevel of agent ‘E’ in criterion C2 on the Failure scale by using equation 4:
\[ \text{PFL}_{\text{C2} \text{(E)}} = \text{LEVEL} (60 \%) = 2 \]

➢ Determining a crisp Failure Level of agent ‘E’ in time slot t-2:

Using equation 5 to determine the FailureLevel of agent ‘E’ in time slot t-2:
\[ \text{PFL}_{\text{C1} \text{(E)}} = \text{ROUND} \left( \frac{1}{10} \times ((5*1) + (5*2)) \right) \]
\[ \text{PFL}_{\text{C1} \text{(E)}} = \text{ROUND} (1.5) \]
\[ \text{PFL}_{\text{C1} \text{(E)}} = 2 \]

Hence, in the pre-interaction start time slot t-2, the FailureLevel of agent ‘E’ (PFL_{C1}) is 2 on the Failure scale.

6.1.3 Determining the Failure Level of agent ‘E’ in time slot t-1

➢ Failure Level of agent ‘E’ in criterion C1 in time slot t-1:

There is no recommendation for agent ‘E’ in criterion C1 in time slot t-1. Hence \( \text{Rep}_{\text{C1} \text{(E)}} = 0 \)
\[ \text{Rep}_{\text{C1} \text{(E)}} = \text{ROUND} (0 \times 5) = 0 \]

Determining the probability of failure of criterion C1 in interacting with agent ‘E’ by using equation 3:
\[ \text{Probability of Failure} \text{ C1} = \left( \frac{5 - 0}{5} \right) \times 100 = 100\% \]
Determining the FailureLevel of agent ‘E’ in criterion C1 on the Failure scale by using equation 4:
\[ \text{PFL}_{\text{C1} \text{(E)}} = \text{LEVEL} (100 \%) = 0 \]

➢ Failure Level of agent ‘E’ in criterion C2 in time slot t-1:

There are two recommendations for agent ‘E’ for criterion C2 in time slot t-1 from agent ‘L’ and agent ‘M’. Determining
\[ \text{Rep}_{\text{C2} \text{(E)}} = (0.9 * ((0.6^*(0)) + (0.4 * (0)))) + (0.1^* ((0.6^*(0)) + (0.4^*(0)))) = 0 \]
Representing the reputation on the Failure scale by using equation 2:
\[ \text{Rep}_{\text{C2} \text{(E)}} = \text{ROUND} (0 \times 5) = 0 \]

Determining the probability of failure of criterion C2 in interacting with agent ‘E’ by using equation 3:
Probability of Failure \( \frac{5 - 0}{5} \times 100 = 100\%\).

Determining the FailureLevel of agent ‘E’ in criterion C2 on the Failure scale by using equation 4:
\[
PFL_{\text{c2m}} = \text{LEVEL (100 \%)} = 0
\]

Determining a crisp FailureLevel of agent ‘E’ in time slot t-1:

Using equation 5 to determine the FailureLevel of agent ‘E’ in time slot t-1:
\[
PFL_{t-1} = \text{ROUND } \left( \frac{1}{10} \left( (5*0) + (5*0) \right) \right) \\
PFL_{t-1} = \text{ROUND } (0) \\
PFL_{t-1} = 0
\]

Hence, in the pre-interaction start time slot t-1, the FailureLevel of agent ‘E’ (PFL\(_{t-1}\)) is 0 on the Failure scale.

The trusting agent after determining the FailureLevel (PFL) of the probable trusted agent ‘E’ till the time spot of the interaction, should then determine the FFL in interacting with it in the post-interaction start time phase.

6.2 Determining the FailureLevel of agent ‘E’ in post-interaction time phase

Determining the FailureLevel of agent ‘E’ in time slot t1 by using the methodology defined in section 3:

FailureLevel of the probable trusted agent ‘E’:
- In time slot 25/05/2006 to 31/05/2006 (PFL\(_{t1}\)): 2
- In time slot 01/06/2006 to 07/06/2006 (PFL\(_{t1}\)): 2
- In time slot 08/06/2006 to 16/06/2006 (PFL\(_{t1}\)): 0

Determining the mean FailureLevel (\( \mu_{\text{rel}} \)) by using equation 6:

\[
\mu_{\text{rel}} = 1.33
\]

Accordingly the Sample Variance (\( \sigma^2 \)) calculated from equation 7 is:

\[
\sigma^2 = 1.154
\]

Using equation 8 to determine the probability of the future FailureLevel (FFL) of agent ‘E’ in each range of the Failure scale in time slot t1:

\[
P \left( 0 < FFL < 0.4 \right) = 0.0726 = 7.26\%
\]
Similarly,
\[
P \left( 0.5 < FFL < 1.4 \right) = 0.285 = 28.50\%
\]
\[
P \left( 1.5 < FFL < 2.4 \right) = 0.2264 = 22.64\%
\]
\[
P \left( 2.5 < FFL < 3.4 \right) = 0.1195 = 11.95\%
\]
\[
P \left( 3.5 < FFL < 4.4 \right) = 0.0262 = 2.62\%
\]
\[
P \left( 4.5 < FFL < 5 \right) = 0.0024 = 0.24\%
\]
Representing the probability of occurrence of a failure level against it in the form of a graph in figure 4:

![Graph showing probability of occurrence of each level of failure in interacting with agent 'E' in time slot t1](image)

**Figure 4** showing the probability of occurrence of each level of failure in interacting with agent 'E' in time slot t1.

The above graph shows magnitude of occurrence of each level of failure in interacting with the probable trusted agent 'E' in the time slot t1.

It is highly possible that the trusting agent might have more than one time slot in the post-interaction time phase in its interaction with a probable trusted agent. In such a case for risk analysis, it has to determine the FailureLevel (FFL) in interacting with the probable trusted agents in each of the post-interaction start time slots. To achieve that, we propose the trusting agent after determining the magnitude of occurrence of each level of failure, in interacting with a probable trusted agent in a post-interaction time slot, should take the level with the highest probability of occurrence as the FailureLevel of that probable trusted agent for that particular time slot. Taking our example, if Alice has to determine the FailureLevel of the probable trusted agents 'D' and 'E' in two time slots (t1 and t2) of the post-interaction time phase, then it can take the FailureLevel (FFL) of agent 'D' and agent 'E' for time slot t1, as '2' and '1' respectively on the failure scale, as these are the individual levels with the highest probability of occurrence in that time slot. It can then use the methodology defined in section 3.2 and consider the time slots from 't-3' till 't1' while determining the FailureLevel of each probable trusted agent in time slot t2.

The trusting agent, Alice, by analysing the magnitude of occurrence of each level of failure on the Failure scale in interacting with each probable trusted agent can get a better indication of which probable trusted agent to interact with. In order for Alice to analyse the possible risk in interacting with the probable trusted agents, it should also determine the possible consequences of failure in interacting with them apart from determining the probability of failure of the interaction (FailureLevel). In this paper, we limit ourselves in determining the FailureLevel of the interaction.
7. Conclusion

In this paper we highlighted a problem that is common in an e-commerce interaction carried out in a digital ecosystem domain. It is possible that the trusting agent might have to decide and choose an agent to interact with from a set of probable trusted agents. It can ease its decision making process by analyzing the possible level of Risk that could be present in interacting with each of them according to the demand of its interaction. Analyzing the possible level of Risk gives the trusting agent an indication of the probability of failure of the interaction (FailureLevel) and the possible consequences of failure to its resources. In this paper we proposed a methodology by which the trusting agent can determine the FailureLevel beforehand in interacting with a probable trusted agent. The determined FailureLevel is strictly according to the criteria of the trusting agent’s future interaction with the probable trusted agent. Further in the paper we explained the proposed methodology by taking a real world example.
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