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Abstract

This paper discusses the idea of automatic computer marking of assignments and linking learners and teachers to virtually immediately available interactive visualizations of the assessment results. MarkIT is an Automatic Essay Grading System being developed by the authors, and for which they have a provisional patent application filed. It makes use of proprietary algorithms using Natural Language Processing techniques. At its heart is an English language thesaurus used under license from Macquarie Dictionary Pty Ltd. MarkIT provides, in addition to a numerical essay score, comprehensive visual and textual feedback on essay content to enable the teacher to discuss the strengths and weaknesses of the essay, and areas for improvement with the student within a very short time of the essay being submitted for assessment. An example of MarkIT system functionality and performance is presented. Further system development possibilities are presented to permit upload, grading and interactive feedback provision via the Web or wireless networks.
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Introduction

Automated Essay Grading (AEG) systems are attracting increased attention from users and developers alike (Williams, 2001; Shermis and Burstein, 2003; Valenti, Neri and Cucchiarelli, 2003; Williams and Dreher, 2004). Articles about new systems are frequently being published on the World Wide Web (WWW), and the systems are now in use by a number of educational organisations (Phelan, 2003).

To achieve a score for an essay, AEG systems employ a variety of scoring algorithms. As an example, the algorithms for the five AEG systems featured below use different conceptual models of essay scoring.

MarkIT (Williams and Dreher, 2004), the system being developed by the authors, is based on content and document linguistic features, derived by implementing modified Natural Language Processing (NLP) techniques.

Project Essay Grade (PEG) (Page, 1994), one of the earliest and longest-lived implementations of automated essay grading, uses various linguistic features of the essay documents to determine a score or grade.

E_rater (Attali and Burstein, 2004) has been developed at the Educational Testing Service in the USA. This system uses a hybrid approach combining linguistic features derived from use of NLP techniques with other document structure and statistical features.
The Intelligent Essay Assessor (Landauer et al., 1998) makes use of Latent Semantic Analysis (LSA) and the “bag of words” approach, and has been developed and evaluated at the University of Colorado at Boulder. It ignores document linguistic and structure features.

The final system, which uses text categorisation techniques (TCT) (Larkey, 1998), has been developed at the University of Massachusetts. It uses a combination of modified key words and linguistic features.

The performance of these systems approaches that of human graders – typically correlation coefficients for human-human and computer-human grades are similar (Shermis and Burstein, 2003). Table 1 shows some of the reported performances of four of the AEG systems discussed above.

<table>
<thead>
<tr>
<th>System</th>
<th>Measure</th>
<th>Values</th>
<th>Reported in</th>
</tr>
</thead>
<tbody>
<tr>
<td>PEG</td>
<td>r</td>
<td>0.389-0.743</td>
<td>Page, 1994</td>
</tr>
<tr>
<td>LSA</td>
<td>%</td>
<td>85-91</td>
<td>Landauer, 1999</td>
</tr>
<tr>
<td>TCT (soc)</td>
<td>r</td>
<td>0.69-0.78</td>
<td>Larkey, 1998</td>
</tr>
<tr>
<td>TCT (G1)</td>
<td>r</td>
<td>0.69-0.88</td>
<td>Larkey, 1998</td>
</tr>
</tbody>
</table>

(Source: Williams, 2001, p181)

MarkIT

MarkIT is the name given to the AEG system being developed by researchers at Curtin University, and we are able to present an insight into the technology used by MarkIT in some detail. The fundamental question that had to be answered by the developers of MarkIT was: “How can we represent essay semantic content in a robust computationally effective manner, in such a way that unseen text can be processed within seconds?” The following sections explain how we implemented the functionality implied by this question.

Contemporary Semantic Representations

Poesio (2000) discusses some current techniques for representing the meaning of sentences, including First-Order Logic and Semantic Networks. First-Order Logic uses mathematical expressions representing set membership relations for objects in the sentence belonging to sets to represent the meaning of a sentence. Computationally, this is very difficult to use for unlimited unseen text, as generally domain specific information needs to be hand coded. Semantic Networks classify objects into a network of nodes and relationships. Arc traversal of the nodes can be used to imply relationships amongst the nodes. Substantial domain specific knowledge needs to be hand coded prior to their use. We decided that these approaches to semantic representation would not be practical for AEG algorithms.

“Chunking” as an Alternative to Full Parsing

Many NLP systems use some kind of a parser to initially extract the syntax of sentences in a document as an initial step prior to further processing. Semantic analysis then follows. The use of Context Free Phrase Structure Grammar (CFPSG) parsers is commonly suggested in the literature. However CFPSG parsing cannot be used in all but simple toy domains. For
large volumes of unseen text, a large number of grammar rules are needed for typical parsers, and this generally means that processing time becomes unrealistic for practical applications. So while CFPSG parsing has been tried with the prototype system described in this article, it has been abandoned in favour of using “Chunking” to determine the phrases and clauses used for further processing.

Useful preliminary linguistic computation can be done with less structured parsing. Phrase chunking can be an effective alternative to full parsing at the initial processing stage. Chunking has the advantage that it does not require an extensive set of grammar rules – a few simple rules suffice. Specifically chunking breaks a sentence into syntactically structured components representing noun clauses or phrases and verb clauses or phrases. Often, these structures are sufficient as a preliminary to further processing.

**Slot Structures contain Semantic Details of Chunks of Text**

The technique we have selected makes use of chunking to get the structure of sentences in terms of subject and predicate, as represented by Noun Phrases (NP) and Verb Phrases (VP). Generally the NP nominates the subject of discussion, and the VP the actions being performed on or by the subject. However VPs are notoriously complex to deal with in comparison to NPs, because they typically can have many clusters of a Verb Clause (VC) and a NP together. It is far easier to identify VCs instead of the complex VPs. The basis of the technique used is to represent the meaning of the words making up the NPs and VCs in a sequence of structured slots containing a numerical value representing the thesaurus index number for the root meaning of the word in the slot. A numerical summary of the meaning of the sentences in the document being considered is thus built up.

**NP Structure**

Kolln (1994, p433) states a rule for defining an NP under transformational grammar as follows:

\[
(1) \text{NP} = (\text{DET}) + (\text{ADJ}) + \text{N} + (\text{PREP PHR}) + (S)
\]

and a PREP PHR (Kolln 1994, p429) as follows:

\[
\text{PREP PHR} = \text{PREP} + \text{NP}
\]

When considering the slots to be provided for a NP, (1) above can now be rewritten as

\[
(2) \text{NP} = \text{DET ADJ N PREP NP S}
\]

The basic component of an NP appears to be

\[
(3) \text{NP} = \text{DET ADJ N}
\]

and some appended structures. It has been found in practice that

\[
(4) \text{NP} = \text{DET ADJ ADJ ADJ N}
\]

is a better structure. If we take this as a basic core structure in a NP, the complete NP structure can be built in terms of this core structure by linking multiple occurrences of this core structure by PREPs. It has been found in practice that we should also allow linking by CONJs. So finally we conclude that the basic component should be

\[
(5) \text{NP} = \text{CONJ PREP : DET ADJ ADJ ADJ N}
\]

where the two slots before the colon are the linking slots, and those following are the content slots. Figure 1 illustrates this structure. Practice indicates that we should allow about 40
occurrences of this basic component as the NP slot template should handle many practical NPs encountered in general English text. In the current version of the system, we allow for an unlimited number.

<table>
<thead>
<tr>
<th>CONJ</th>
<th>PREP</th>
<th>DET</th>
<th>ADJ</th>
<th>ADJ</th>
<th>ADJ</th>
<th>N</th>
</tr>
</thead>
</table>

**Figure 1: Noun Phrase Semantic Structure**

The first core component in a sentence generally will have the CONJ and PREP slots set to a zero. Any empty slots will likewise be set to zero.

**VC Structure**

Kolln (1994, p428) states a rule for defining a VP under transformational grammar as follows:

\[(6) \text{VP} = \text{AUX} + \text{V} + (\text{COMP}) + (\text{ADV})\]

COMP is explained as an NP or ADJ, so by removing this from the VP we end up with a VC as follows:

\[(7) \text{VC} = \text{AUX} + \text{V} + \text{ADV}\]

It has been found in practice that if we modify this VC definition by the addition of extra AUXs and ADVs we obtain a more useful structure as:

\[(8) \text{VC} = \text{AUX}\text{AUX}\text{ADV}\text{ADV}\text{V}\text{AUX}\text{AUX}\text{ADV}\text{ADV}\]

VCs can often be introduced with CONJs, and it has been found in practice that we should also allow PREPs in a VC, so a complete VC definition would be:

\[(9) \text{VC} = \text{CONJ}\text{PREP}\text{AUX}\text{AUX}\text{ADV}\text{ADV}\text{V}\text{AUX}\text{AUX}\text{ADV}\text{ADV}\]

Practice indicates that we should allow about 40 occurrences of this basic component as the NP slot template should handle many practical VCs encountered in general English text. Figure 2 illustrates this structure. In the current version of MarkIT we allow for an unlimited number of occurrences.

<table>
<thead>
<tr>
<th>CONJ</th>
<th>PREP</th>
<th>AUX</th>
<th>AUX</th>
<th>ADV</th>
<th>ADV</th>
<th>V</th>
<th>AUX</th>
<th>AUX</th>
<th>ADV</th>
<th>ADV</th>
</tr>
</thead>
</table>

**Figure 2: Verb Clause Semantic Structure**

If a sentence happens to start with a VC, then the CONJ slot will be set to zero as are any empty slots.

**Sample Processing**

Consider the following sentence:

“For example if people working on a group project did work their own way and on their own schedule it would be extremely difficult to coordinate their work and assure the quality and timeliness of the end product.”  (Source: Alter, 1992, p168)

The above sentence, taken from an introductory Information Systems textbook is processed as follows (slots containing blanks and zeroes have been eliminated because of space limitations; an 8888 indicates a missing thesaurus entry for the corresponding word).
Scoring Student Essays by Matching a Model Answer against Student Answers

We now give an overview of the scoring algorithm. A model answer is prepared by the instructor that contains the core knowledge required to achieve a 100% score. The system may eventually be able to score a student essay against a number of model answers, in case the instructor wishes to use numerous content models. The instructor can also provide about 100 - 200 human graded essays (ideally each graded by three humans) and their scores, for training purposes. These model and training answers are processed as described above. The
system then performs a content matching task in which the model answer content summary is compared against each of the training essay content summaries. Many aspects of the relationships between the model and training essays are then computed, and a linear regression model computed to derive a scoring equation. Unmarked student essays are then processed to build the content summaries that are to populate the NP and VP content structures. Finally, the scoring equation is used to produce a score for each essay.

Comparison of Human and MarkIT Scores

In a large scale test of MarkIT, 390 essays hand written by year 10 high school students on the topic of “The School Leaving Age” were transcribed to Microsoft Word document format. These essays were graded on a number of categories by three different human graders. The essays and scores were forwarded to the MarkIT development team at the School of Information Systems at Curtin University of Technology for processing. A model answer was chosen from amongst the essays by selecting the essay with the highest average score given by the three human graders – this essay had a score of 48.5 out of a possible 54, representing an overall score of 90%.

Figure 3 shows the variation amongst the first two graders on 200 essays. The essays scores are arranged in ascending order of one of the human assigned grades. Note the substantial disagreement in the scores for some essays.

The mean score for Human1 for these 200 essays was 27.74, while the mean grade given by Human2 was 30.37, a difference of 2.63. The correlation between the two humans was 0.80. The mean absolute difference between the two was 5.22, representing an average error rate of 9.67% when scored out of 54 (the maximum possible human score). After a scoring algorithm was built using the 200 essays above as training data, the remaining 190 essays were scored.
by MarkIT. Figure 4 shows the results, arranged in ascending order of the computer assigned score.

![Year 10 Last 190 Essays Computer Scored](image)

**Figure 4: Results of Computer Scoring of 190 Essays vs Average Human**

The mean score for the human average grade for these 190 essays was 31.41, while the mean grade given by the computer was 29.62, a difference of 1.79. The correlation between the human and computer grades was 0.75. The mean absolute difference between the two was 4.39, representing an average error rate of 8.14% when scored out of 54 (the maximum possible human score).

The computer assigned scores were close to the agreement between the humans amongst themselves, and the error rates similar. We can conclude that in this particular test, MarkIT performed as well as human graders.

**Visual Feedback**

A key strength of MarkIT over its counterparts is the emphasis on providing feedback other than just a grade or number. Numerous aspects of assessed assignments which are useful to students from an improvement point of view include: spelling, grammar, reading ease, and grade level statistics. Such data is derived from existing technology and is incorporated by MarkIT into a comprehensive Report on each assignment. Assignment content relative to model answer content is presented as a graph of concepts juxtaposing student answer concept content with model answer concept content. This graph is interactive in that one can drill down to the thesaurus level and also to the assignment level in order to discover where, and to some degree how, errors and omissions can be rectified.

The following figures show MarkIT’s visual feedback components and are available to the teacher and student on completion of the grading. Figure 5 shows the essay selection screen, with essay identifiers appearing in the left window.
When an essay identifier is selected, the screen shown in figure 6 results. The upper window can be toggled via the tabs to display the Student essay or the Model essay. The lower window can be toggled via the tabs to show further features:

- the grading Report (Figure 6),
- the Graph of the concept counts for Student and Model essays (Figure 7), and
- a Document Tree (Figure 9) representing the grammatical structure of the essay.
Figure 7 presents a graph of the ‘concepts’ associated with both the model answer and the student answer. Naturally, the better the correspondence between the ‘concepts’ in both, the better the score. If we focus on the rightmost bar, labelled “Busyness”, we see that the student answer contains a frequency of 2 (vertical axis) where the model answer called for no discussion on this topic or concept. We may say the student has introduced irrelevancies into the answer; or perhaps the student has waffled and provided ‘filler’.

The concept labelled “+Being/In…” is a case where the model answer concept is not matched by an equal student contribution - this would correspond to a deficit in knowledge on the part of the student. The concept labelled “+Addition” is not matched by any student contribution – thus we may say the student is ignorant, or unaware of this concept or content. Such visual feedback is rather informative to student and teacher alike. The teacher is able to interactively explain to the student the strengths and weaknesses of the student’s answer. If the teacher double clicks on a bar in the graph, the thesaurus text for the category represented by the bar is displayed (Figure 8). The student can then see the type of discussion that should have been devoted to the topic, and also get a good feel, from the many words in that category, how to express that content. The instructor can also switch to the model answer at any time to demonstrate the type of response that was expected.

In the upper window of Figures 7 and 9 one can see some highlighted or underlined words in the selected assignment or model answer. This feature visually marks the words in the essay which are associated with the ‘concept’ as selected by a user from the graph in the lower window. This matching of ‘concept’ with the words from the assignment which belong to it, is an excellent learning aid.

![Figure 7: Concept Frequencies](image-url)
MarkIT enabled E-Learning Systems

MarkIT is being developed so that all interaction between the teacher, student and the system can be performed over the Web and other networks. Teachers will be able to upload the model answer, training essays, and the student essays to be graded. The system will then undertake
the necessary processing to grade the submitted essays. Users will be notified within the hour that their results are available for viewing. Typically an essay can be graded in a few seconds on a standard workstation of year 2002. Output from the system, as described above, can then be accessed via the Web.

E-Learning systems in use today (e.g. Blackboard, WebCT, WBT-Master) often have good provision for assignment upload and some related assessment and management functions (for example as in WBT-Master, Dreher, H., Scerbakov, N., and Helic, D. 2004), but interactive feedback for the purpose of improvement as described above has not been implemented to any significant extent. Clearly such feedback is suitably provided in an on-line, real-time mode as and when the need exists. Connectivity to the Internet/WWW or indeed to wireless networks in a classroom setting would be a significant advantage to teacher and student alike. Students and teacher need to be connected, and one can readily imagine a class using wireless network technology to support the interaction with MarkIT in assignment upload and grading results visualization activities.

We believe that automated assignment marking coupled with interactive visual results feedback systems to be an important, effective and interesting use of telecommunications in the educational sector.

**Summary**

MarkIT has been developed to provide automated grading of essay-type documents. Along with its peers in the AEG domain MarkIT performs as well as human graders under certain given conditions. Unlike many of its competitors, MarkIT is now endowed with the added feature of providing meaningful, relevant, and detailed interactive feedback to assist learners improve their performance. The system is being developed to provide all this functionality over the WWW and via wireless networks in classroom situations.
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