Abstract—The focus of the research is to disambiguate search query by categorizing search results returned by search engines and interacting with the user to achieve query and results refinement. A novel special search-browser has been developed which combines search engine results, the Open Directory Project (ODP) based lightweight ontology as navigator and classifier, and search results categorizing. Categories are formed based on the ODP as a predefined ontology and Lucene is to be employed to calculate the similarity between retrieved items of the search engine and concepts in the ODP. With the interaction of users, the search-browser improves the quality of search results by excluding the irrelevant documents and ontologically categorizing results for user inspection.
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I. INTRODUCTION

The advent and the explosion of the Web are challenging the Information Retrieval (IR) research community. The first challenge is the huge and dynamic nature of the Web and its store of information. Secondly, more and more people begin to use the Internet as the main approach to obtain needed information. However, as pointed out by [3], most users are not good at expressing their information seeking requests in search term format. Thirdly, people’s information needs are diverse, dynamic and fuzzy. They sometimes do not know what exactly they want to search for, especially when they are casual and new search users. They may also change their search topic frequently, or concentrate only on a given topic for a quite long period.

Information explosion and the demands for high quality information by users enlarge the gap between information retrieval services provided by search engines and information consumption requested by the ever increasing population of miscellaneous Web users; the inherent problems of polysemy and synonymy of information retrieval makes the situation even more challenging. [1][14][15][27][39] suggest that more than fifty percent of search results returned by search engines are irrelevant - users’ individual information needs are neglected and thus make the search activity and research results of less value.

Much effort has been devoted to improve the relevance of search results to satisfy users’ information needs, such as using different IR models and their variations, relevance feedback, information clustering/re-organization, word sense disambiguation [22][31][35], personalization [7], semantic web [11], ontology [6][16][37] based IR, question-answer system (http://www.answers.com/) [12], or more general, natural language processing systems [8], interactive IR [4], and the like.

Among the techniques mentioned above, the promising one is information clustering/classification. Search engines usually return a list of thousands or even millions of retrieved items that are ranked according to the relevance to the search terms by using an IR model. The plain listing of such a large number of search items and the lack of organization of the search results frustrates information seekers. Clusty (http://www.clusty.com) uses information clustering techniques to re-organize the retrieved items according to the subjects/topics formed by the different groups of the search results. Answers.com (http://www.answers.com) also clusters search results in some circumstances while trying to give an accurate definition of the search terms/concepts.

The focus of the research is to ontologically disambiguate search query by categorizing search results returned by search engines [39]. A novel special search-browser has been developed which combines search engine results, the Open Directory Project (ODP) based lightweight ontology as a navigator and classifier, and search results categorization. Categories are formed based on the ODP as a predefined lightweight ontology [6] and Lucene (http://lucene.apache.org) calculates the similarity between items retrieved by the search engine and concepts in the ODP. With the interaction of users, the search-browser is expected to produce more relevant search results by excluding the irrelevant, and thereby improving the quality of information for the user [39].

The rest of the paper is organized as follows. Section 2 is a discussion on the challenges for the current search engines. In section 3, a lightweight ontology driven search results classification and query disambiguation approach is proposed. In section 4, system structure and implementation is presented. Section 5 discusses some alternative technologies which may also be utilized in the research, and finally in section 6, our conclusion.

II. CHALLENGES FOR SEARCH ENGINES

The three challenges, in turn, open up numerous issues to be resolved in order to achieve our goal of increasing user satisfaction with regard to their information seeking activities. The main challenges for search engines are discussed below [39].

A. Information Overload of Search Engines

Google claims it has indexed more than 8 billion web
pages (http://www.google.com), and Yahoo announced recently it indexed 20 billion web pages [5]. While these numbers may indicate that the search engines have the potential ability to return more search results, surveys [8] show that most Web users pay much attention to retrieve relevant information effectively and only a few are willing to review more than ten relevant search results. However, search engines tend to return thousands even millions of search results for the short search term query preferred by most users. Searching for the information about the animal “jaguar” using that as the search term, Google (from Google <home> in September, 2006) returns some 82 million items, and in its first returned page, only the seventh listed item concerns cats or animals. The huge quantity of search results is no doubt an information overload, because of which valuable information may be overlooked - information overlook incurs opportunity costs.

B. Mismatch of Search Results of Search Engines

Due to the polysemy problem of natural language and the user search habit of using short search terms, it is very difficult or impossible for search engines to return relevant search results for an individual information seeker without knowing the user’s true needs in advance. One searcher may want to retrieve some information about the animal “jaguar”, another may want to search for a “jaguar” motor vehicle. In the absence of interaction with the individual user, it is unreasonable for a search engine to return only information concerned with “jaguar” car, or only return search results related to the animal “jaguar”. For example, search engines do their best to increase recall by returning as many literal related items as possible; it is therefore not surprising that Google returns some 82 million search items for a searcher who wants to find some information about the animal “jaguar” by using the search term “jaguar”. The information seeker will be frustrated when facing such a huge number of items where more than half of those presented on the first page of results may be irrelevant [14][33][39]. This problem can be described as low precision of search results.

C. Missing Relevant Document

Despite millions of returned research results, the low recall issue is still facing search engines in some cases. This is mainly because of the inherent problem of synonymy of natural language. For example, when searching for “artificial intelligence research”, search engines will not search for the synonyms “AI” and “machine intelligence” [17]. Another reason for missing relevant documents is search results generally do not include subfields of a general field, for example, when searching for papers on “machine learning”, search engines will not return results about “genetic programming”, a subfield of machine learning and artificial intelligence.

D. Searcher’s Mental Model Mismatch

Some search results are mis-categorized by search engines that cluster the search results. Clusty, ranked number 4 of top 20 search engines by SquirrelNet [34], is a Clustering Engine which organizes search results into folders grouping similar items together. The search result of “jaguar” from Clusty.com is illustrated in Figure 1 (retrieved on September 24, 2006).

Search results are clustered and organized in a hierarchical structure and presented in groups of subject/topic. However, from the point of view of the knowledge structure of human beings, the arrangement of the search results can be confusing. For instance, car, parts and model are all arranged in the first level of the hierarchy, whereas the well-known mental construct for people is that car has parts and different models. The same is true for the arrangement of panthera onca and animal, for panthera onca is a kind of animal. Clustering Web search results and entitling the groups with the extracted topic/subjects usually cannot reflect the hierarchy of knowledge and will thus mismatch the mental model of human beings – a generally accepted basis for knowledge classification.

E. Poorly Organized Search Results

Most search engines arrange search results according to ranking algorithms that rank documents in a higher priority according to the document’s literal similarity to the given query [2][21]. Ranked documents listed are considered relevant to a user’s query in descending order, that is, the first several documents are more relevant to user’s query than the rest of the search results. However, because of the problems mentioned above and because search engines frequently return thousands or millions of search results in a list, a user may need to check hundreds of items to retrieve useful information among search results! Finding a relevant document among the returned Web search results is like finding “the needle in the haystack” [3].

Plain lists of search results also deliver no information about knowledge structure related to the search terms; each retrieved item is isolated from the others and is independent. A plain list format of search results is appropriate when the returned items are less than 50, and relevant documents reviewed per session are around ten [8]. Therefore, organizing and classifying the huge amount of search results will facilitate Web information seekers to locate relevant information.
III. LIGHTWEIGHT ONTOLOGY DRIVEN SEARCH RESULTS CLASSIFICATION AND QUERY DISAMBIGUATION

An “Open Directory Project” (ODP) [26] based interactive ontological search results filtering approach is proposed in this paper. As discussed in section 2.2, polysemy is the main factor that results in search engines returning irrelevant search items, and thus leads to the low precision of the search results. Clustering techniques used by Clusty.com and other search engines usually produce grouped search items that mismatch human mental models because the clustering algorithms used are not based on the human hierarchy of knowledge. By using ODP lightweight ontology to classify search results; then interacting with users to disambiguate search terms; and subsequently filtering the search results, quality search results with higher precision are expected.

A. The Open Directory Project as a Knowledge Hierarchy

The Open Directory Project is the largest, most comprehensive human-edited directory of the Web. It classifies the whole content of the Web into 15 categories with an additional world category that contains the non-English language versions. Figure 2 is the home page of the ODP (retrieved on December 24, 2006).

The ODP is hierarchically constructed with further information to describe the categories; and for each of the categories, there is a set of submitted web pages which are related to the category. The ODP provides a description for each category which gives specific information about the content and/or subject matter of the category accompanied with some editorial information. For each annotated web page, the submitter of the web page is also asked to provide a description of the submitted page that gives a brief description about the content and subject matter of the submitted site. Figure 3 depicts the “path” of a set of submitted pages in the ODP [39].

B. Extracting Semantic Characteristics of ODP Categories

[39] proposes the semantic characteristics of each category can be represented by the title of the category, the description of the category, the submitted web pages and their descriptions as describe above. All of the data together can form a “category-document”. The category-document describes what the category is about and thus makes its semantic information amenable for subsequent algorithmic processing.

C. Disambiguating Query Terms using ODP Category Semantics

“In general terms, word sense disambiguation (WSD) involves the association of a given word in a text or discourse with a definition or meaning (sense) which is distinguishable from other meanings potentially attributable to that word” [18]. Query disambiguation based on the ODP means that the returned search items, which are ranked by search engines depending on the term-weighting strategy [3][29], will be re-organized according to their similarities to the semantic characteristics of the different categories of the ODP, and consequently making the different meanings of the query distinguishable by topics/subjects of the related categories of the ODP [39].

Using the semantic characteristics of the ODP to disambiguate a query is different from the approaches WSD usually employed where dictionaries, a group of features, categories (pure categories without meta-data and relative web pages), associated words (e.g., synonyms, as in a thesaurus), or WordNet (http://wordnet.princeton.edu/) are used to determine the different senses of word. Utilizing meta-data of the ODP can semantically disambiguate a query to overcome the shortcoming facing conventional approaches, described by [18] as “the rather narrow view of sense that comes hand-in-hand with the attempt to use sense distinctions in everyday dictionaries, which cannot, and are not intended to, represent meaning in context.” As the ODP is a socially constructed dynamic knowledge representation it informs the disambiguation issue.

D. Improving Precision through ODP Categorical Filtering

One way to improve precision is to reduce the retrieved document set when keeping the retrieved relevant document set unchanged; this is because precision = (relevant documents retrieved) / (document retrieved). By categorizing search results according to their semantic characteristics...
based on the ODP as a lightweight ontology, a user may click-select a category to retrieve only search items listed under that category. The answer set is confined within the click-selected categories, vastly reducing the returned results and thus increasing precision. However, an evaluation is needed, since during the process some relevant items may also be excluded and some irrelevant items may not be filtered out.

Suppose the original answer set is $A$, $Ra$ is the relevant documents in $A$, and after ontological filtering the answer is $A'$, $L$ is the set of relevant documents excluded (i.e. not returned by the search). The final precision is:

$$\frac{|Ra| - |L|}{|A'|}$$

Because $A'$ is expected less than $A$, and $L$ is expected to be relatively small compared to $Ra$, comparing with $Ra/|A|$, a higher precision is achieved. For example, assume a search engine returns 100 search results for a given search term, among the 100 returned search results, a user judges 20 of them are relevant to the information need. In this case, the precision is 20/100 = 20%. This means that 80% of the returned search results are not relevant to the user’s information need. Further assume that our search browser categorized the returned search results into 3 categories, if one of the categories contains 20 returned search results and 15 out of 20 of the results are relevant, that is, $|A'|=20$ and $|L|=20-15=5$ the precision of the categorized search results is thus $(20-5)/30 = 75\%$. Despite of the 25% recall loss, the precision improvement is $75 - 20 = 55\%$.

### IV. System Structure and Implementation

The specific search-browser which implements the proposed structure is composed of four parts as shown in Figure 4 [39].

Part A (right side of Fig 4) is a web search engine interface which utilizes Yahoo! Search Web Service API to implement the search-term based web searching. It accepts user’s search-term as input and returns a list of retrieved items.

The goal of Part B (top left of Fig 4) is to produce a set of text files that can then be used by the Lucene search engine, and to extract the hierarchical structure of the ODP to be displayed by a $JTree$. Simple API for XML (SAX) and the eXtensible Stylesheet Language Transformations (XSLT) are employed to analyze the content of the ODP data which can be downloaded from [26]. The content of the “category-document” is stored in text file format. The title of each category is used as the title of each text file, and the content of each category-document is used to form the content of the text file. Document Object Model (DOM) is utilized to map the hierarchical structure of the ODP by a $NodeAdapter$ and a $DataModel$ which can then be used by $JTree$. An alternative to display the hierarchical structure data of the ODP is to create the $JTree$ at the system coding phase by adding the appropriate category nodes.

Part C (bottom left) in Figure 4 implements term indexing and search results classifying. Lucene’s $Analyzer$ and $Indexer$ classes are used to analyze and index the text files returned from Part B. The classifying process is achieved by comparing the similarities between each retrieved item and the categories of the ODP, as elaborated in the next paragraph. Each returned result has one “most similar” document in the formed “category-document” repository. The category which “the most similar” document belongs to will be marked (Fig. 5) in the corresponding position in the $JTree$ to inform the user how the returned search results are classified according to the hierarchical structure of the ODP.

To calculate the similarities between retrieved items and the categories in the ODP, each category-document in the document repository $D$ is taken as a high dimensional vector which can be denoted as vector $\overrightarrow{d_j}$. The search items returned from the Yahoo! Search Web Services API are also taken as query vectors, therefore, the similarity between query vector $\overrightarrow{q_i}$ (returned item from the Yahoo! Search Web Services API) and $\overrightarrow{d_j}$ $(j = 1, 2, … N)$ can be measured as:

$$\text{sim}(\overrightarrow{q_i}, \overrightarrow{d_j}) = \frac{\overrightarrow{q_i} \cdot \overrightarrow{d_j}}{|\overrightarrow{q_i}| \times |\overrightarrow{d_j}|} = \frac{\sum_{i=1}^{N} W_{ij} \times W_{iq}}{\sqrt{\sum_{i=1}^{N} W_{ij}^2} \times \sqrt{\sum_{j=1}^{N} W_{iq}^2}}$$

For each query vector $\overrightarrow{q_i}$, the similarity between this query vector and the category-document vector $\overrightarrow{d_j}$ $(j = 1, 2,$
..., N) will be ranked decreasingly by the calculated similarity. The search result item represented by \( v_q \) can thus be classified to the category represented by the category-document \( j_d \) if \( j_d \) is the top ranked document in the similarity list of vector \( v_q \) and \( j_d \) (\( j = 1, 2, \ldots, N \)). An alternative and appropriate approach to classify the returned search result is to employ the Majority Voting strategy implemented by [39].

The last part is the user interface, as seen in Fig 5. The interaction between user and the search-browser is implemented by this part. The structure of Fig 5 is open, flexible and expandable. Part A can be any meta search engine, or intranet search engine, or any database search engines; Part B can be any lightweight ontology, or a domain-oriented knowledge structure; Part C includes a full text search engine and a classifier which may be the VSM classifier, the probabilistic classifier [9], and others [32]; the knowledge structure can be represented by a tree structure, or by other visualization component.

V. DISCUSSION AND FUTURE WORK

A. Trial the Proposed Approach

There are 15 categories in the ODP, and for each of these categories, a relative search term will be selected and evaluated by calculating the precision of the original search results and the precision after the proposed ontological search term disambiguation based on the ODP. The standard 11 points recall-precision curve [3] will also presented. Further evaluation may be conducted with resources published by TREC (Text REtrieval Conference at http://trec.nist.gov) or some public web search engines.

B. Probabilistic Model, Machine Learning, and Other Types of Classifier

Lucene uses a modified Vector Space Model [2][3][25][29][30] when calculating the similarity between search term and the document repository. Probabilistic Model [9][19][20][28] can also be used as a classifier based on the ODP to disambiguate search terms. [24] uses a machine learning approach to classify web pages based on Yahoo! Web category, for the 14 Yahoo! categories, a separate classifier is built. [23] utilizes n-gram algorithm to automatically classify web pages and the experimental results are encouraging. [13] uses hierarchical knowledge structure (such as Yahoo! Web category) to achieve a better categorization of Web search results.

The data of the ODP is dynamic, increasing, and huge. To reduce the high dimensionality of the vector space created by this ODP data, two techniques, the Latent Semantic Indexing algorithm [10][32], and a recent and computationally more efficient technology named Normalised Word Vector [38], are to be employed in the next stage of the research. Machine learning approaches and probabilistic models will also be evaluated as a measure to ontologically disambiguate search terms based on the ODP.

VI. CONCLUSION

Search engines are facing challenges of irrelevant search results, poor search results organization, and lack a commonly shared knowledge structure for search results classification. The paper proposed a novel approach to ontologically disambiguate search terms based on the knowledge structure of the ODP. The meta-data in the ODP are used to form a “category-document” collection, the search items returned from search engines are also treated as documents and a classifier is developed by using Lucene to align the returned items to the most “similar” category in the ODP. By interaction with users, a higher precision of search results is expected. In this way we hope to accommodate the Web’s diverse information seekers, with their diversity of information needs, even while the web changes and expands.
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