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Abstract—This paper presents the utilization of harmony 

search algorithm (HSA) to optimally design the 

proportional-integral (PI) controllers of a grid-side voltage source 

cascaded converter with two additional loops for smooth 

transition of islanding and resynchronization operations in a 

distributed generation (DG) system. The first loop is the 

frequency control loop which is superimposed on the real power 

set point of the cascaded controller of voltage source converter to 

minimize the frequency variation during the transition from the 

grid mode to islanding mode. The second loop is the 

resynchronization loop which reduces the phase shift of the AC 

voltages of the DG with the utility grid AC voltages during 

islanding operation leading to a successful grid reconnection 

event. The response surface methodology (RSM) is used to build 

the mathematical model of the system dynamic responses in terms 

of PI controllers' parameters. The effectiveness of the proposed PI 

control scheme optimized by the HSA is then compared to that 

optimization by both genetic algorithm and conventional 

generalized reduced gradient techniques. The HSA code is built 

using MATLAB software program. The validity of the proposed 

system is verified by the simulation results which are performed 

using PSCAD/EMTDC. 

 

Index Terms—Distributed generation, genetic algorithm, 

grid-side converter, harmony search algorithm, PI controller.  

I. INTRODUCTION 

SLANDING of a grid-connected distributed generation (DG) 

takes place when the DG is electrically separated from the 

utility grid. The DG must independently operate successfully 

with fulfilling the local demand delivered by the DG itself. The 

traditional power plants are being replaced by the DG system as 

it is emerging as an alternative substructure in the power 

systems. Moreover, the increase in DG penetration and 

presence of multiple DG units has brought the concept of the 

micro-grid [1], [2]. A micro-grid includes several DG units and 

local loads and it is connected to the utility grid. The DG units 

may consist of small modular sources such as wind turbines, 

fuel cells, photovoltaic systems, and energy storage systems. 
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The renewable energy resources have become popular in 

AC-DC based hybrid micro-grid systems as the hybrid 

micro-grid system brings additional benefits for the global 

system operation and future grid expansion. Among the DG 

and renewable energy technologies, the growth rate of wind 

energy has increased enormously in the micro-grid system 

because of the availability of wind resources and the rapid 

technical development of the wind farms [3], [4].     

During the grid-connected mode, the DG or the micro-grid is 

connected to the utility grid and during the islanding mode, the 

utility grid is electrically isolated from the micro-grid leading 

micro-grid to become the only provider of power to the local 

loads. Intentional islanding and autonomous operation of the 

micro-grid system during the islanding modes has drawn a 

major attraction worldwide [5], [6]. Islanding is an issue to be 

concerned by the power industries as it might jeopardize the 

load side equipment if the micro-grid or the DG system cannot 

operate autonomously. If the micro-grid system fails to operate 

autonomously during the islanding mode, it might lead to a 

number of problems for the DG units and local loads including 

power quality issue and operational problems in the power 

systems. Due to this reason, the IEEE Std. 1547-2003 states, as 

one of its tasks for future consideration, the implementation of 

intentional islanding of the DG systems [7]. The successful 

islanding and grid reconnection scheme of the micro-grid 

system can improve the reliability of the system and it also 

allows utility companies to perform maintenance operations on 

the utility grid side, if required. 

The classical proportional-integral (PI) controllers have been 

utilized in many control applications due to its robustness and 

wide stability margin. In this study, the classical PI controllers 

are used in many places within a hybrid DG system, e.g., with 

energy storage system, grid-side converter, DC-DC converter 

of PV sysem, etc. Generally, the cascaded control scheme is 

used in the AC-DC converter of the DG system as it allows 

bi-directional real and reactive power control. However, the 

cascaded control alone is unable to support the islanding 

operation of induction generator based DG system as the 

frequency of the system is difficult to be controlled during the 

transition from grid-connected to islanding mode. To perform 

the smooth islanding operation, the concept of direct frequency 

and reactive power control has been introduced into the system 

with an additional frequency control loop. Moreover, an 

Harmony Search Algorithm based Controller 

Parameter Optimization for a Distributed 

Generation System  

Mir Nahidul Ambia, Hany M. Hasanien, Senior Member, IEEE, Ahmed Al-Durra, Member, IEEE, and S. M. 

Muyeen, Senior Member, IEEE 

I 



 

additional loop has been utilized to perform the 

resynchronization of the DG system. As the conventional PI 

controllers are very sensitive to parameter variations and the 

nonlinearity of the dynamic systems, it is difficult to establish 

the control sets for islanding and resynchronization tasks. The 

setting of the PI controller parameters used in a DG system is 

cumbersome and it is difficult to express this type of DG 

systems by a mathematical model or transfer function. To 

achieve the smooth transition between the grid-connected mode 

to the islanding mode and the islanding mode to the grid 

reconnected mode, the PI controllers used in the converter 

should be tuned properly. In our previous studies, the PI 

controllers in wind energy conversion systems were fine tuned 

by Taguchi method which is a long statistical method and 

genetic algorithm (GA) method which is based on the concept 

of survival of the fittest [8], [9]. Moreover, there is a great 

development in computational evolutionary optimization 

techniques which can be used to solve many optimization 

problems in electric power systems.  

The harmony search algorithm (HSA) is one of the newest 

metaheuristic population search algorithms. It was introduced 

by Geem et al. [10]. The HSA depends mainly on the musical 

process of searching for a pleasing harmony. The musicians are 

the decision variables of the function to be optimized. The notes 

of the musicians represent the decision variable values. The 

harmony is considered the optimal solution vector. Unlike the 

gradient optimization techniques, the HSA is a stochastic 

search and a free derivative algorithm. Furthermore, it has a 

simple mathematical model and easier in implementation in 

engineering problems in comparison to other metaheuristic 

techniques. The HSA has been successfully applied to solve 

many optimization problems in the power systems [11]-[15].        

In this study, the HSA is used to optimally design the PI 

controllers in cascaded loop of a grid-side voltage source 

converter including two additional loops for smooth transition 

of islanding and resynchronization operations of a large DG 

system. The control scheme consists of four PI controllers of 

the cascaded control scheme and two extra PI controllers of the 

two additional loops for islanding and grid resynchronization 

techniques. The response surface methodology (RSM) is used 

to build the mathematical model of the dynamic responses of 

the system in terms of PI controllers' parameters. The parameter 

optimization of the PI controllers used in hybrid DG systems is 

a complex task and has so far not been reported in power 

system literature. Moreover, the proposed technique can be 

applied to other DG, renewable energy, and power system 

applications. The effectiveness of the proposed PI control 

scheme optimized by the HSA is then compared to that 

optimized by both GA and conventional generalized reduced 

gradient (GRG) techniques. The HSA code is built using 

MATLAB software program. The validity of the proposed 

system is verified by the simulation results which are 

performed using PSCAD/EMTDC.  

II. MODEL SYSTEM 

Basic architecture of the DG system considered in this study 

is shown in Fig. 1. The model system consists of a DG unit 1 

which has a fixed-speed induction generator-based wind farm 

and battery energy storage system (BESS) and a DG unit 2 with 

a photovoltaic (PV) system. Several AC loads and DC loads are 

connected to the system as distribution network loads. A grid- 

side converter (GSC), as shown in Fig. 1, with red dotted 

rectangular box, is connected to the utility grid-side point 

which performs the islanding and grid resynchronization 

operation of the DG system. 

The data of the induction generators and DG system are 

illustrated in Tables I and II, respectively. The base MVA of the 

system is 7.0. This DG system is chosen in this study to present 

the effectiveness of the proposed optimization technique 

applied to a complex and non-linear system.  
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Fig. 1.  Basic structure of the DG system. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Several AC loads and DC loads are connected to the system as 

distribution network loads. A grid- side converter (GSC), as 

shown in Fig. 1, with red dotted rectangular box, is connected 

to the utility 

 

TABLE I 
INDUCTION GENERATOR DATA 

Type Quantity    

Rated voltage  0.69 kV 

Power 7 MVA 
Stator resistance 0.01 pu 

Rotor resistance 0.01 pu 

Leakage reactance 0.1 pu 
Magnetizing reactance  3.5 pu 

Rotor mutual reactance  0.12 pu 

Inertia constant 3 s 

 TABLE II 
DG SYSTEM DATA 

Parameters Quantity    

Base MVA  7 MVA 

Rated voltage  6.6 kV 

DC generation 0.5 MW 

AC load 2.21 MW, 2.4 kV 

DC load 2.13 MW, 6.6 kV 

DC bus voltage  6.6 kV 

DC link capacitance  100000 µF 

Converter Set point (Pconv
*) -1.63MW  

PoC2 voltage set point (VPoC2
*) 1.0 pu 

Line impedance (L1) 0.01+j0.035 pu 

Line impedance (L2) 0.001+j0.002 pu 

 

 



 

III. WIND TURBINE MODEL                         

The wind turbine extracted power (PW) can be expressed as 

follows [16]: 

      
 

 
      (   )  

  (1) 

where ρ is the air density, R is the radius of the turbine, Vw is the 

wind speed, CP(λ,β) is the power coefficient given by (2), where 

the tip speed ratio  is given by (3) in terms of the turbine 

rotational speed .   
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 The wind turbine and the wind generator are modeled as a 

one mass lumped model with a constant inertia [17]. The step 

up gearbox is assumed to be lossless and is represented by a 

simple gain [18]. Aggregated wind farm model where several 

wind generators are expressed by a large wind generator is 

considered in this study to speed up the simulation of the 

complex DG system.     

IV. PV MODEL 

  The PV systems convert solar radiation into electrical 

energy. A practical PV system can be modeled by a current 

source in parallel with a diode and a combination of a series 

resistance and a parallel resistance [19]. The current source 

represents the photo current, which is a function of incident 

solar radiation and temperature. The diode represents the 

reverse saturation current due to the p-n junction of the solar 

cell while the resistances account for the losses [19]. 

V. CONTROL STRATEGY OF GSC 

When the DG is disconnected from the utility grid, the power 

balance is lost in the system which leads the DG system to a 

variation of AC voltage magnitude and frequency. This results 

in the DG system to become unstable. Usual practice of using 

the power converter connected to the grid-side point (PoC2) as 

shown in Fig. 1 is to control the real and reactive powers 

between AC and DC sides. The conventional cascaded control 

strategy is shown in the blue dotted rectangular box of Fig. 2. 

The real and reactive powers are controlled according to the set 

points in the control strategy. The d-axis current controls the 

real power and q-axis current maintains the terminal voltage at 

the PoC2. The transformation angle (θPLL) is obtained from the 

phase locked loop (PLL) which uses the grid-side three-phase 

voltages at the input of the PLL system.  

An additional loop of direct frequency control is introduced 

to the real power control loop as shown with brown dotted 

rectangular box helping the DG system to minimize the 

variation of the frequency during the islanding event. Instead of 

using another converter, the additional power transfer required 

(ΔPf) in this loop is superimposed on the active power set point 

which in turn maintains the frequency of the system during 

transition from the grid-connected mode to the islanding mode. 

The direct frequency control loop is enabled during the 

islanding event with a latch system.  

Another important issue in the islanding events is the grid 

resynchronization technique. For a successful grid 

reconnection mode, it is important to resynchronize the 

voltages of the DG with voltages of the utility grid. During the 

islanding event, the DG AC voltage is phase shifted from the 

utility grid voltages despite of the voltage magnitude and 

frequency regulation. In order to have a soft transition from the 

islanding mode to grid reconnection mode, an additional loop 

with green dotted block is added to the real power of the 

cascaded control as shown in Fig. 2. The voltage signals of DG 

(PoC2) and utility grid (PoC3) as shown in Fig. 1 are taken in 

α-β frame for the resynchronization block in Fig. 2. This 

algorithm is used to track the phase difference between the 

utility grid voltages and DG AC voltages. The PI controller 

used in the loop uses the error signal to synchronize them. The 

voltages are taken in α-β frame because the transformation 

angle for d-q frame is unknown during islanding mode as the 

utility grid is disconnected from the system. The additional 

power (ΔPsync) is introduced to adjust the AC voltage phase for 

synchronizing it with utility grid voltages before reconnection 

point. This additional loop is enabled 2 s prior to the grid 

reconnection point.  

 
In this control strategy, six PI controllers are used for 

successful islanding and grid resynchronization strategy. 

However, the number of PI controllers of the outer loop and 

inner loop of real and reactive power control is minimized into 

two considering them as identical which reduces the total PI 

controllers from six to four. An optimal design procedure of 

parameters of four PI controllers are given in the following 

section as manual tuning of these PI controllers for islanding 

and grid-resynchronization operations is cumbersome and time 

consuming. Therefore, this study attempts to optimally design 

the parameters with eight design variables. The optimization 

approach is done using the HSA.  

VI.   OPTIMAL DESIGN 

A. The RSM  

The RSM is a statistical method used to build a mathematical 

model by obtaining the relationship between the design 

variables and the response [20]. In this study, PSCAD/EMTDC 

[21] is used for numerical simulations to provide the response. 

The frequency deviation factor (FDF) after islanding (y1), the 

settling time of the frequency response after islanding (y2), the 

 
Fig. 2.  Direct frequency and reactive power islanding control of GSC 

  



 

maximum percentage overshoot (MPOS) of the frequency 

response after grid reconnection (y3), the settling time of the 

frequency response after grid reconnection (y4), and the 

frequency deviation factor after grid reconnection (y5) are the 

responses. These are varied by the design variables variant. In 

the RSM, the second order model is used to obtain an accurate 

response.   

B. The HSA 

The brief explanation of the HSA can be represented by five 

steps as follows:  

Step 1: Initialize the problem and algorithm parameters  

In this step, the optimization problem can be specified as 

follows:  

Minimize )(xf subject to ,ii Xx   i = 1, 2,….N         (4) 

where f(x) is an objective function, x is a set of the decision 

variables xi , N is the number of decision variables, and Xi is the 

range of each decision variable. The parameters of the HSA to 

be initialized are the harmony memory size (HMS) which 

illustrates the number of solution vectors in the harmony 

memory, harmony memory considering rate (HMCR), pitch 

adjusting rate (PAR), and the number of improvisations (NI) or 

stopping criteria.  

Step 2: Initialize the harmony memory (HM) 

 The HM matrix is initialized with many randomly generated 

vectors up to the HMS.  
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Step 3: Improvise a new harmony  

A new harmony vector ),,,( 21

n

N

nnn xxxx  is 

produced based on the HMCR, PAR, and random selection. 

The HMCR is the choice rate of one value from the historical 

values stored in the HM while (1-HMCR) is the selecting rate 

randomly of one value from the possible range. 
n

ix can be 

written as follows:  
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For example, the HMCR of 0.8 illustrates that the HSA will 

choose the decision variable from the stored values in the HM 

with 80 % probability and from the entire possible range with 

20 %. All the components selected by the harmony 

consideration are checked by pitch adjusting decision as 

follows:  
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                                 (7) 

The decision No means nothing to do and the decision Yes 

makes n

ix  to be modified as follows:  

                        bwrandxx n

i

n

i *()                                           (8) 

where bw is an arbitrary distance bandwidth and rand( ) is a 

random number varying from 0 to 1. The PAR can be adjusted 

by the following equation:  

         g
NI

PARPAR
PARgPAR *

)(
)( minmax

min


                          (9) 

where g = 1, 2, …,NI, PAR(g) is the PAR for improvisation of 

g, PARmin is the minimum PAR, and PARmax is the maximum 

PAR.    

Step 4: Update the HM 

In this step, the HM is updated based on the fitness function 

value. If the new harmony vector x
n
 has a better fitness function 

than the worst harmony in the HM, x
n
 will replace it in the HM.  

Step 5: Check termination criteria 

 If NI is reached, the HSA will stop, otherwise the steps three 

and four will repeat [12].   

VII. OPTIMIZATION PROCEDURE 

The proportional gain and integral time constant of the PI 

controllers shown in Fig. 2 are the design variables. X1, X3, X5, 

and X7 are the proportional gain of PI-1, PI-2, PI-3, and PI-4, 

respectively. X2, X4, X6, and X8 are their integral time 

constants. These design variables have three levels. The levels 

(-1), (0), and (1) represent the minimum, average, and 

maximum values of the design variable, respectively. The RSM 

model is based on the central composite design in building the 

responses. There are 90 design experiments for eight design 

variables problem, as shown in Table A1 in Appendix. This 

statistical design is performed using Minitab program [22]. The 

PSCAD program calculation is carried out for each experiment 

and the values of y1 to y5 are stored in Table A1. The fitted 

RSM model is shown in details in Appendix. The HSA is 

applied to the RSM model. The HSA code is built using 

MATLAB program [23]. y3 is the objective function and the 

other functions are nonlinear constraint functions. The design 

variable range and constraints of the optimization problem are 

described as follows: 

 Design variables range is  2.0 ≤ X1 ≤ 3.5, 0.004 ≤ X2 ≤ 

0.01, 1.0 ≤ X3 ≤ 3, 0.01 ≤ X4 ≤ 0.02, 10 ≤ X5 ≤ 18, 0.01 

≤ X6 ≤ 0.02, 0.01 ≤ X7 ≤ 0.08, and 1.0 ≤ X8 ≤ 6 

 The constraints are y1 ≤ 1.8 %, y2 ≤ 0.5 s, y4 ≤ 1 s, and 

y5 ≤ 0.2 %.   

The parameters of the HSA are shown in Table III. Fig. 3 

shows the fitness function convergence. Table IV shows the 

optimization set value and level of the design variables using 

the HSA method. At these optimal values, y3 is 0.35 %.   

For a fair comparison, GA and GRG techniques are also 

applied to the RSM model. In GA analysis, the Rank fitness 

scaling is applied to avoid premature convergence. GA includes 

natural selection, mutation, and crossover. The selection 

process is performed using the uniform selection technique 

which prevents bias and minimal spread. The GA 

characteristics are illustrated in Table V. Fig. 4 shows the 

fitness function convergence and current best individual. In the 

GRG technique, the derivatives are approximated by the solver 



 

in the objective function. The number of iterations is 1000. The 

objective function tolerance is 1.0e
-6

. The optimal level and size 

value of the design variables using GA and GRG techniques are 

also shown in Table IV.  
TABLE III 

PARAMETERS OF THE HSA 

HMS 30 

HMCR 0.9 

PARmin 0.4 

PARmax 0.9 

NI 1000 

 
Fig. 3.  Fitness function convergence using the HSA. 

 
(a) 

 
(b) 

Fig. 4. GA results (a) Fitness function convergence. (b) Current best individual.  

VIII. SIMULATION ANALYSIS AND DISCUSSION 

 The effectiveness of the proposed HSA based controller 

parameters optimization technique in islanding and grid 

resynchronization of the DG system is demonstrated in this 

section. In the DG system wind generator connected at AC bus 

is generating variable power as per wind availability. BESS 

connected at PoC1 is smoothing the fluctuating power and 

delivering towards line L1 shown in Fig. 1. In the 

grid-connected mode, immediate before the islanding operation 

takes place, the power at Line L1 was around 4.3 MW (shown in 

Fig. 5), DG was delivering 0.5 MW to the main grid and after 

fedding to the AC load and considering power loss in the line 

remaining 1.45 MW was transmitting to the dc bus through 

converter. At 5 s, the utility grid is disconnected to initiate the 

islanding operation. The islanding operation continues for 20 s. 

At 25 s, the grid is reconnected to the micro-grid, 2 s prior to the 

grid-reconnection mode, at 23 s the resynchronization is 

enabled by the resynchronization controller. 

 Figures 5 to 11 show the islanding operation of the hybrid 

DG system using the direct frequency and reactive power 

control method when the cage induction generator based wind 

turbine is driven by real wind speed. Fig. 5 shows the wind farm 

fluctuating output power (green color) and smoothen power at 

the line side. Figs. 6 to 8 reflect the induction generator 

frequency, wind farm terminal voltage and converter terminal 

voltage at PoC2 accordingly. Due to the additional frequency 

control loop shown in Fig. 2, the frequency of induction 

generator shown in Fig. 6 remains constant at pre-islanding 

state and after islanding occurs at 5 s. The oscillation in 

frequency response shown in Fig. 6 at 23 s is due to the 

activation of resynchronization loop in Fig. 2. Figs. 7 and 8 

show that HSA is an effective tool to tune the PI controlelrs 

shown in Fig. 2 that leads to successful islanding and 

reconnection of the DG system. Figs. 7 and 8 also show that 

HSA is superior to GA and GRG methods in terms of quick 

voltage recovery and less oscillations. Fig. 9 shows the power 

from the utility grid where only zoom view of response from 24 

to 30 s is demonstrated. It can be seen from this figure that 

before 25 s, during islanding mode, the grid power is zero. 

After grid reconnection mode, the utility grid starts injecting 

power into the micro-grid. Figures 10 and 11 show the 

converter power from ac to dc bus and AC load consumption 

accordingly. It is also seen from Fig. 9 that HSA is a better 

optimization tool compared to GA and GRG that works well 

with this complex nonlinear system. 
 

TABLE IV 

OPTIMAL LEVEL AND SIZE OF DESIGN VARIABLES 
Level & 

Size 

X1 X2 X3 X4 X5 X6 X7 X8 

Level 

(HSA) 

-0.10    -0.96   0.96 -0.01   0.92  0.03  0.16  -0.35 

Size 

(HSA) 

2.67 0.004 2.96 0.014 17.68 0.015 0.05 2.62 

Level 

(GA) 

0.99 1.0 0.71 1 1 -0.94 -0.05 0.78 

Size  

(GA) 

3.49 0.01 2.71 0.02 18 0.01 0.043 5.45 

Level 

(GRG) 

-1 -1 1 1 1 -1 -0.06 1 

Size 

(GRG) 

2 0.004 3 0.02 18 0.01 0.043 6 

 
TABLE V 

GA CHARACTERISTICS 

Population type Double vector 

Population size 50 

Fitness scaling function Rank 

Selection function Uniform 

Crossover fraction 0.8 

Crossover function Scattered 

Migration fraction 0.2 

Migration interval 20 
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Fig. 5. Real power of wind farm along with line power. 
 

 

 
 

 

 
 

 
 

 

 
 

 

 
 

 

 
Fig. 6. Frequency of induction generator. 

 

 
 

 

 

 

 

 
 

 

 
 

 

 
 

 

 
 

Fig. 7. Terminal voltage at wind farm. 

 
 

 

 
 

 

 
 

 

 
 

 

 
 

 

 
 

Fig. 8. Terminal voltage at converter side (PoC2). 

 

 
 

 

 
 

 

 
 

 

 
 

 

 
 

 

 
Fig. 9. Real power at the grid. 

 

 
 

 

 
 

 

 
 

 

 
 

 

 
 

 

 
Fig. 10. Real power through converter. 

 

 
 

 

 

 

 

 
 

 

 
 

 

 
 

 
 

Fig. 11. Real power at AC load. 

IX. CONCLUSION  

In this paper, a step by step optimum design procedure of 

multiple PI controllers’ parameters is demonstrated using 

Harmony Search Algorithm and Response Surface Method 

based schemes. The parameter optimization scheme is applied 

for islanding and grid resynchronization of distributed 

generation system where multiple PI controllers are used in 

cascaded control loops to control real and reactive power 

simultaneously along with two additional loops for smooth 

transition of islanding and resynchronization operations. The 

effectiveness of the proposed HSA methodology in obtaining 

optimum PI controller parameters in a complex and nonlinear 

system is demonstrated by comparing the results using two 

other popular techniques namely Genetic Algorithm and 

0 5 10 15 20 25 30
2

3

4

5

6

7
W

in
d 

&
 S

m
oo

th
en

 

Po
w

er
 [

M
W

]

Time [sec]

 P
wind farm

 P
smooth_GRG

 P
smooth_GA

 P
smooth_HSA

0 5 10 15 20 25 30
0.992

0.994

0.996

0.998

1.000

1.002

1.004

1.006

1.008

1.010

1.012

1.014

1.016

IG
 f

re
qu

en
cy

 [
pu

]

Time [sec]

 f
IG_GRG

 f
IG_GA

 f
IG_HSA

0 5 10 15 20 25 30
0.80

0.85

0.90

0.95

1.00

1.05

W
in

d 
F

ar
m

 

T
er

m
in

al
 V

ol
ta

ge
 [

pu
]

Time [sec]

 V
WF_GRG

 V
WF_GA

 V
WF_HSA

0 5 10 15 20 25 30
0.85

0.90

0.95

1.00

1.05

1.10

C
on

ve
rt

er
 

T
er

m
in

al
 V

ol
ta

ge
 [

pu
]

Time [sec]

 V
t_GRG

 V
t_GA

 V
t_HSA

24 25 26 27 28 29 30
-3.5

-3.0

-2.5

-2.0

-1.5

-1.0

-0.5

0.0

0.5

1.0

1.5

G
ri

d 
Po

w
er

 [
M

W
]

Time [sec]

 P
grid_GRG

 P
grid_GA

 P
grid_HSA

0 5 10 15 20 25 30
-3.5

-3.0

-2.5

-2.0

-1.5

-1.0

-0.5

C
on

ve
rt

er
 P

ow
er

 [
M

W
]

Time [sec]

 P
converter_GRG

 P
converter_GA

 P
converter_HSA

0 5 10 15 20 25 30
1.6

1.8

2.0

2.2

2.4

2.6

2.8

A
C

 L
oa

d 
[M

W
]

Time [sec]

 P
Lac_GRG

 P
Lac_GA

 P
Lac_HSA



 

Generalized Reduced Gradient methods. It is found that HSA is 

an effective method to optimally determine the parameters of 

multiple PI controllers in cascaded control of power converter 

used in the Distributed Generation system for successful 

islanding and grid-resynchronizing operations. The proposed 

technique is equally applicable to different renewable energy, 

energy storage system, and power system applications when the 

nonlinear system is difficult to express with mathematical 

model. 

APPENDIX 

TABLE A1 

RANGE OF DESIGN VARIABLES AND EXPERIMENT FREQUENCY 
Ex

p. 

X 

1 

X 

2 

X 

3 

X 

4 

X 

5 

X 

6 

X 

7 

X 

8 

y1 

(%) 

y2 

(s) 

y3 

(%) 

y4 

(s) 

y5 

(%) 

1 0 0 0 0 
-

1 0 0 0 1.89 0.63 0.833 0.59 0.197 

2 0 0 0 0 0 0 0 0 1.86 0.59 0.813 0.99 0.33 

3 0 0 0 0 0 0 0 0 1.86 0.59 0.813 0.99 0.33 

4 1 
-

1 1 1 1 
-

1 

-

1 1 1.73 0.31 0.57 1.36 1.3 

5 
-

1 1 1 1 1 
-

1 

-

1 1 1.97 0.85 0.68 1.8 1.71 

6 
-

1 1 
-

1 1 
-

1 

-

1 1 
-

1 1.8 0.78 1.18 1.6 0.84 

7 
-

1 1 1 1 
-

1 

-

1 

-

1 

-

1 2.21 1.24 0.85 1.47 0.51 

8 1 1 1 
-

1 1 1 
-

1 1 1.69 0.6 0.7 1.36 0.3 

9 1 1 1 1 1 
-

1 1 
-

1 1.91 0.61 0.7 0.85 0.59 

10 1 1 1 1 
-

1 

-

1 1 1 2.03 1.22 0.77 1.42 1.4 

11 1 
-

1 

-

1 

-

1 

-

1 

-

1 

-

1 

-

1 1.74 0.52 1.1 1.58 0.7 

12 
-

1 

-

1 1 
-

1 1 1 
-

1 1 1.68 0.38 0.68 1.15 0.43 

13 
-

1 1 
-

1 

-

1 1 1 
-

1 

-

1 1.93 0.62 1.05 1.27 0.3 

14 1 1 1 1 1 1 1 1 1.8 0.68 0.7 1.22 0.4 

15 1 
-

1 

-

1 

-

1 1 
-

1 

-

1 1 1.75 0.48 1 2 2.89 

16 
-

1 1 
-

1 

-

1 

-

1 1 
-

1 1 2 0.98 0.82 1.37 0.31 

17 1 
-

1 

-

1 

-

1 

-

1 1 
-

1 1 1.73 0.6 1.31 1.47 0.3 

18 
-

1 1 
-

1 1 1 
-

1 1 1 1.86 0.79 0.9 1.72 1.85 

19 0 0 0 0 0 0 0 1 1.81 0.59 0.74 1.11 0.37 

20 
-

1 

-

1 

-

1 1 
-

1 

-

1 

-

1 1 1.76 0.78 0.73 1.84 1.65 

21 1 1 
-

1 1 1 1 
-

1 1 1.73 0.51 0.92 1.55 0.248 

22 0 0 0 1 0 0 0 0 1.68 0.29 0.75 1.35 0.2 

23 
-

1 1 1 
-

1 

-

1 1 1 1 2 1.11 0.8 0.58 0.35 

24 
-

1 

-

1 

-

1 

-

1 

-

1 1 1 
-

1 1.95 0.5 1.27 0.78 0.26 

25 0 1 0 0 0 0 0 0 1.8 0.61 0.81 1.31 0.26 

26 1 1 
-

1 

-

1 

-

1 1 1 
-

1 1.9 1.02 1.5 1.38 0.27 

27 0 
-

1 0 0 0 0 0 0 1.63 0.3 0.73 1.17 0.4 

28 1 
-

1 1 
-

1 1 1 1 
-

1 1.8 0.38 0.89 0.88 0.24 

29 
-

1 0 0 0 0 0 0 0 1.92 0.57 0.73 1.22 0.45 

30 1 
-

1 1 
-

1 

-

1 

-

1 1 
-

1 2.05 0.64 0.79 0.99 0.68 

31 
-

1 

-

1 

-

1 

-

1 1 
-

1 1 
-

1 1.94 0.49 1.2 1.89 0.85 

32 1 1 
-

1 

-

1 

-

1 

-

1 1 1 2 0.93 1.19 1.9 2.13 

33 0 0 0 0 0 0 0 0 1.86 0.59 0.813 0.99 0.33 

34 1 1 
-

1 1 1 
-

1 

-

1 

-

1 1.94 0.85 1.01 1.9 0.94 

35 0 0 0 0 0 1 0 0 1.83 0.32 0.86 0.88 0.39 

36 1 1 
-

1 

-

1 1 1 1 1 1.79 0.64 1.19 1.76 0.47 

37 0 0 0 0 0 0 0 0 1.86 0.59 0.813 0.99 0.33 

38 1 
-

1 

-

1 1 1 1 1 
-

1 1.9 0.39 1.32 1.87 0.62 

39 1 
-

1 1 
-

1 1 
-

1 1 1 1.8 0.55 0.78 1.28 1.37 

40 0 0 0 
-

1 0 0 0 0 1.65 0.49 0.86 1.16 0.26 

41 
-

1 

-

1 

-

1 1 1 1 
-

1 1 1.61 0.3 0.86 1.7 0.28 

42 1 1 1 1 
-

1 1 1 
-

1 1.91 1.01 1.06 1.08 0.28 

43 
-

1 1 1 
-

1 

-

1 

-

1 1 
-

1 2.43 2.72 0.86 1.46 0.65 

44 1 
-

1 1 1 1 1 
-

1 

-

1 1.64 0.32 0.85 0.99 0.269 

45 
-

1 1 1 
-

1 1 
-

1 1 1 2.29 0.88 0.64 0.87 1.2 

46 
-

1 1 1 
-

1 1 1 1 
-

1 1.91 0.62 0.84 0.88 0.25 

47 0 0 0 0 0 0 1 0 1.77 0.59 0.88 1.17 0.51 

48 1 1 1 
-

1 1 
-

1 

-

1 

-

1 1.87 0.65 0.83 1.54 0.59 

49 0 0 0 0 0 0 0 0 1.86 0.59 0.813 0.99 0.33 

50 0 0 
-

1 0 0 0 0 0 1.93 0.57 1 1.61 0.56 

51 
-

1 1 1 1 
-

1 1 
-

1 1 2 0.99 0.81 1.35 0.4 

52 1 
-

1 

-

1 1 
-

1 1 1 1 1.94 1 2.67 1.97 0.57 

53 
-

1 

-

1 1 1 
-

1 

-

1 1 1 1.76 0.61 0.72 1.11 1.37 

54 0 0 0 0 0 0 0 0 1.86 0.59 0.813 0.99 0.33 

55 1 
-

1 

-

1 

-

1 1 1 
-

1 

-

1 1.61 0.32 1.23 1.59 0.47 

56 0 0 0 0 0 
-

1 0 0 2.03 0.59 0.65 1.16 0.94 

57 1 1 
-

1 1 
-

1 

-

1 

-

1 1 2.05 0.88 0.91 1.98 1.86 

58 
-

1 

-

1 

-

1 

-

1 1 1 1 1 1.82 0.3 1.09 1.98 0.44 

59 0 0 0 0 0 0 0 0 1.86 0.59 0.813 0.99 0.33 

60 1 1 
-

1 

-

1 1 
-

1 1 
-

1 1.89 0.57 1.27 1.9 
1.1 

 

61 
-

1 

-

1 

-

1 1 1 
-

1 

-

1 

-

1 1.69 0.47 0.83 1.7 0.72 

62 1 
-

1 

-

1 1 
-

1 

-

1 1 
-

1 2.13 0.61 1.39 1.98 1.29 

63 0 0 0 0 1 0 0 0 1.8 0.32 0.75 0.94 0.31 

64 1 
-

1 1 1 
-

1 

-

1 

-

1 

-

1 2.03 0.65 0.77 1.13 0.43 

65 0 0 0 0 0 0 
-

1 0 1.93 0.59 1.16 0.76 0.08 

66 0 0 1 0 0 0 0 0 2.02 0.69 0.63 1.01 0.37 

67 
-

1 

-

1 

-

1 

-

1 

-

1 

-

1 1 1 2.05 0.57 0.91 1.9 1.75 

68 1 
-

1 1 1 
-

1 1 
-

1 1 1.778 0.35 0.7 1.17 0.21 

69 1 1 1 
-

1 

-

1 

-

1 

-

1 1 2.02 1.56 0.69 1.51 1.34 

70 
-

1 1 1 1 1 1 
-

1 

-

1 1.96 0.68 0.8 0.97 0.4 

71 
-

1 1 
-

1 

-

1 

-

1 

-

1 

-

1 

-

1 2.24 2.03 1.06 1.65 0.61 

72 
-

1 1 
-

1 1 
-

1 1 1 1 1.87 0.63 1.16 1.94 0.59 

73 0 0 0 0 0 0 0 0 1.86 0.59 0.813 0.99 0.33 

74 
-

1 

-

1 1 1 
-

1 1 1 
-

1 1.72 0.4 0.98 0.63 0.29 

75 
-

1 

-

1 1 
-

1 1 
-

1 

-

1 

-

1 1.87 0.6 0.63 1.19 0.32 

76 
-

1 

-

1 1 1 1 
-

1 1 
-

1 1.84 0.34 0.66 1.23 0.52 

77 0 0 0 0 0 0 0 
-

1 1.92 0.48 0.88 0.74 0.18 

78 
-

1 

-

1 1 
-

1 

-

1 

-

1 

-

1 1 1.88 0.58 0.67 0.95 1.28 

79 1 
-

1 

-

1 1 1 
-

1 1 1 1.9 0.32 0.91 1.98 2.7 

80 1 0 0 0 0 0 0 0 1.91 0.57 0.73 1.22 0.46 

81 1 1 1 
-

1 

-

1 1 
-

1 

-

1 1.97 0.7 1.05 0.76 0.39 

82 1 1 
-

1 1 
-

1 1 
-

1 

-

1 1.83 0.62 1.39 1.15 0.2 

83 
-

1 1 
-

1 1 1 1 1 
-

1 2.07 0.6 1.22 1.26 0.08 

84 
-

1 

-

1 1 1 1 1 1 1 1.62 0.35 0.73 1.03 0.3 

85 1 
-

1 1 
-

1 

-

1 1 1 1 1.95 0.65 0.79 1.31 0.36 

86 0 0 0 0 0 0 0 0 1.86 0.59 0.813 0.99 0.33 

87 
-

1 

-

1 1 
-

1 

-

1 1 
-

1 

-

1 1.87 0.78 0.9 0.74 0.41 

88 0 0 0 0 0 0 0 0 1.86 0.59 0.813 0.99 0.33 

89 
-

1 1 
-

1 

-

1 1 
-

1 

-

1 1 2.01 0.85 0.68 1.89 1.68 

90 
-

1 

-

1 

-

1 1 
-

1 1 
-

1 

-

1 1.71 0.36 1.18 0.99 0.23 
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