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Abstract—Search results personalization is considered a promising approach to boost the quality of text retrieval. In this paper, a personalized information retrieval paradigm is proposed which not only implicitly creates user profile by learning users’ search history, search preferences, and desktop information by kNN algorithm; but also intends to deal with the problem of search concepts drift through adjusting the weight of category which represents users’ search preference. By comparing the cosine similarities between vectors represent personal valued search concepts in user profiles, and vectors represent search concepts in the retrieved search results, the search results will be tailed to better match users’ information needs.
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I. INTRODUCTION

A Digital Ecosystem (DES), according to [1], is “an open, loosely coupled, domain clustered, demand-driven, self-organising agent environment, where each agent of each species is proactive and responsive regarding its own benefit/profit but is also responsible to its system.” A DES is an open community, it collects information from other communities; and it also produces information consumable for other communities [1]. Therefore, effective information retrieval is essential in a sustainable DES.

However, due to the exponential growth of information in the world, and the polysemy and synonymy characteristics of natural language, effective information retrieval is in fact a nontrivial issue, especially for Web information retrieval.

Search engines are now a dominant search tool for Web information retrieval. As pointed out by [34][35], this popular search tool is now facing several challenges as discussed below. The first problem of search engines is information overload: when a user submits a short query which is a preferred format of most Web seekers, search engines usually return millions of search results. The huge number of information items is obviously information overload, because of which valuable information may be overlooked. Information overload incurs opportunity costs.

The second problem of search engines is mismatch of search results: among the long list of Web search results, more than half of them are irrelevant [7][8][21]. When an environmentalist uses “jaguar” as a search term to search some information about animal jaguar, most of the results are about jagger car. When a student uses “matrix” as a search term to search some information about the mathematics concept, most of the results are about the movie “The Matrix Trilogy”, hairstyle, and other irrelevant items.

Missing relevant documents is another issue of search engines. This is mainly caused by the synonym aspect of natural language [6], and semantic similarity is not considered [14].

The fourth challenge stems from some clustering engines which reorganize Web search results by grouping them into hierarchical clusters. Automatically formed knowledge hierarchy can hardly match the human edited knowledge structure, such as Yahoo! Web directory [31] or the Open Directory Project [28].

The fifth issue of search engines is that search results are poorly organized in a plain-list format. This format is suitable only when the size of results set is less than 50, and the relevant documents reviewed per session are around ten [5]. Very few users will go beyond 10 pages to pick up relevant information from this long list results [12].

Another issue of information retrieval in DES is search tools and search results are not integrated into all-in-one browser [35]. In a DES, users require access to diverse information sources: the Web; personal computer; the Intranet; commercial databases; and so on. However, they usually need to use different search tools to access information from these different sources; this involves considerable trial and error and investment in mastering these different search tools.

The last issue is search results personalization, which is to be addressed in this research. As pointed out by [8], the key issue for an information retrieval system is not only to find relevant results determined by the literal similarities between queries and retrieved documents; but the information consistent with users’ information needs. The value of a document can only be determined by a specific user’s information needs but not other criteria.

To approach the search results personalization problem in DES, a personalized information retrieval model in DES is proposed. The model not only considers creating user profiles by learning user search history and desktop information; but also intends to leverage the power of domain oriented ontology to match user search concepts, and re-rank the search results based on the learned user profiles.

The paper is organized as follows: in section II, some work related to Web search results personalization is reviewed; section III deals with creating user profile by learning users’ search preference by k-Nearest Neighbour [26] algorithm based on the ODP; section IV explains how to utilize user profiles to personalize search results; and section V concludes this paper.

II. RELATED WORK

Personalization, according to [21] concerns not only retrieving syntactically relevant information, but also a user’s information consumption pattern, searching strategies, application used and the nature of the information. In this section, some previous work on personalization is re-
viewed. [21] classifies Web search results according to three usage-granularities – individual, group/social, and general. Relevance of information [18][19] items is judged based upon their usage. Query augmentation and result processing are the two primary ways to personalize search results, where personalization elements include user’s goals, prior and tacit knowledge, and past information-seeking behaviours.

User models are calculated based on the top 1000 categories of the ODP. When favourite links are imported, the corresponding pages will be fetched and classified into the ODP categories, user’s weighting on the category is adjusted accordingly. If no links are imported, when a Web page is clicked, the weight in the user profile is updated the same way.

The formed user profiles are employed to augment submitted queries by comparing the search terms with user profiles utilizing the Vector Space Model (VSM) [24]. The user profiles are then used to re-rank Web search results by evaluating similarities between user profiles and the titles and other metadata from the returned pages. Experimental results show that combination of query augmentation and result processing is quite effective and efficient. However, the query augmentation in [21] needs to be further evaluated.

[8] employs Multi-Attribute Utility Theory, which is also utilized by [25], to represent user preferences as an additive value function over available metadata. Some Page-specific attributes (such as number of words per page and number of sections on a page) and the corresponding weights are manually designed. Before being submitted to meta-search engines, queries are augmented with the phrase “what is” as a preprend, and phrase “links resources” as an appendix (such as, what is Linux, and Linux links pages). The returned search results are then re-ranked based on the explicitly formed user profile. However, how to decide the dimensions / attributes, and how to automatically weight these attributes are not trivial problems.

[9] indicates the critical component in personalization is how to acquire and model user interest categories. Compared with a plain list of user interests, a hierarchical perspective of user interests perhaps better represents the human conception of a set of interests. In order to create user profiles, an incremental, unsupervised concept learning algorithm named Web Document Conceptual Clustering (WebDCC) is proposed. WebDCC aims to create a conceptual hierarchy which is a classification tree in which instances and concepts are represented by leaf nodes and internal nodes respectively. Root node represents the most general concept; the offspring node represents more specific concept which summarizes all instances classified under it. Web documents are represented by normalized tf scheme, whereas idf [23] factor is not considered because of the incremental characteristic of WebDCC. The similarities between a given instance and the formed concepts are measured by the vector space model [2][24]; and kNN algorithm [3][32] is employed to determine which instance clusters the given document should belong to. Experimental results demonstrate that the performance of WebDCC is comparable to that of agglomerative hierarchical clustering algorithm. However, the incremental feature of WebDCC makes it inherently affected by the order in which instances are presented.

[4] explores the ODP metadata for Web search personalization. The ODP data are organized in a tree-like data structure, and by using reference (symbolic) links, some nodes can appear have more than one parent [7]. In the ODP, categories are organized as internal nodes and Web pages are always in leaf nodes. User profiles are created simply by asking users to select a list of categories which best match their search interests. When a list of search results is returned from a search engine, the similarities between each result and the categories in the user profile are compared, and the search results are re-ranked based on the new calculated similarities. The drawback of [4] is that user profile is very simple and the users have to be interrupted to select from a long list of categories which fit their search interests.

[7] indicates user profile should not be explicitly created for the reasons that firstly, it imposes an extra burden on users; secondly, the interest description of users may not be accurate; and thirdly, users’ interests change over time whereas few users update user profile correspondingly. User profile may be created by “watching over users’ shoulder” [7]. They indicate that user profile is essentially a reference ontology in which concepts are weighted based on a user’s perceived interest in terms of Web page content, length of the page and time spent on the Web pages.

Hierarchy of a Web directory, such as the ODP, Yahoo! Web directory, or Lycos [16], can be used as a reference ontology to represent user’s search interests. Only the concepts of the top four levels of the subject hierarchy which consists of 4,417 concepts are used to express users’ search interests, because this large number of concepts is adequate as training data.

VSM are utilized by [7] to classify Web pages visited by users into concepts in the reference ontology. The contents of Web pages manually linked to each concept in the subject hierarchy are concatenated to form a super-document (D) which is then pre-processed by removing stopwords and by stemming. The cosine similarities (Sc) between vectors represent these super-documents and the Web pages from users’ Web browser cache folder are compared. The concept (represented by D) with the highest similarity value is supposed as most relevant to the Web page, and the similarity values (Sc) are accumulated to the top five concept’s weights. Considering time spent and document length factor, TL = time/length, or log(time/log(length)), the Sc is revised as S = Sc*TL. Experimental results of [7] demonstrate that the number of a user’s concepts of interest converges over time, and after the original search results are re-ranked and filtered based on the formed user profile, an eight percent performance increase is achieved.

1 tf-idf: term frequency/inverse document frequency. This is a term weighting scheme based on statistical information regarding occurrence of indexed terms in the document space [2].

2 A node in a tree has at most one parent.
The effectiveness of classification algorithm selected is one drawback of [7]. Another issue is the chosen of some numbers, such as the top five concept’s weights, is need to be further supported by extensive experimental data.

Time spent on a Web page is also an important factor when modelling a user profile. [27] believe requested pages, content-related meta-data, user session information, and structure information are the main factors to create a user profile. In addition, the time a user spent on a specific page, the frequency of how often the user requests a specific page, the centrality (a page has short paths to all other nodes) of a page, and the prestige of a page (how often a page is referenced by other pages) are all factors to be considered. However, [27] argue that the time a user spent on a page is more important than the other factors, and they weight time, frequency, centrality and prestige to 70%, 20%, 5% and 5% respectively. Data in log file are extracted to form a graph and a corresponding adjacency matrix which indicates the click paths of a user. Pages required are then analyzed to extract meta-tags to form a knowledge structure; important pages are used to tailor the formed knowledge structure to create a final user profile.

In Web usage mining, in addition to the factors such as the order of visited Web pages and the popularity of the pages, [11] argues that the time spent on Web pages (TSP) is also an important measure of information intention and relevance. TSP can be obtained by analyzing the server-side log file, which strongly depends on domain and pre-processing – filtering out robot transactions and session identification. However, issues like user distraction and effective reading time on a page need further study.

[35] proposes an Integrating Text Retrieval Framework (ITRF) which aims at providing effective information retrieval services for digital organisms in a DES by leveraging the power of Web searching technology. In ITRF, user profile based on IMS Learner Information Project (LIP) [15] is proposed because LIP emphasises the facilitation of information flow between computational systems.

III. USER PROFILE CREATION BY LEARNING SEARCH CONCEPT

A. Factors in Personal Reference Modelling

When machine learning approach is selected to build user profile, the question followed is how to decide the attributes which depict a user profile. As can be seen from the related work discussed in the previous section, a user model can be described from different perspectives with different aspects. For example, [20] suggests the interests, the knowledge, the objectives, and the preferences of users to be the four elements to describe the user model. However, most of the machine learning related research considers only the Web usage mining which involves the content of Web pages visited, in addition to the time spent and the size of the pages [7]. Web usage mining is becoming a dominant approach for personalization [20]. In this research, in addition to Web usage mining, we offer a mechanism to utilise the information stored in personal computers for modelling users’ search preferences, a feature which few researchers have taken into account.

B. Learning User Preference based on the ODP

The ODP is the largest, most comprehensive human edited Web directory. More than 57 thousand editors have created more than 590 thousand categories with nearly five million submitted Web pages3, each of which contains the title and the brief description of the page. Categories in the ODP are organized as a tree-shaped structure with symbolic links; one node is allowed to have more than one parent [4]. A category node near the root of the tree represents a more abstract concept and its offspring category nodes represent more specific concepts.

Categories in the top two levels of the ODP are employed to represent users’ preferred search concepts [34], while [7] uses categories of the top four levels. There are about six hundred ODP categories in the top two levels, and this is enough to distinguish users’ search preference for personalization purposes in a two level hierarchical knowledge framework.

User profile in this research is actually a reference ontology mapped directly from the ODP, as shown in Fig. 1. Categories in the top two levels of the ODP serve as a knowledge framework in the user profile. In the very beginning, each category is weighted to zero indicates this category is not a preferred search concept. The learning process is to assign a weight to the corresponding category by exploring information stored in the user’s personal computer and Web data mining. The weight of a category in the reference ontology is then used as an indicator of a user’s search preference on this category. All the factors related to personalization are finally mapped and represented by the weights of the categories. Weighting a category in the reference ontology is the core of user profile creation.

Machine learning is an effective approach for user modelling. However, as pointed out by [30], the following four issues need to be considered when using machine learning algorithms for user modelling, that is, the need for large data sets, the need for labelled data, conceptual drift, and

\[^{3}\text{the figures come from the Web site of the ODP on 25 Oct 2007}\]
computational complexity.

To address the first problem, information stored in personal computers is explored based on the intuition that people tend to store their preferred information in their computers. The information will be stored with some kind of extensions such as Microsoft word, PDF, or HTML and so on. However, the data under the folders such as “program files”, “Microsoft” “Windows” and the like will not be considered because they usually contain common computer software which does not suggest users’ search preferences.

Google Desktop SDK [10] is available to manage information in personal computer environments. It can crawl, index, cache, and search content on the personal computer. The crawled desktop information is used as a source to build user profile.

Users’ Web usage information is also analyzed in the user profile learning process. Whenever a user conducts a search action, the information related to this action, including the content of the visited Web page, the time spent, the size of the Web page, are all taken into account to estimate the weight of a category in a user profile. Details will be described in the following section.

The second issue, the need for labelled data, is addressed by exploring the data in the ODP. As discussed in [34], the semantic characteristics of a category in the ODP can be manifested by a category-document composed of the topic of the category, the description of the category, and the submitted Web pages under this category where each page has a title and a brief description. Because each category-document is “assigned” to a category, this category-document set can be regarded as a labelled training data set authorized by human experts. With this large amount of training data available, the need for labelled data set is catered for.

The third issue of user profile creation is concept drift [13][29] which indicates users’ search preferences and interests are not stable but change over time. Users’ search interests with regard to time are assumed to follow a normal distribution where time is positive. In this research, concept drift is dealt with by adjusting the weight of category in the user profile, as shown in Fig. 2, where the vertical axis represents the probability of search preference, and the horizontal axis represents the time variable.

Users’ search activities at this research stage are simply divided into three phase: current, recent, and historical. For a search concept \( d_i \), suppose that the corresponding weight in the reference ontology is \( W_j \), and then the time-adjusted weight is

\[
t_w = u(t)*W_j
\]

where \( u(t) \) takes discrete values such as current, recent, and historical. To simplify the user model, let

\[
u(t) = \begin{cases} 
0.95 & \text{current} \\
0.75 & \text{recent} \\
0.3 & \text{historical}
\end{cases}
\]

Note that the definition of the three phases can also be based on other criteria - searches within last three months can be regarded as current; searches earlier than three months and no earlier than one year are in recent; searches one year ago are taken as historical.

It is not necessary to adjust \( t_w \) in synchronicity with each search activity of users’ for the purpose of efficiency. For example, time-adjusted weight can be calculated every five or ten searches to reduce the time spent on computation. This elicits the last issue to be addressed.

The last issue of using machine learning for user modelling is computational complexity because many effective learning algorithms are time consuming. In this research, after considering the tradeoffs between effectiveness and computational complexity, the kNN algorithm is selected [26][33]. Details of learning process are presented in the following section.

C. Using kNN Algorithm to Learn Search Concept Preferences

To utilize kNN algorithm [17], each category-document is indexed with the tf-idf weighting schema [2][23] which aims at determining features that better describe a document in a document set, and features that better distinguish the document from the rest documents in the document set. Let \( N \) be the total number of documents in the document set, \( T \) be the total number of terms which appear in the document set, \( n_i \) be the number of documents in which the index term \( t_i \) appears, \( freq_i \) be the frequency of term \( t_i \) in document \( d_j \), and \( M(freq_i) \) is the maximum number of term frequency in document \( j \). The normalized term frequency \( tf_{ij} \) is given as [2]

\[
ft_{ij} = \frac{freq_i}{M_j(freq_i)}
\]

the inverse document frequency for term \( t_i \) is given by
the if-idf weighting scheme is presented as
\[ w_{ij} = tf_{ij} \times \log \frac{N}{n_i} \]

To reduce the high dimensionality of term space, indexed terms are stemmed \[22\] and stop words\(^4\) are removed. After this process, all category-documents are indexed and ready to be served as training data. All Web pages visited by users and all documents crawled in personal computer are indexed the same way.

To train the user profile with the prepared training data, a distance function defined in Euclidean space is needed. In this research, vector space model \[2\][24] is employed. In VSM, the similarity between two objects is measured by the cosine value of the angle \( \theta \) between the two vectors. Let \( \vec{c}, \vec{d}_j \) represents vectors of the Web page, or a document stored in personal computer, and a category-document; the similarity function is then defined by [24] as
\[ \cos(\theta) = \text{sim}(\vec{d}_j, \vec{c}) \]
which measures the search concept similarity between \( \vec{c} \) and the category-document \( \vec{d}_j \) representing a category in the ODP.

Using the \( \text{sim}(\vec{d}_j, \vec{c}) \) result of above, in this research it is proposed to make the following adjustment. Select \( k \) maximum cosine values, and then vote the majority category and assign it to \( \vec{c} \) to finish concept learning. The cosine similarity value is thus given as
\[ cs_j = \frac{1}{m} \sum_{i=1}^{m} \text{sim}(\vec{d}_j, \vec{c}) \] \hspace{1cm} \text{Equation (1)}

where \( m \) is the majority vote.

However, the majority sometimes does not exist for the first round selection. In this case, for the \( k \) selected categories, their parent categories will be considered, as illustrated in Fig. 3. Suppose \( k = 5 \) and the five top similar categories for a given document are nodes H, I, J, K and L; node E has only two supporters I and J, other nodes have only one supporter, no majority node is selected; consider their parent nodes, node A has three supporters and thus selected as majority.

Time spent on a Web page and the length of the page are another two factors which are considered reflecting users’ search interest. Suppose \( ts \) is the amount of time spent on a page, and \( len \) is the length of the page in bytes, according to [7], the time-length factor can be measured by
\[ tl = \log \frac{ts}{\log len} \]

Using log\( len \) can reduce the impact of length of a page on the similarity measurement; users are usually very quick to decide if a document is relevant or not, no matter how long the Web page is.

Now, three weights related to user search preferences and interests are obtained. A final weight \( W_j \) is thus given by
\[ W_j = cs_j \times tl \times u_j \] \hspace{1cm} \text{Equation (2)}

So far, for a visited page or a document in personal computer, the preference weight \( W_j \) for document \( j \) has been obtained. In the user profile, the corresponding category in the reference ontology is added to \( W_j \). If category \( j \) in the ODP is deeper then two levels, its parent at level two in the ODP is the corresponding category in the reference ontology.

The last process is to normalize these weights. Let \( M \) be the total number of categories in the user profile, the final weight for a category in a user profile is assigned by
\[ W_j = \frac{W_j}{\sqrt{\sum_{j=1}^{M} W_i^2}} \] \hspace{1cm} \text{Equation (2)}

IV. PERSONALIZE SEARCH RESULTS

Personalization based on learned user profile involves a two-pronged approach: search term refine/augmentation and search results re-organization.

A. Search term refine/augmentation

To boost the recall of search results, in addition to the search-terms submitted by users, an augmented query is also submitted. The new query if formed by prepending “what is” to users’ query when the users’ query is only one or two words. In this case, the user is supposed to search information related to the concept represented by the query. [8] also appends a “links resources” to a user’s query which is not suitable in this study.

B. Search Results Re-organization

For each returned Web results \( c_j \), the cosine similarities \( cs_j \) between \( c_j \) and category-documents \( d_i \) is estimated by using \( \text{sim}(d_i, c_j) \) given by [2]. Utilizing majority voting algorithm discussed above, a category in the ODP can be obtained, and the similarity is updated to \( cs_j \) by Equation (1). Mapping this category to the corresponding category in reference ontology in user profile, the final personalized similarity is estimate by
\[ ps_j = cs_j \times W_j \] \hspace{1cm} \text{Equation (3)}

where \( cs_j \) is determined by Equation (1), and \( W_j \) is determined by Equation (2), represents the weight of personal

\(^4\) a list of stop words is available to download from Wikipedia, Oct, 2007
search preference on that category $d_j$. Personalized search results are re-organized by the descending order of $ps_j$.

C. Recommendation based on User Profile

Search results are categorized into different categories $d_j$ by the kNN learning algorithm. Mapping these categories in a user profile, the corresponding user preference weight $W_j$ on $d_j$ can be obtained by Equation (3). Three categories with the highest $W_j$ are recommended to users. When a recommended category is selected by users, only search results classified under this category are presented to the user.

V. Conclusion

In this paper, a personalized search algorithm is proposed which implicitly learns users’ search preferences and interests by kNN. The proposed algorithm considers not only Web usage mining as a personalization tool, but also takes account to information stored in desktop computers. The problem of concept drift is addressed by adjusting the weight of users’ search preferences in via a reference ontology in the user profile.
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