Robust optimization for nonlinear time-delay dynamical system of dha regulon with cost sensitivity constraint in batch culture
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Abstract

Time-delay dynamical systems, which depend on both the current state of the system and the state at delayed times, have been an active area of research in many real-world applications. In this paper, we consider a nonlinear time-delay dynamical system of dha-regulon with unknown time-delays in batch culture of glycerol bioconversion to 1,3-propanediol induced by Klebsiella pneumonia. Some important properties and strong positive invariance are discussed. Because of the difficulty in accurately measuring the concentrations of intracellular substances and the absence of equilibrium points for the time-delay system, a quantitative biological robustness for the concentrations of intracellular substances is defined by penalizing a weighted sum of the expectation and variance of the relative deviation between system outputs before and after the time-delays are perturbed. Our goal is to determine optimal values of the time-delays. To this end, we formulate an optimization problem in which the time-delays are decision variables and the cost function is to minimize the biological robustness. This optimization problem is subject to the time-delay system, parameter constraints, continuous state inequality constraints for ensuring that the concentrations of extracellular and intracellular substances lie within specified limits, a quality constraint to reflect operational requirements and a cost sensitivity constraint for ensuring that an acceptable level of the system performance is achieved. It is approximated as a sequence of nonlinear programming sub-problems through the application of constraint transcription and local smoothing approximation techniques. Due to the highly complex nature of this optimization problem, the computational cost is high. Thus, a parallel algorithm is proposed to solve these nonlinear programming sub-problems based on the filled function method. Finally, it is observed that the obtained optimal estimates for the time-delays are highly satisfactory via numerical simulations.
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1. Introduction

The microbial conversion of glycerol induced by Klebsiella pneumonia (K. pneumonia) to 1,3-propanediol (1,3-
PD) is particularly attractive to industry since it is environmentally safe and has renewable feedstock [1, 2, 3, 4, 5]. The fermentation process can be divided into three types: batch culture (all substrate is added to the fermentor at the beginning of the reaction); continuous culture (substrate is added continuously during the reaction); and fed-batch cultures (the process switches between batch and continuous modes) [6, 7]. There are three reasons for the necessity of studying batch culture [8]. First, batch culture lays an experimental foundation for fed-batch or continuous culture. In other words, batch culture is a part of fed-batch or continuous cultures. Second, batch culture compared to fed-batch or continuous culture can obtain the highest conversion rates because it can express the process of the excess metabolism for the bioconversion of glycerol, while other cultures fail to achieve this. Finally, the waste water, in which the concentration of glycerol is relatively low for the lipidic chemical or biodiesel company, is appropriate to the process of batch culture. In the laboratory, it is impractical to carry out a sufficient number of experiments so as to obtain high production concentration and molar yield 1,3-PD to glycerol. Thus, the need for the mathematical model including suboptimal control problems [11], robust optimal control problems [12], multi-stage system [13, 14, 15], sensitivity analysis [16], robust identification problems [17], pathway identification problems [18], stochastic model [19] joint estimation [20] and hybrid system [21].

However, for all the papers mentioned above, the global regulation of gene expression is not taken into consideration. There are four typical key enzymes for the glycerol metabolism process, including 1,3-PD oxydoreductase (PDOR), glycerol dehydratase (GDHt), glycerol dehydrogenase (GDH) and dihydroxyacetone kinase 1 (DHAK 1). These enzymes are coordinately expressed and induced by glycerol or dihydroxyacetone (DHA). The genes, which are called the *dha regulon* [22, 23], are organized as a cluster on the chromosome for these four enzymes. The *dha regulon* can regulate the four key enzymes. The expression of the *dha regulon* will be repressed by the intermediate 3-HPA [24]. These facts make the *dha regulon* the key factor in the process of glycerol metabolism. In [25], a fourteen-dimensional nonlinear dynamical system was established to describe the batch culture including enzyme-catalytic kinetics and genetic regulation. More recently in [26], a pathway identification for a nonlinear hybrid system is studied on the basis of the results in [25].

Unfortunately, in [26], there is one limitation: time-delay is not considered. Time-delay systems are frequently encountered in a multitude of real-world applications over the past decade, for example, see [27, 28, 29, 30, 31, 32, 33, 34, 35, 36] and the references cited therein. Several reasons may be responsible for the occurrence of the delays in the fermentation process: (i) a cell has to undergo some change or growth process for which it needs some time before it reacts with others; (ii) the substrate and the products have to be transported across the cell membrane requiring a certain amount of time for transport; (iii) sometimes, either because of lack of knowledge or in order to reduce complexity it is appropriate to omit a number of intermediate steps in the reaction system for which the processing time is not negligible and has to be implemented as a delay [37]. Thus, time-delays have to be incorporated into mathematical models formulating the fermentation process. In many systems, however, the time-delays are not known exactly [38]. Hence, time-delay estimation is one of the key issues in the study of time-delay systems [39]. A parameter identification problem for a nonlinear time-delay system behaves as follows: at each time $t$, the system’s instantaneous rate of change depends not only on its current state, but also on its state at times $t - \tau_i, i=1, \ldots, m$, where each $\tau_i$ is a so-called state-delay [40].

Considering the difficulties in measuring the concentrations of intracellular substances, biological robustness is a popular concept to judge the reliability of numerical solution for the concentrations of intracellular substances [41]. Perc and Marhl [42, 43] defined the biological robustness, which is usually evaluated by the sensitivity analysis and frequency. Stelling [44] deemed that robustness is a fundamental feature of living systems where its relationship with evolution—trade-offs among robustness, fragility, resource demands, and performance—provides a possible framework for how biological systems have evolved and been organized. Kitano [45, 46] argued that biological robustness is a property that allows a system to maintain its functions despite external and internal perturbations. With this motivation, we quantitatively defined the biological robustness of batch culture in our previous work [26], which has one limitation: such definition only considers the expectation of the relative deviation between system outputs before and after system parameters are perturbed. One of our contributions in the paper overcomes this limitation.

Generally, a nonlinear dynamic system is an idealized description of the actual behavior of a biological or en-
engineering system [47]. During the life span of the system, the values of some of its coefficients may change [48]. For an optimization problem governed by a nonlinear dynamical system, the optimal cost function obtained is under the assumption that the coefficients of the dynamical system are fixed [49]. Given some of these system coefficients are subject to variation, the sensitivity of the variation of these coefficients should be taken into consideration [50]. However, in microbial fermentation, there are few papers dedicated to this important issue.

In the paper, in batch culture of glycerol bioconversion to 1,3-PD induced by \textit{K. pneumonia}, we consider a nonlinear time-delay dynamical system of \textit{dha-regulon} with unknown time-delays. Some important properties and strong positive invariance are discussed. Because of the difficulty in accurately measuring the concentrations of intracellular substances and the absence of equilibrium points for the time-delay system, a quantitative biological robustness for the intracellular substances concentrations is defined by penalizing a weighted sum of the expectation and variance of the relative deviation between system outputs before and after the time-delays are perturbed. Our goal is to determine optimal values of the time-delays. To do this, we formulate an optimization problem subject to the time-delay system, parameter constraints, continuous state inequality constraints for ensuring that the concentrations of extracellular and intracellular substance lie within specified limits, a quality constraint for ensuring that an acceptable level of the time-delay system better fits given experimental data and a cost sensitivity constraint for ensuring that an acceptable level of the system performance is achieved. This optimization problem involves choosing the values of time-delays to minimize the biological robustness. Combined constraint transcription with local smoothing approximation techniques, this optimization problem is approximated as a sequence of nonlinear mathematical programming sub-problems. We propose a parallel algorithm, based on the filled function method, for solving these nonlinear programming sub-problems. Numerical results show that the obtained optimal time-delays are highly satisfactory.

The remainder of this paper is organized as follows. In Section 2, a nonlinear time-delay dynamical system is formulated as well as some important properties and strong positive invariance are discussed. In Section 3, an optimization problem is proposed via biological robustness and cost sensitivity constraint. In Section 4, computational approaches are presented to solve the optimization problem. In Section 5, numerical results are presented. In Section 6, we draw the conclusions and trace the direction for future works.

2. Nonlinear time-delay dynamical system

Glycerol may be converted to 1,3-PD by \textit{K. pneumonia} under anaerobic conditions and glycerol dismutation involves two parallel pathways controlled by the \textit{dha regulon}. The \textit{dha regulon} is induced by DHA in the absence of an exogenous acceptor. On this basis, a fourteen-dimensional nonlinear dynamic system was presented to describe the batch culture, in which two regulated negative-feedback mechanisms of repression and enzyme inhibition were investigated [25]. In batch culture, a quantity of biomass and glycerol are added to the reactor only once and stirred uniformly under given conditions. During the process of the culture, the concentration of the glycerol decreases gradually and tends to zero finally [26].

In the light of the actual experiment, the following assumptions will be in force throughout the rest of this paper.

H 1. \textit{No medium is pumped inside and outside the bioreactor in the process of batch culture.}

H 2. \textit{The concentrations of reactants are uniform in reactor, while nonuniform space distribution is ignored.}

Nomenclature

- \( u_1(\mu_m) \) : the maximum specific growth rate in h\(^{-1}\).
- \( u_2(K_S) \) : the Monod saturation constant for substrate in mmolL\(^{-1}\).
- \( u_3(m_i) \) and \( u_5(m_{1,3-PD}), u_7(m_{HAc}), u_8(m_{EtOH}) \) : maintenance term of substrate consumption and product (extracellular 1,3-PD, acetate, ethanol) formation under substrate-limited conditions in mmolg\(^{-1}\)h\(^{-1}\).
- \( u_4(Y_{mm}^m) \) and \( u_6(Y_{1,3-PD}^m), u_9(Y_{HAc}^m), u_{10}(Y_{EtOH}^m) \) : the maximum biomass growth yield in gmmol\(^{-1}\) and product (extracellular 1,3-PD, acetate, ethanol) yield in mmolg\(^{-1}\).
- \( u_{11}(U_{GDH}), u_{13}(U_{PDOR}) \) : maintenance term of the specific activity under substrate-limited conditions in Umg\(^{-1}\).
• \( u_{12}(a_{\text{GDHt}}), u_{16}(a_{\text{PDOR}}) \): constants in enzyme-catalytic kinetics of GDHt and PDOR.
• \( u_{13}(\Delta U_{\text{GDHt}}), u_{17}(\Delta U_{\text{PDOR}}) \): maximum increment of the specific activity under substrate-sufficient conditions in \( \text{mmol} \cdot L^{-1} \).
• \( u_{14}(K_{\text{GDHt}}^s), u_{15}(K_{\text{PDOR}}^s) \): saturation constants for the specific activity in kinetic equations with excess terms in \( \text{mmol} \cdot L^{-1} \).
• \( u_{19}(V_s) \): the specific intracellular volume of cell per biomass in \( \text{L} \cdot g^{-1} \).
• \( u_{20}(J_{\text{max}}) \): a maximum specific transport rate of glycerol in \( \text{mmol} \cdot g^{-1} \cdot h^{-1} \).
• \( u_{21}(K_m) \): Michaelis-Menten constant of permease in \( \text{mmol} \cdot L^{-1} \).
• \( u_{22}(A_i = \frac{\delta}{B \times D_f}) \): where \( B \) denotes the surface area per biomass in \( \text{mm}^2 \cdot g^{-1} \); \( D_f \) denotes the diffusion coefficient of glycerol in \( \text{Lmm}^{-1} \cdot h^{-1} \); \( \delta \) denotes the thickness of cell membrane in \( \text{mm} \).
• \( u_{23}(k_1), u_{26}(k_2) \): catalyze coefficient of GDHt for glycerol and PDOR for 3-HPA in \( h^{-1} \).
• \( u_{24}(k_{\text{GDHt}}), u_{27}(k_{\text{PDOR}}) \): Michaelis-Menten constant of enzymes of GDHt and PDOR in \( \text{mmol} \cdot L^{-1} \).
• \( u_{25}(K_i^{\text{GDHt}}), u_{28}(K_i^{\text{PDOR}}) \): inhibitor constant for 3-HPA to enzyme of GDHt and PDOR in \( \text{mmol} \cdot L^{-1} \).
• \( u_{33}(K_{\text{PD}}) \): a characteristic coefficient of \( K. pneumonia \) for 1,3-PD diffusion in \( h^{-1} \).
• \( u_{29}, u_{30}, u_{31}, u_{32}, u_{34}(r), u_{35}(K_m), u_{36}(K_0), u_{37}, u_{38}, u_{39}(K_R), u_{40}(K_d), u_{41}(K_{\text{GDHt}}^m), u_{42}(K_{\text{GDHt}}^s), u_{43}(K_{\text{PDOR}}^m), u_{44}(K_{\text{PDOR}}^s) \): non-kinetic parameters.

2.1. System formulation

For convenience, let \( I_n := \{1, 2, \ldots, n\}, [0, T] \subseteq \mathbb{R}_+ \) (where \( \mathbb{R}_+ \) denotes the set of nonnegative real number) be the interval of reaction time. \( x_0 \equiv [x_{01}, x_{02}, \ldots, x_{014}] \in \mathbb{R}^{14}_+ \) is the initial state vector. Let \( x(t) = [x_1(t), \ldots, x_{14}(t)]^T \in \mathbb{R}^{14}_+ \) (where \( A^T \) denotes the transposition of matrix or vector \( A \)) be the continuous state vector, where \( x_1(t), \ldots, x_{14}(t) \) denote the concentrations of extracellular substances (biomass, extracellular glycerol, extracellular 1,3-PD, acetate, ethanol) and intracellular substances (intracellular glycerol, 3-HPA, intracellular 1,3-PD, mRNA coding repressor, R (free repressor), mGDHt, GDHt, mPDOR, PDOR) at time \( t \equiv [0, T] \), respectively. To simplify notation, we denote \( x_i(t) \) as \( x_i, i \in I_{14} \).

Generally, time-delays are deliberately introduced to help stabilize the system or force the system to track real data. In other words, the popularity of the time-delay system is due to the process of substrate absorption together with the inhibitions of substrate and multi-products across the cell membrane. Another advantage of the time-delay system is that such a system can characterize the process by which cells have to undergo growth process before they produce products [59]. Therefore, it is necessary to include the time-delay vector \( \tau := [\tau_3, \tau_6, \tau_7, \tau_8]^T \in \mathbb{R}^4_+, 0 < \tau_3 < \tau_6, \tau_7, \tau_8, i = 3, 6, 7, 8 \), which need to be determined, for extracellular 1,3-PD, intracellular glycerol, 3-HPA and intracellular 1,3-PD in modeling the fermentation process. From [25], under the assumptions \( \text{H1} \) and \( \text{H2} \), mass balance of biomass, substrate and products in batch culture can be characterized as the following nonlinear state-delay dynamical system,

\[
\begin{cases}
\dot{x}(t) = f(x(t), x_i(t), u), \quad t \in (0, T], \\
x(t) = \phi(t), \quad t = [-\bar{\tau}, 0], \\
x(0) = x_0,
\end{cases}
\]

(1)

where \( \bar{\tau} = \max_{i=3,6,7,8} \tilde{\tau}_i \); \( \phi(t) \equiv C^1([-\bar{\tau}, 0], \mathbb{R}^{14}_+) \) is a given initial function, in which \( C^1([-\bar{\tau}, 0], \mathbb{R}^{14}_+) \) is the Banach space of continuously differentiable functions mapping the interval \([-\bar{\tau}, 0]\) into \( \mathbb{R}^{14}_+ \); \( x_i(t) = [x(t - \tau_3), x(t - \tau_6), x(t - \tau_7), x(t - \tau_8)] \in \mathbb{R}^{14}_+ \), is of the form

\[
\begin{align*}
x(t - \tau_3) &= [x_1(t), x_2(t), x_3(t - \tau_3), x_4(t), \ldots, x_{14}(t)]^T, \\
x(t - \tau_6) &= [x_1(t), \ldots, x_5(t), x_6(t - \tau_6), x_7(t), \ldots, x_{14}(t)]^T, \\
x(t - \tau_7) &= [x_1(t), \ldots, x_6(t), x_7(t - \tau_7), x_8(t), \ldots, x_{14}(t)]^T, \\
x(t - \tau_8) &= [x_1(t), \ldots, x_7(t), x_8(t - \tau_8), x_9(t), \ldots, x_{14}(t)]^T.
\end{align*}
\]

(2)
The values of the system parameter vector $u \in \mathbb{R}^{45}$ (whose components are the system parameters) are uncertain and difficult to determine exactly. Methods for estimating the values of these uncertain system parameter vector using experimental data are given in [10], [25] and [26]. We will use these estimates listed in Table 1 as nominal system parameter values in this paper.

<table>
<thead>
<tr>
<th>$u^0_1$</th>
<th>$u^0_2$</th>
<th>$u^0_3$</th>
<th>$u^0_4$</th>
<th>$u^0_5$</th>
<th>$u^0_6$</th>
<th>$u^0_7$</th>
<th>$u^0_8$</th>
<th>$u^0_9$</th>
<th>$u^0_{10}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.67</td>
<td>0.28</td>
<td>2.2</td>
<td>0.82</td>
<td>-2.69</td>
<td>67.67</td>
<td>-0.97</td>
<td>33.01</td>
<td>5.26</td>
<td>11.66</td>
</tr>
<tr>
<td>$u^0_{11}$</td>
<td>$u^0_{12}$</td>
<td>$u^0_{13}$</td>
<td>$u^0_{14}$</td>
<td>$u^0_{15}$</td>
<td>$u^0_{16}$</td>
<td>$u^0_{17}$</td>
<td>$u^0_{18}$</td>
<td>$u^0_{19}$</td>
<td>$u^0_{20}$</td>
</tr>
<tr>
<td>2.8</td>
<td>3.53</td>
<td>0.87</td>
<td>2.41</td>
<td>2.32</td>
<td>1.87</td>
<td>1.38</td>
<td>1.35</td>
<td>0.151</td>
<td>54.664</td>
</tr>
<tr>
<td>$u^0_{21}$</td>
<td>$u^0_{22}$</td>
<td>$u^0_{23}$</td>
<td>$u^0_{24}$</td>
<td>$u^0_{25}$</td>
<td>$u^0_{26}$</td>
<td>$u^0_{27}$</td>
<td>$u^0_{28}$</td>
<td>$u^0_{29}$</td>
<td>$u^0_{30}$</td>
</tr>
<tr>
<td>1.34</td>
<td>$1.896 \times 10^{-4}$</td>
<td>36.3625</td>
<td>0.53</td>
<td>220.319</td>
<td>42.5261</td>
<td>0.14</td>
<td>0.418</td>
<td>1.76</td>
<td>880</td>
</tr>
<tr>
<td>$u^0_{31}$</td>
<td>$u^0_{32}$</td>
<td>$u^0_{33}$</td>
<td>$u^0_{34}$</td>
<td>$u^0_{35}$</td>
<td>$u^0_{36}$</td>
<td>$u^0_{37}$</td>
<td>$u^0_{38}$</td>
<td>$u^0_{39}$</td>
<td>$u^0_{40}$</td>
</tr>
<tr>
<td>14.4184</td>
<td>20</td>
<td>25.177</td>
<td>13.1567</td>
<td>0.1096</td>
<td>0.2004</td>
<td>0.0055</td>
<td>0.011</td>
<td>113050</td>
<td>917.9722</td>
</tr>
<tr>
<td>$u^0_{41}$</td>
<td>$u^0_{42}$</td>
<td>$u^0_{43}$</td>
<td>$u^0_{44}$</td>
<td>$u^0_{45}$</td>
<td>$u^0_{46}$</td>
<td>$u^0_{47}$</td>
<td>$u^0_{48}$</td>
<td>$u^0_{49}$</td>
<td>$u^0_{50}$</td>
</tr>
<tr>
<td>10.8083</td>
<td>12.7873</td>
<td>11.4334</td>
<td>24.103</td>
<td>20.231</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Time-delay vector $\tau \in \mathbb{R}_+^4$ is assumed to be non-negative and bounded, that is,

$$\tau \in \mathcal{T} := [0, \hat{\tau}_3] \times [0, \hat{\tau}_6] \times [0, \hat{\tau}_7] \times [0, \hat{\tau}_8] \subseteq \mathbb{R}_+^4,$$

(3)

The right hand side of the system (1) is of the form $f(x(t), x_\tau(t), u) := [f_1(x(t), x_\tau(t), u), \ldots, f_{14}(x(t), x_\tau(t), u)]^T$ with the components defined by

$$f_1(x(t), x_\tau(t), u) = \mu(t)x_1(t),$$
$$f_2(x(t), x_\tau(t), u) = -q_2(t)x_1(t),$$
$$f_3(x(t), x_\tau(t), u) = q_3(t)x_1(t), j = 3, 4, 5,$n$$f_4(x(t), x_\tau(t), u) = \frac{1}{u_1} u_{20} \times \left[ x_2(t) + \frac{1}{u_{22}} \left( x_2(t) - x_6(t - \tau_6) \right) - q_2 \right] - \mu(t)x_6(t - \tau_6),$$
$$f_5(x(t), x_\tau(t), u) = -\frac{u_{25}}{u_{33}} x_3(t - \tau_7) + \frac{x_3(t - \tau_7)}{u_{28}} \frac{u_{26} - U_p(t)x_7(t - \tau_7)x_14(t)}{x_7(t - \tau_7) + u_{30}} - \mu(t)x_7(t - \tau_7),$$
$$f_6(x(t), x_\tau(t), u) = -u_{33} x_8(t - \tau_8) - \mu(t)x_8(t - \tau_8),$$
$$f_7(x(t), x_\tau(t), u) = \frac{u_{21}x_7(t - \tau_7) + x_6(t - \tau_6)}{u_{24}} - (u_{33} + \mu(t))x_6(t - \tau_6),$$
$$f_8(x(t), x_\tau(t), u) = -u_{33} x_9(t - \tau_9) - \mu(t)x_9(t - \tau_9),$$
$$f_9(x(t), x_\tau(t), u) = \frac{u_{31} x_9(t - \tau_9)}{x_9(t - \tau_9) + u_{32}} - (u_{33} + \mu(t))x_9(t - \tau_9),$$
$$f_{10}(x(t), x_\tau(t), u) = \frac{x_7(t - \tau_7) + u_{30}}{x_7(t - \tau_7) + u_{30}} - (u_{33} + \mu(t))x_7(t - \tau_7),$$
$$f_{11}(x(t), x_\tau(t), u) = \frac{x_7(t - \tau_7) + u_{30}}{x_7(t - \tau_7) + u_{30}} - (u_{33} + \mu(t))x_7(t - \tau_7),$$
$$f_{12}(x(t), x_\tau(t), u) = \frac{x_7(t - \tau_7) + u_{30}}{x_7(t - \tau_7) + u_{30}} - (u_{33} + \mu(t))x_7(t - \tau_7),$$
$$f_{13}(x(t), x_\tau(t), u) = \frac{x_7(t - \tau_7) + u_{30}}{x_7(t - \tau_7) + u_{30}} - (u_{33} + \mu(t))x_7(t - \tau_7),$$
$$f_{14}(x(t), x_\tau(t), u) = \frac{x_7(t - \tau_7) + u_{30}}{x_7(t - \tau_7) + u_{30}} - (u_{33} + \mu(t))x_7(t - \tau_7).$$

(4)
The specific substrate consumption rate and the specific product formation rate can be expressed as follows:

\[
\begin{align*}
\mu(t) &= \frac{u_1 x_2(t)}{x_2(t) + u_2} (1 - \frac{x_3(t - \tau_3)}{x_3^*}) (1 - \frac{x_7(t - \tau_7)}{x_7^*}) \prod_{j=2, j\neq 3}^{5} (1 - \frac{x_j(t)}{x_j^*}), \\
q_2(t) &= u_3 + \frac{\mu(t)}{u_4}, \\
q_3(t) &= u_5 + \mu(t)u_6, \\
q_4(t) &= u_7 + \mu(t)u_8, \\
q_5(t) &= u_9 + \mu(t)u_{10}, \\
U_G(t) &= u_{11} - u_{12} \mu(t) - u_{13} \frac{x_2(t)}{x_2(t) + u_{14}}, \\
U_P(t) &= u_{15} - u_{16} \mu(t) - u_{17} \frac{x_2(t)}{x_2(t) + u_{18}}.
\end{align*}
\]

(5)

Since each component of the state vector \(x(t), t \in [0, T]\) represents a certain substance concentration, the concentrations of biomass, glycerol and products should be restricted in a certain range according to the practical fermentation process. On the basis of the results in [25], the admissible set \(W\) of \(x(t)\) is defined by

\[
x(t) \in W := \prod_{i=1}^{14} [x_i, x_i^*] \subset \mathbb{R}^{14}_{+},
\]

(6)

with

\[
x_* = [0.0001, 0.01, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0]^T,\ x^* = [5, 2039, 939.5, 1026, 360.9, 2039, 300, 939.5, M, M, M, M, M]^T,
\]

where \(M\) is a large enough positive number.

2.2. Fundamental property of system

Similarly to [51], we have the following properties.

**Property 1.** The function \(f : \mathbb{R}_{+}^{14} \times \mathbb{R}_{+}^{44} \times \mathbb{R}_{+}^{45} \rightarrow \mathbb{R}_{+}^{14}\), in the system modeled by (1) satisfies the following conditions:

(I) \(f(x(t), x_\tau(t), u)\) is Lipschitz continuous in \(x, x_\tau\);

(II) There exist \(\xi > 0\), such that

\[
\|f(x(t), x_\tau(t), u)\| \leq \xi (\|x(t)\| + \|x_\tau(t)\| + 1),
\]

where \(\| \cdot \| \) is a Euclidean norm.

**Property 2.** Given \(u \in \mathbb{R}_{+}^{45}\), for each \(\tau \in \mathcal{T}\), the system (1) with initial condition \(x(0) \in W\) and \(\phi(t) \in C^1([-\bar{\tau}, 0], \mathbb{R}_{+}^{14})\) has a unique continuous solution, denoted by \(x(\tau, t, u)\). Furthermore, \(x(\tau, t, u)\) satisfies that

\[
x(t|\tau, u) := x(0) + \int_{0}^{t} f(x(s|\tau, u), x(s - \tau_3|\tau, u), x(s - \tau_6|\tau, u), x(s - \tau_7|\tau, u), x(s - \tau_8|\tau, u), u) ds, \forall t \in [0, T],
\]

(7)

and \(x(t|\tau, u) = \phi(t), \forall t \in [-\bar{\tau}, 0]\).

**Property 3.** Given \(u \in \mathbb{R}_{+}^{45}, \phi(t) \in C^1([-\bar{\tau}, 0], \mathbb{R}_{+}^{14})\) and \(x(0) \in W\), the solution \(x(t|\tau, u)\) of the system (1) is uniformly bounded and Lipschitzian.
2.3. Strong positive invariance

For the given $u \in \mathbb{R}^{15}$, we define the set-valued mapping $F : \mathbb{R}^{14} \rightrightarrows \mathbb{R}^{14}$

$$F(x) := \left\{ f(x(t), x_r(t), u), t \in [0, T] \right\},$$

It follows from Properties 1-3 that it is tedious, but not difficult, to verify the following properties for $F(\cdot)$:

1. For each $x \in \mathbb{R}^{14}$, $F(x)$ is a compact set.
2. $F(x)$ is upper semi-continuous and locally Lipschitz on $\mathbb{R}^{14}$, respectively.
3. For $\forall x \in \mathbb{R}^{14}$,
   $$\tilde{v} \in F(x) \Rightarrow \|\tilde{v}\| \leq \tilde{\gamma} \|x\| + \tilde{c},$$
   where $\tilde{\gamma} > 0$ and $\tilde{c} > 0$ are constants.

**Definition 1.** [62] The system $(\mathbb{R}^{14}, F(x))$ is said to be strongly positive invariant if every trajectory $x$ on $[0, \infty)$ for which $x(0) \in W$ and $\phi(t) \in C^1([-\tilde{\tau}, 0], \mathbb{R}^{14})$ are such that $x(t, \tau, u) \in W$ for all $t > 0$.

The upper Hamiltonian [62] $H$ corresponding to $F$ from $\mathbb{R}^{14} \times \mathbb{R}^{14}$ to $\mathbb{R}$ is defined as follows:

$$H(x, p) := \max_{u \in F(x)} \langle p, u \rangle,$$

where $p \in \mathbb{R}^{14}$ and $\langle \cdot, \cdot \rangle$ is the Euler inner product.

The proximal normal cone [62] at $x \in \mathbb{R}^{14}$ is defined as follows:

$$N_{\mathbb{R}^{14}_+}^p(x) := \left\{ \tilde{\zeta} \left| \exists \tau > 0 \text{ so that } d_{\mathbb{R}^{14}_+}(x + \tau \tilde{\zeta}) = \tau \|\tilde{\zeta}\| \right\},$$

where $d_{\mathbb{R}^{14}_+}(x) := \inf\{\|x - \tilde{x}\| : \tilde{x} \in \mathbb{R}^{14}_+\}$.

The normal cone [62] at $x \in \mathbb{R}^{14}$ is defined as follows:

$$N_{\mathbb{R}^{14}_+}(x) := \left\{ \zeta \in (\mathbb{R}^{14}_+)^* \right\} \left\langle \zeta, \tilde{x} - x \right\rangle \leq 0, \forall \tilde{x} \in \mathbb{R}^{14}_+,$$

where $(\mathbb{R}^{14}_+)^*$ is the conjugate space of $\mathbb{R}^{14}_+$.

Let $int\mathbb{R}^{14}_+$ and $\partial\mathbb{R}^{14}_+$ denote the interior and boundary of $\mathbb{R}^{14}_+$, respectively.

Define

$$\mathcal{F}(x) := \left\{ j \in I_{14} \right| x_0(t - \tau) = 0, x_6(t - \tau_6) = 0, x_7(t - \tau_7) = 0, x_8(t - \tau_8) = 0, x_j = 0, j \neq 3, 6, 7, 8 \right\},$$

$$\mathcal{P}(x) := \left\{ j \in I_{14} \right| x_0(t - \tau) > 0, x_6(t - \tau_6) > 0, x_7(t - \tau_7) > 0, x_8(t - \tau_8) > 0, x_j > 0, j \neq 3, 6, 7, 8 \right\}.$$

**Theorem 1.** The system $(\mathbb{R}^{14}_+, F)$ is strongly positive invariant, that is, the system (1) has a unique continuous positive solution (i.e., $x(t, \tau, u) \geq 0, \forall t \in [0, T]$), if $x_{02} \geq T(u_3 + u_1/u_8)x_1, u_5 + u_1u_6 \geq 0, u_7 + u_1u_8 \geq 0, u_9 + u_1u_{10} \geq 0, u_{20}x_{12}/(x_{12}^2 + u_{21}) + x_{22}/u_{22} \geq u_3 + u_1/u_4, u_{11} \geq u_1u_{12} + u_{13}, u_{14} \geq u_1u_{15} + u_{16}, u_j > 0, j \in I_{14} \setminus \{1, 3, \ldots, 16, 20, \ldots, 23\}$.

**Proof.** From Theorem 3.8 of Chapter 4 in [62] and property for $F(\cdot)$, to complete the proof of the theorem, it suffices now to prove that

$$H(x, N_{\mathbb{R}^{14}_+}^p(x)) \leq 0, \forall x \in \mathbb{R}^{14}_+.$$

**Case 1:** It follows that

$$H(x, N_{\mathbb{R}^{14}_+}^p(x)) = 0, \forall x \in int\mathbb{R}^{14}_+,$$

(9)

since for $x \in int\mathbb{R}^{14}_+, N_{\mathbb{R}^{14}_+}^p(x) = N_{\mathbb{R}^{14}_+}(x)$ and $N_{\mathbb{R}^{14}_+}(x) = \{0\}$. 
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Case 2: Clearly, $\mathcal{F}(x) \neq \emptyset$ and
\[
N^P_{\mathbb{R}^4}(x) = N^P_{\mathbb{R}^5}(x) = \begin{cases} 
\{ p \in \mathbb{R}^4 : p_j \leq 0, j \in \mathcal{F}(x), p_k = 0, k \in \mathcal{P}(x) \}, & x \in \partial \mathbb{R}^4 \setminus \{0\} \\
\{ p \in \mathbb{R}^5 : p_j \leq 0, j \in I_{14} \}, & x = 0. 
\end{cases}
\]
(10)

When $x_{02} \geq T(u_3 + u_1/u_4)x_1^*, u_5 + u_1u_6 \geq 0, u_7 + u_1u_8 \geq 0, u_9 + u_1u_{10} \geq 0$, some components of solution to (4) satisfies
\[
\begin{aligned}
&x_1(t) = x_{01} \exp \left( \int_0^t \mu(s)ds \right) \geq 0, \\
x_2(t) = x_{02} - \int_0^t q_2(s)x_1(s)ds \geq 0, \\
x_j(t) = x_{0j} + \int_0^t q_j(s)x_1(s)ds \geq 0, j = 3, 4, 5.
\end{aligned}
\]

When $u_{20}x_{21}/(x_2^* + u_{21}) + x_{22}/u_{22} \geq u_3 + u_4/u_4$, it follows from (4) that $f_6(x(t), x_4(t), u) \geq 0, \forall \tau \in T$, if $x_6(t - \tau_6) = 0$.
Similarly, it follows that $f_7(x(t), x_5(t), u) \geq 0, \forall \tau \in T, j \in \mathcal{F}(x) \cap I_{14}$, when $u_{11} \geq u_1u_{12} + u_1, u_{14} \geq u_1u_{15} + u_1, u_j > 0, j \in I_{25} \setminus \{1, 3, \ldots, 16, 20, \ldots, 23\}$.

That is,
\[
f_j(x(t), x_r(t), u) \geq 0, \forall \tau \in T, j \in \mathcal{F}(x).
\]
(11)

It follows from (10) and (11) and the definition of $H(x, N^P_{\mathbb{R}^4}(x))$ that we have
\[
H(x, N^P_{\mathbb{R}^4}(x)) \leq 0, x \in \partial \mathbb{R}^4 \setminus \{0\}.
\]
(12)

It follows from (11) that
\[
f_j(x(t), x_r(t), u) \geq 0, \forall \tau \in T, j \in I_{14},
\]
(13)

if $x_3(t - \tau_3) = 0, x_6(t - \tau_6) = 0, x_7(t - \tau_7) = 0, x_8(t - \tau_8) = 0, x_j = 0, j \in I_{14} \setminus \{3, 6, 7, 8\}$. Thus, it follows from (10) that
\[
H(x, N^P_{\mathbb{R}^4}(x)) \leq 0, x_3(t - \tau_3) = 0, x_6(t - \tau_6) = 0, x_7(t - \tau_7) = 0, x_8(t - \tau_8) = 0, x_j = 0, j \in I_{14} \setminus \{3, 6, 7, 8\}.
\]
(14)

It follows from (9), (12), (14), Theorem 3.8 of Chapter 4 in [62] and property for $F(\cdot)$ that this completes the proof. □

3. Biological robustness and optimization problem

The concentrations of extracellular substances can be measured in experiments, but note that we can only obtain experimental data for these substances. Since it is difficult to measure the concentrations of intracellular substances, we quantitatively define biological robustness based on numerical characteristics (expectation and variance).

The purpose of this section is to consider an optimization problem to determine the optimal values for time-delay vector such that some states of the system (1) better fit given experimental data and the quantitative biological robustness is minimized.

3.1. Relative error

In the fermentation process, alkali, which is intermittently fed into the reactor to maintain its pH value at 7.0 or so, can chemically react with acetic acid and ethanol. This operation has great additional effect on the concentrations of acetic acid and ethanol from the system (1). This leads to the inaccuracy of the concentrations of acetic acid and ethanol. For this, this paper is concerned with the relative error between experimental data and computational values of the first three substances (i.e. biomass, extracellular glycerol, extracellular 1,3-PD) [17].

Let $y(t) := [y_1(t), y_2(t), y_3(t)] \in C^1([0, T]; \mathbb{R}_+^3)$ denote the vector function fitted by experimental data with initial state vector $x_0 \in W$, namely, its components denote the concentration of extracellular substances at time point $t \in [0, T]$. 
Definition 2. For the given \( u \in \mathbb{R}^{45} \), the relative error \( \text{SRE}(\tau|u) \) between the solution \( x_j(t|\tau, u) \), \( j \in I_3 \) and experimental concentrations \( y_j(t) \), \( j \in I_3 \) can be defined by

\[
\text{SRE}(\tau|u) := \frac{1}{3 \cdot T} \sum_{j=1}^{3} \int_{0}^{T} \frac{[x_j(t|\tau, u) - y_j(t)]^2}{|y_j(t)|^2} dt.
\]

(15)

For the given \( u \in \mathbb{R}^{45} \), the feasible set of time-delay vector \( \tau \) is defined as

\[
\mathcal{T}_W := \left\{ \tau \in \mathcal{T} \middle| \text{SRE}(\tau|u) \leq \sigma_1, x(t|\tau, u) \in W, \forall t \in [0, T] \right\}.
\]

(16)

where \( \sigma_1 > 0 \) is a given small constant.

According to the actual fermentation process, \( \mathcal{T}_W \) is not an empty set. Therefore, we assume that

H3. \( \mathcal{T}_W \) is a nonempty set.

It follows from the compactness of \( \mathcal{T} \) and \( W \) together with the boundedness of the solution \( x(t|\tau, u) \) that we have the following property:

Property 4. Under assumption H3, \( \mathcal{T}_W \) is a compact set.

3.2. Biological robustness

Due to lack of precise experimental data for intracellular substances (i.e. \( x_j(t|\tau, u) \), \( j = 6, \ldots, 14 \)), the task of this section is how to judge the reliability of numerical solution to the system (1) for intracellular substances. To this end, the quantified biological robustness is a popular method to address this task. The definition of biological robustness for batch culture should meet the case that the smaller the changes in state variables provoked by small shift in unknown parameters for the overall process of batch culture, the more the system’s performance is robust [46]. We have quantitatively defined the biological robustness of batch culture in our previous work [26], which has one limitation: this definition only considers the expectation of the relative deviation between system outputs before and after system parameters are perturbed.

Variance is a concept that describes, in part, either the actual probability distribution of an observed population of numbers, or the theoretical probability distribution of a not-fully-observed population from which a sample of numbers has been drawn [60]. Variance is always non-negative: a small variance indicates that the data points are very close to the mean (expected value) and hence to each other, while a high variance indicates that the data points are very spread out around the mean and from each other. With this motivation, inspired by the qualitative description of the biological robustness [41], the quantitative biological robustness of the intracellular substances concentrations, which is different from biological robustness in [52], is defined by penalizing a weighted sum of the expectation and variance of the relative deviation between system outputs before and after the time-delays are perturbed.

For given \( \delta > 0 \) (\( \delta \) is the convergence tolerance for the relative deviation of \( \tau_j \), \( j = 3, 6, 7, 8 \)) and \( \tau \in \mathcal{T}_W \), we define the rectangular field of dimensional normalization, denoted by \( B(\tau, \delta) \), as follows:

\[
B(\tau, \delta) := \left\{ \hat{\tau} \in \mathcal{T}_W \middle| \frac{|\tau_j - \tau_j|}{|\tau_j|} \leq \delta, j = 3, 6, 7, 8 \right\}.
\]

(17)

For the given \( u \in \mathbb{R}^{45} \), \( \text{VS}(\tau) \), \( \tau \in \mathcal{T}_W \) (the feasible set of time-delay vector), is defined by

\[
\text{VS}(\tau) := \left\{ x(t|\tau, u) \middle| x(t|\tau, u) \text{ is the solution of the system (1) corresponding to } \tau \in B(\tau, \delta) \right\}, \tau \in \mathcal{T}_W.
\]

(18)

For the given \( u \in \mathbb{R}^{45} \) and \( t \in [0, T] \), the relative deviation between the solution \( x_j(t|\tau, u) \in \text{VS}(\tau) \), \( \tau \in \mathcal{T}_W \) with respect to \( \hat{\tau} \in B(\tau, \delta) \subseteq \mathcal{T}_W \), and the solution \( x_j(t|\tau, u) \), \( j = 6, \ldots, 14 \), \( \tau \in \mathcal{T}_W \), is defined by

\[
\text{SRD}_j(x(t|\tau, u), x(t|\tau, u)) := \frac{\frac{1}{\|\tau\|} \left\| x_j(t|\tau, u) - x_j(t|\tau, u) \right\|^2}{\left\| x_j(t|\tau, u) \right\|^2}.
\]

(19)
For the given $u \in \mathbb{R}^{45}$, the expectation and variance of the relative deviation $SRD_j \left(x(t|\bar{\tau}, u), x(t|\tau, u)\right)$, $j = 6, \ldots, 14$, caused by $\bar{\tau}$ uniformly distributed in field of $B(\tau, \delta)$ are respectively defined by

$$E_j(t|SRD_j, \tau, u) := \int_{\Omega} \Psi(\bar{\tau} - \tau) SRD_j \left(x(t|\bar{\tau}, u), x(t|\tau, u)\right) d(\bar{\tau} - \tau), j = 6, \ldots, 14,$$

(20)

$$D_j(t|SRD_j, \tau, u) := E_j(t|SRD_j \times SRD_j, \tau, u) - \left[E_j(t|SRD_j, \tau, u)\right]^2, j = 6, \ldots, 14,$$

(21)

where $\Omega \subset T_W$ is a perturbation space with respect to $\tau \in T_W$ and $\Psi(\bar{\tau} - \tau)$ is taken as an equal probability in $\bar{\tau} - \tau$ on $\Omega$.

**Definition 3.** For the given $u \in \mathbb{R}^{45}$, the cost function, i.e., the biological robustness of the system (1), is defined by

$$J(\tau|u) := \sum_{j=6}^{14} \int_0^T \left[ E_j(t|SRD_j, \tau, u) + wD_j(t|SRD_j, \tau, u) \right] dt,$$

(22)

where $w \geq 0$ is a given weight.

**Remark 1.** The smaller the value of (22) is, the more robust the system (1) is. That is, given $u \in \mathbb{R}^{45}$, the system (1) with respect to its time-delay vector $\tau^1$ can be said to be more robust than with respect to its other time-delay vector $\tau^2 \neq \tau^1$, if

$$J(\tau^1|u) < J(\tau^2|u).$$

### 3.3. Optimization problem

Most of the existing control and synchronization methods for nonlinear time-delay systems are only effective when all model parameters are known. However, in practice, it is common for the values of some time-delays to be unknown. Thus, before designing a control scheme to realize synchronization, the unknown time-delays must first be identified.

In the process of fermentation, the system parameter vector $u$ is usually not known exactly and thus needs to be estimated. We suppose that $u$ is a given system parameter vector whose components are nominal estimates of the system parameter vector from (4) to (5). That is, the nominal estimates are only approximations of the true system parameter vector. After the optimal $\tau^*$ is obtained, an important issue that then arises is whether system performance under the optimal $\tau^*$ is sensitive to errors in $u$. Thus, inspired by the work in [47, 48, 49], we define the following cost sensitivity corresponding to $\tau \in T_W$ as

$$\left[ \frac{\partial J(\tau|u)}{\partial u} \right]^{T} \cdot \left[ \frac{\partial J(\tau|u)}{\partial u} \right].$$

(23)

Clearly, (23) measures the rate at which the process yield changes in response to small changes in the system parameter vector $u$. Thus, a low value of the cost sensitivity indicates that the optimal time-delays obtained are not sensitive to the variation of the system parameter vector.

In view of this concern, we propose to formulate an optimization problem, where the biological robustness (22) is minimized subject to a quality constraint, a cost sensitivity constraint, continuous state inequality constraints and bound constraints. It is formally stated as follows.

**Problem (TDOP):**

$$\begin{align*}
& \min \quad J(\tau|u) \\
& \text{s.t.} \quad \text{SRE}(\tau|u) \leq \sigma_1, \\
& \quad \left[ \frac{\partial J(\tau|u)}{\partial u} \right]^{T} \cdot \left[ \frac{\partial J(\tau|u)}{\partial u} \right] \leq \sigma_2, \\
& \quad x(t|\tau, u) \in W, \forall t \in [0, T], \\
& \quad \tau \in T,
\end{align*}$$

(24)\hspace{1cm} (25)\hspace{1cm} (26)\hspace{1cm} (27)
Theorem 3.\[4.\] Computational approaches

4.1. Computing cost sensitivity

Proof.\[4.\] Theorem 2. Under assumption H4, T_j is not an empty set.

It follows from Property 4 that we have the following property:

Property 5. Under assumption H4, T_j is a compact set.

The existence of the optimal solution to Problem TDOP is stated as follows.

Theorem 2. Given u ∈ ℝ^{45}, Problem TDOP has at least one optimal solution.

Proof.\[4.\] It follows from the continuity of the cost function in (22) and the compactness of the set T_j that this completes the proof. □

4. Computational approaches

In this section, we shall develop a numerical solution method to solve Problem TDOP.

4.1. Computing cost sensitivity

We now derive a formula for the cost sensitivity of Problem TDOP in the following theorem.

Theorem 3. Then, for each τ ∈ T_j, u ≥ 0,

\[
\begin{align*}
\left\{ \frac{\partial J(\tau_j)}{\partial u} \right\}^\top \left\{ \frac{\partial J(\tau_j)}{\partial u} \right\} = & \sum_{k=1}^{45} \left\{ \frac{\partial J(\tau_j)}{\partial u_k} \right\}^2 + \sum_{k=1}^{45} \left\{ \sum_{j=6}^{14} \int_0^T \frac{\partial E_j(t)S RD_j}{\partial u_k} + \frac{\partial D_j(t)S RD_j}{\partial u_k} \right\}^2 dt, \\
\text{with } & \\
\frac{\partial E_j(t)S RD_j}{\partial u_k} = & \int_\Omega \psi(\tilde{\tau} - \tau) \frac{\partial S RD_j(\tilde{x}(\tilde{\tau}, \tilde{u}), \tilde{x}(t|\tau, u))}{\partial u_k} d(\tilde{\tau} - \tau), j = 6, \ldots, 14, k \in I_{45}, \\
\frac{\partial D_j(t)S RD_j}{\partial u_k} = & 2 \int_\Omega \psi(\tilde{\tau} - \tau) \frac{\partial S RD_j(\tilde{x}(\tilde{\tau}, \tilde{u}), \tilde{x}(t|\tau, u))}{\partial u_k} d(\tilde{\tau} - \tau) + 2E_j(t)S RD_j, \tau, u \frac{\partial E_j(t)S RD_j}{\partial u_k}, j = 6, \ldots, 14, k \in I_{45},
\end{align*}
\]

and

\[
\frac{\partial S RD_j(x(\tilde{\tau}, \tilde{u}), x(t|\tau, u))}{\partial u_k} = \frac{1}{\|\tilde{\tau} - \tau\|} \left( \frac{x_j(\tilde{\tau}, \tilde{u}) - x_j(t|\tau, u)}{\|\tilde{\tau} - \tau\|} \right) \left\{ \left( x_j(\tilde{\tau}, \tilde{u}) - x_j(t|\tau, u) \right) \lambda(\tilde{\tau}, \tilde{u}) \lambda(t|\tau, u) \right\},
\]

where \( \lambda(t|\tau, u) = (\lambda^{jk}(t|\tau, u))_{14 \times 45} \in ℝ^{14 \times 45} \), is the solution of the following auxiliary delay-differential system:

\[
\begin{align*}
\lambda(t|\tau, u) = & \frac{\partial f(x(t|\tau, u), x(t|\tau, u))}{\partial x(t|\tau, u)} \lambda(t|\tau, u) + \sum_{j=3,6,7,8} \frac{\partial f(x(t|\tau, u), x(t|\tau, u))}{\partial x(t - t_j|\tau, u)} \lambda(t - t_j|\tau, u) \\
& + \frac{\partial f(x(t|\tau, u), x(t|\tau, u))}{\partial u}, \forall t \in [0, T].
\end{align*}
\]
$\lambda(t, \tau, u) = 0 \in \mathbb{R}^{14 \times 45}$, \quad \forall t \in [-\bar{\tau}, 0].

(31)

**Proof.** Let $\tau \in \mathcal{T}_j$ be an admissible time-delay vector. By Theorem 3.2 in [32], we have

$$\frac{\partial \lambda_j(t, \tau, u)}{\partial u_k} = \lambda^{ij}(t, \tau, u), \quad j \in I_{14}, k \in I_{45},$$

where $\lambda(t, \tau, u) = (\lambda^{ij}(t, \tau, u))_{14 \times 45} \in \mathbb{R}^{14 \times 45}$, is the solution of the systems (30) and (31). Thus, differentiating $J(\tau|u)$ with respect to $u_k$ yields

$$\frac{\partial J(\tau|u)}{\partial u_k} = \sum_{j=6}^{14} \int_0^T \left[ \frac{\partial E_j(t|\mathcal{S} \mathcal{R} \mathcal{D}_j, \tau, u)}{\partial u_k} + w \frac{\partial D_j(t|\mathcal{S} \mathcal{R} \mathcal{D}_j, \tau, u)}{\partial u_k} \right] dt, \quad k \in I_{45}.$$

Hence,

$$\left[ \frac{\partial J(\tau|u)}{\partial u} \right] \left[ \frac{\partial J(\tau|u)}{\partial u} \right]^T = \sum_{k=1}^{45} \left( \frac{\partial J(\tau|u)}{\partial u_k} \right)^2 = \sum_{k=1}^{45} \left( \sum_{j=6}^{14} \int_0^T \left[ \frac{\partial E_j(t|\mathcal{S} \mathcal{R} \mathcal{D}_j, \tau, u)}{\partial u_k} + w \frac{\partial D_j(t|\mathcal{S} \mathcal{R} \mathcal{D}_j, \tau, u)}{\partial u_k} \right] dt \right)^2 \square$$

4.2. Approximate problems

To handle the continuous state inequality constraint (26), let

$$g_i(x(t|\tau, u)) := x_i^*(t|\tau, u), \quad g_{i+14}(x(t|\tau, u)) := x_i(t|\tau, u) - x_n, \quad i \in I_{14}. \quad (32)$$

The constraint (26) is equivalently transcribed into

$$G'(\tau|u) = 0, \quad i \in I_{28}, \quad (33)$$

where $G'(\tau|u) := \int_0^T \min \{0, g_i(x(t|\tau, u))\} dt, \quad i \in I_{28}$. However, $G'(\tau|u), i \in I_{28}$, are non-smooth—non-desirable traits that pose a problem for conventional optimization algorithms, $\tau \in \mathcal{T}_j$. In addition, the equality constraints specified in (33) do not satisfy the constraint qualification. Thus it is not advisable to compute it as such numerically. Hence, we replace (33) with

$$G_{\varepsilon, \gamma}'(\tau|u) := \int_0^T \varphi_{\varepsilon, \gamma}(g_i(x(t|\tau, u))) dt + \gamma \geq 0, \quad i \in I_{28}, \quad (34)$$

where $\varepsilon > 0, \gamma > 0$ and

$$\varphi_{\varepsilon, \gamma}(g_i(x(t|\tau, u))) := \begin{cases} g_i(x(t|\tau, u)), & \text{if } g_i(x(t|\tau, u)) \in (-\infty, -\varepsilon), \\ \frac{g_i(x(t|\tau, u)) - \varepsilon}{4\varepsilon}, & \text{if } g_i(x(t|\tau, u)) \in [-\varepsilon, \varepsilon], \\ 0, & \text{if } g_i(x(t|\tau, u)) \in (\varepsilon, +\infty). \end{cases}$$

Then, replacing (26) with (34) yields dynamic optimization problem with a finite number of canonical constraints. That is, Problem TDOP can be approximated by a sequence of nonlinear programming Problems $\{TDOP_{\varepsilon, \gamma}\}$. The relationship between Problems $\{TDOP_{\varepsilon, \gamma}\}$ and Problem TDOP is stated in the following theorem, the proof of which is given in Appendix A.

**Theorem 4.** There exists a $\gamma(\varepsilon) > 0$ such that for all $\gamma, 0 < \gamma < \gamma(\varepsilon)$, any feasible time-delay $\tau_{\varepsilon, \gamma}$ to Problem $TDOP_{\varepsilon, \gamma}$, i.e.,

$$SRE(\tau_{\varepsilon, \gamma}|u) \leq \sigma_1,$$

$$\frac{\partial J(\tau_{\varepsilon, \gamma}|u)}{\partial u} \frac{\partial J(\tau_{\varepsilon, \gamma}|u)^T}{\partial u} \leq \sigma_2,$$

$$G_{\varepsilon, \gamma}'(\tau_{\varepsilon, \gamma}|u) = \int_0^T \varphi_{\varepsilon, \gamma}(g_i(x(t|\tau_{\varepsilon, \gamma}, u))) dt + \gamma \geq 0, \quad i \in I_{28},$$

is also a feasible point of Problem TDOP.
Remark 2. This theorem ensures that the corresponding $\gamma(\varepsilon)$ for each $\varepsilon$ in this sequence is finite.

For constructing an optimization algorithm, when the time-delay vector $\tau \in \mathcal{T}_j$ is not feasible, we can move $\tau$ towards the feasible region in the positive direction of the gradients of constraint functions $G_{\varepsilon,\gamma}(\tau|u)$, $i \in I_{28}$ with respect to time-delay vector $\tau \in \mathcal{T}_j$. The main challenge of calculating such gradients is that the auxiliary time-delay systems can be solved simultaneously with the system (1). Define

$$
\chi(t) := \begin{cases} 
\phi(t), & \text{if } t \leq 0, \\
 f(x(t), x(t), u), & \text{if } t \in (0, T].
\end{cases}
$$

In the process of constructing the optimization algorithm, the gradients of constraint functions $G_{\varepsilon,\gamma}(\tau|u)$, $i \in I_{28}$ with respect to $\tau \in \mathcal{T}_j$ are needed. However, the traditional approaches for computing the gradient of the constraint functions $G_{\varepsilon,\gamma}(\tau|u), i \in I_{28}$ involve integrating two systems (the state system and the costate system) of differential equations successively in different directions, which is difficult to implement as a computational process [53]. On the contrary, we will apply a new scheme for computing the gradients of constraint functions $G_{\varepsilon,\gamma}(\tau|u), i \in I_{28}$ with respect to $\tau \in \mathcal{T}_j$ in the following theorem, the proof of which is given in Appendix B.

Theorem 5. For each $\varepsilon > 0, \gamma > 0$, the gradients of the constraint function $G_{\varepsilon,\gamma}(\tau|u)$, $i \in I_{28}$ with respect to $\tau_j, j = 3, 6, 7, 8$, are

$$
\frac{\partial G_{\varepsilon,\gamma}(\tau|u)}{\partial \tau_j} = \int_0^T \frac{\partial \varphi_j}{\partial g_i}(x(t|\tau, u)) \frac{\partial g_i}{\partial x(t|\tau, u)} \varphi_j(t|\tau, u) dt, \quad i \in I_{28}, \quad j = 3, 6, 7, 8,
$$

where $\varphi_j(t|\tau, u) \in \mathbb{R}^{14\times 1}$, is the solution of the following auxiliary delay-differential system:

$$
\dot{\varphi}_j(t|\tau, u) = \frac{\partial f(x(t|\tau, u), x(t, u))}{\partial x(t|\tau, u)} \varphi_j(t|\tau, u) + \frac{\partial f(x(t|\tau, u), x(t, u))}{\partial x(t-\tau_j|\tau, u)} \left[\varphi_j(t-\tau_j|\tau, u) - \chi(t-\tau_j)\right], \quad \forall t \in (0, T], \quad j = 3, 6, 7, 8,
$$

with

$$
\varphi_j(t|\tau, u) = 0 \in \mathbb{R}^{14\times 1}, \quad \forall t \in [-\bar{\tau}, 0], \quad j = 3, 6, 7, 8.
$$

4.3. A parallel filled function algorithm

Since the systems in the form of (1) and (4) are often highly nonlinear and exhibit unstable behavior, it is usually not possible to derive an analytical solution to Problem TDOP. For this, the gradient-based algorithms [54] can be used to address the issue. However, such techniques are only designed to find local (rather than global) optimal solutions.

The main difficulty for global optimization is to escape from the current local minimizer and to find a better one. One of the most efficient methods to handle this issue is the filled function method which was pioneered in [55]. The generic framework of the filled function method can be described as follows [56]: (i)—an arbitrary point is taken as an initial point to minimize the objective function by using a local optimization method, and a minimizer of the objective function is obtained; (ii)—based on the current minimizer of the objective function, a filled function is designed and a point near the current minimizer is used as an initial point to further minimize the filled function. As a result, a minimizer of the filled function will be found. This minimizer falls into a better region (called the basin) of the original objective function; (iii)—the minimizer of the filled function obtained in (ii) is taken as an initial point to minimize the objective function and a better minimizer of the objective function will be found; and (iv)—by repeating (ii) and (iii), the number of local minimizers will be gradually reduced, and a global minimizer will eventually be found. To overcome these shortcomings stated in [55], such as more than one parameter needing to be controlled, sensitivity to the parameters and ill-conditioning, a new filled function method is proposed [57].

Due to the highly complex nature of Problem TDOP, we propose a parallel filled function method. On each processor, we can construct a filled function. Before the next iteration, on the master processor, we can obtain the optimal time-delay vector $\tau^*$ of the current iteration and use it to update the current $\tau$ on each slave processor. Then, on each slave processor, we can sequentially compute until the algorithm has a successful exit [58].
However, what we need to solve is an optimization problem with both parameter bounds and continuous state constraints, to which the filled function method cannot be applied directly. To handle such constraints, we introduce the gradients of the constraint functions with respect to $\tau$ into our algorithm (see Theorem 5). With this in mind, given $\varepsilon > 0, \gamma > 0$, we propose a parallel filled function method, the main steps of which are stated as follows, based on Theorem 5, for solving Problem $\text{TDOP}_{\varepsilon, \gamma}$.

The parameters in algorithm 1 are defined below.

- $s$ is the slave processor index.
- $\tilde{N}$ is the number of slave processors.
- $k$ and $\ell$ are all the iteration indexes.
- $M_k$ is the maximal iteration of $k$.
- $\ell^*$ is the maximal iteration of $\ell$.
- $M_\delta$ is an integer for testing convergence (if the optimal objective value has not changed after $M_\delta$ iterations, then we terminate the algorithm).
- $\sigma_1$ is the convergence tolerance of a quality constraint for ensuring an acceptable level of the time-delay system better fits the given experimental data.
- $\sigma_2$ is the convergence tolerance of a cost sensitivity constraint for ensuring an acceptable level of the system performance is achieved.
- $\delta$ is the convergence tolerance for the relative deviation of $\tau_j, j = 3, 6, 7, 8$.
- $\rho_1$ is the convergence tolerance of the cost function.
- $\tau^*_j$ is the best time-delays found at the end of the $k$–th iteration.
- $J(\tau^*_j)$ is the best objective value found by any member of the slave processor set at the end of the $k$–th iteration.
- $\tau^s_j$ is the time-delays found by the $s$–th member of the slave processor set at the end of the $k$–th iteration.
- $J(\tau^s_j)$ is the objective value found by the $s$–th member of the slave processor set at the end of the $k$–th iteration.
- $P$ is a control parameter.
- $P^*$ is an upper bound of $P$.
- $\rho$ is a constant.
- $\beta$ is a small constant.
- $d_i, i = 1, \ldots, 28$, are some directions.
- $h(\tau^s_j)$ is the search direction of $\tau^s_j$.
- $\omega(\tau^s_j)$ is the step-size selected by Armijo line search.
- $w$ is a given weight.

**Algorithm 1:**
Master processor (Processor 0)

**Step 1:** Initialize:
- **Step 1.1:** Read known data such as $\sigma_1, \sigma_2, \varepsilon, \gamma, \rho_1, M_\delta, \tilde{N}$ and $M_k$.
- **Step 1.2:** Read experimental data such as $x_0, T, T, W$.
- **Step 1.3:** Broadcast (MPI_Broad) data on master processor to all slave processors.

**Step 2:** Update global information:
- **Step 2.1:** Set $k := 1$. 
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• Step 2.2: If \(k \geq M_k\) or \(k \geq M_\varepsilon\) and \(|j_{best}^{k,M_{\varepsilon}+1} - j_{best}^k| < \varphi_1\), then goto Step 3; otherwise, goto Step 2.3.

• Step 2.3: Receive (MPI_Recv) \(J(\tau_i^j[u], \tau_s^i)\) from the \(s\)th slave processor and Barrier (MPI_BARRIER). Compute

\[
J(\tau_s^i) := \min_{s=1\ldots N} J(\tau_s^i[u]), \quad \tau_s^i := \arg\min_{s=1\ldots N} J(\tau_s^i[u]).
\]

Then, broadcast (MPI_Broadcast) \(\tau_s^i\) to all slave processors, set \(j_{best}^k := J(\tau_s^i), k := k + 1\) and goto Step 2.2.

Step 3: Report results and the algorithm has a successful exit.

Remark 3. In Step 2.2, the algorithm stops when any of the following conditions holds:

• The maximal iteration \(M_k\) is reached;

• The deviation between the best fitness of current iteration and that of the \(M_\varepsilon\)th previous iteration is less than \(\varphi_1\).

Slave processors (Processor \(s, s = 1, 2, \ldots, N\))

Step 1: Initialize: set \(\mathcal{F} := 10^6, P^* := 10^6, \rho := 10\).

Step 2: Update slave processor information:

• Step 2.1: Choose \(\tau_s^i \in \mathcal{T}, \ k := 1, w := 0.5, \ell^* := 28\) and some directions

\[
\begin{cases}
  d_i = (0, \ldots, 1, \ldots, 0), \text{ is at the } i\text{-th element of } d_i, \ i \in I_{14}, \\
  d_{i+14} = -d_i, \ i \in I_{14}.
\end{cases}
\]

• Step 2.2: Set \(P := 1, h_1 := 0, h_2 := 0\). If \(k > M_k\), then goto Step 3; otherwise, goto Step 2.3.

• Step 2.3: Check and adjust.

1. Based on formulas (15), (29) and (34), check the values of \(SRE(\tau_s^i[u]), [\partial J(\tau_s^i[u]) \partial u], \partial J(\tau_s^i[u]), \tau_s^i J(\tau_s^i)[u], j \in I_{28}\).

2. If \(SRE(\tau_s^i[u]) > \sigma_1, [\partial J(\tau_s^i[u]) \partial u] \partial J(\tau_s^i[u]), \tau_s^i J(\tau_s^i)[u] > \sigma_2\) or \(\exists j \in I_{28}\) such that \(\partial G_{\alpha_j}(\tau_s^i[u]) < 0\) (i.e., \(\tau_s^i\) is infeasible for Problem TDOP_{\alpha,y}), then perform the first subprocedure of Algorithm 1 in [17], a gradient-descend search (minimizing \(\partial G_{\alpha_j}(\tau_s^i[u]) \partial u\)) or a gradient-ascent search based on formula (35) (maximizing \(G_{\alpha_j}(\tau_s^i[u])\) to obtain a feasible point \(\tau_s^i\) for Problem TDOP_{\alpha,y} (i.e., \(SRE(\tau_s^i[u]) \leq \sigma_1, [\partial J(\tau_s^i[u]) \partial u] \partial J(\tau_s^i[u]), \tau_s^i J(\tau_s^i)[u] \leq \sigma_2\) and \(\forall j \in I_{10}, G_{\alpha_j}(\tau_s^i[u]) \geq 0\) and set \(\tau_s^i := \tau_s^i\).

   If \(\begin{cases} h_2 = 0, & \text{then goto Step 2.4}, \\
   h_1 = 0, & \text{then goto Step 2.5}, \\
   h_2 = 1, & \text{then goto Step 2.9}.
\end{cases}\)

• Step 2.4 Use Hooke-Jeeves algorithm with initial value \(\tau_s^i\) to obtain local optimal solution of Problem TDOP_{\alpha,y}, still denoted by itself \(\tau_s^i\), set \(h_1 := 1\) and goto Step 2.3.

• Step 2.5: Based on [57], construct

\[
\bar{F}(\tau, \tau_s^i, P) := \frac{P}{1 + \|\tau - \tau_s^i\|^p} \Gamma(\tau(u) - J(\tau_s^i[u]), \tau \in \mathcal{T}
\]

with

\[
\Gamma(\tau(u) - J(\tau_s^i[u])) = \begin{cases} 1 \frac{P}{1}, & \text{if } \tau(u) - J(\tau_s^i[u]) \geq 0, \\
J(\tau(u) - J(\tau_s^i[u]))^3 + \frac{1}{P}, & \text{if } \tau(u) - J(\tau_s^i[u]) < 0,
\end{cases}
\]

and set \(\ell := 1\).
Step 2.6: If \( \ell > \ell' \), then goto Step 2.7; otherwise, set \( \tau := \tau_k + \beta d_k \) and goto Step 2.8.

Step 2.7: If \( P < P^* \), then increase \( P \) by \( \rho P \) and goto Step 2.5; otherwise, \( \tau_k \) is taken as a global minimizer of \( J(\tau_k[u]) \), set \( h_2 := 1 \) and goto Step 2.3.

Step 2.8: Use \( \tau \) as the initial point to minimize \( \tilde{F}(\tau, \tau_k, P) \) and denote the sequence point generated by a local optimization algorithm as \( \tau_{j, f} = 1, 2, \ldots \) such that \( \tau_{j, f} \in T \), set \( \ell := \ell + 1 \) and goto Step 2.6; otherwise, find a minimizer \( \bar{\tau}' \in T \) of \( \tilde{F}(\tau, \tau_k, P) \). If \( J(\bar{\tau}[u]) < J(\tau_k[u]) \), then set \( \tau_k := \bar{\tau}' \) and goto Step 2.5; otherwise goto Step 2.7.

Step 2.9: Send (MPI_Send) \( J(\tau_k[u]) \) and \( \tau_k \) to master processor.

Step 2.10: Based on broadcasted \( \tau_k \) in master processor, obtain \( \tau_k \). Then, use \( \tau_k \) to replace \( \tau_k^{[1]} \), set \( k := k + 1 \) and goto Step 2.2.

Step 3: The algorithm has an abnormal exit.

Remark 4. In Step 2.6, \( \beta \) needs to be selected carefully. A large \( \beta \) may cause losing the better solution of the original problem, while a small \( \beta \) may cause the local optimization to fail in the minimization of \( \tilde{F}(\tau, \tau_k, P) \). In our algorithm, \( \beta \) is selected to guarantee that \( |\nabla \tilde{F}(\tau, \tau_k, P)| \) is greater than a threshold (e.g. take \( \beta \) as \( 10^{-3} \)). For specific problems, the selection of \( \beta \) is related to the number of minimizers of the objective function and the size of the feasible region. The fewer minimizers of the objective function and the larger size of the feasible region, the larger \( \beta \) should be [57].

By Algorithm 1, we can develop the following algorithm to solve Problem TDOP.

Algorithm 2

Step 1: Choose initial values of \( \epsilon > 0, \gamma > 0 \).

Step 2: Solve Problem TDOP\( _{\epsilon, \gamma} \) using Algorithm 1 to give \( \tau_{\epsilon, \gamma}^* \).

Step 3: Check feasibility of \( g_j(x(t[\tau_{\epsilon, \gamma}^*, u])) \geq 0 \) for \( \forall t \in [0, T], j \in I_{28} \).

Step 4: If \( \tau_{\epsilon, \gamma} \) is feasible, goto Step 5; otherwise, set \( \gamma := \alpha _1 \gamma \). If \( \gamma > \gamma \), where \( \gamma \) is a prespecified positive constant, goto Step 2; otherwise goto Step 6.

Step 5: Set \( \epsilon := \alpha _2 \epsilon \). If \( \epsilon > \epsilon \), where \( \epsilon \) is a prespecified positive constant, goto Step 2; otherwise goto Step 6.

Step 6: Output \( \tau_{\epsilon, \gamma}^* \) and stop.

Remark 5. In Algorithm 2, \( \epsilon \) is a parameter controlling the accuracy of the smoothing approximation; \( \gamma \) is a parameter controlling the feasibility of the constraint (6); the parameters \( \alpha _1 \) and \( \alpha _2 \) must be chosen to be less than \( 1 \).

Remark 6. Because computational efficiency is a crucial issue, we need to consider the accuracy of optimal solution of the system (1) and the question of computational time with regard to \( \epsilon \) and \( \gamma \) in Algorithm 2. Clearly, the low accuracy of optimal solution of the system (1) and short runtime are sufficient for large \( \epsilon \) and \( \gamma \). The accuracy of optimal solution of the system (1) may be improved and runtime is long as \( (\epsilon, \gamma) \) approaches to \( (0, 0) \). With this in mind, \( \epsilon \) and \( \gamma \) are two predefined parameters ensuring the termination of the algorithm.

Remark 7. Clearly, we cannot check the feasibility of \( g_j(x(t[\tau_{\epsilon, \gamma}^*, u])) \geq 0 \), for every \( t \in [0, T] \). In practice, we choose a set which contains a dense enough set of points in \( [0, T] \). Check the feasibility of \( g_j(x(t[\tau_{\epsilon, \gamma}^*, u])) \geq 0 \), over this set for each \( j = 1, \ldots, 28 \).
Remark 8. In (20), the formulas $E_j(t|\mathcal{SRD}), \tau, u)$, $j = 6, \ldots, 14$, are integral forms, which would be difficult to compute directly. Hence, our method is to divide the perturbation space with uniformity into $\mathcal{K}_0$ subdivisions. The formulas $E_j(t|\mathcal{SRD}), \tau, u)$, $j = 6, \ldots, 14$, become

$$E_j^{\mathcal{K}_0}(t|\tau) := \frac{\sum_{i=1}^{\mathcal{K}_0} \mathcal{SRD}(x(t|\tau^i, u), x(t|\tau, u))}{\mathcal{K}_0}, \quad j = 6, \ldots, 14,$$  
(38)

where $\tau^i, \ell \in I_{\mathcal{K}_0}$, are uniformly distributed in field of $B(\tau, \bar{d}), \tau \in T_j$ and $\bar{d}$ is the radius of this field.

To find an appropriate value of the number of subdivisions $\mathcal{K}_0$, we propose the following algorithm:

**Algorithm 3**

**Step 1**: Given $\bar{e}_1 > 0$, choose two positive integers $M_0 < N_0$, let $M := M_0, N := N_0$ and set $\bar{d} := 0$.

**Step 2**: It follows from (38) that we compute the value of $E_j^M(\cdot|\tau)$ and $E_j^N(\cdot|\tau)$.

$$\sum_{j=6}^{14} \int_0^T \left| E_j^M(t|\tau) - E_j^N(t|\tau) \right| dt$$

**Step 3**: If $\sum_{j=6}^{14} \int_0^T \left| E_j^N(t|\tau) \right| dt \leq \bar{e}_1$ then set $N := M, M := [0.5M], \bar{d} := 1$ and goto Step 2; otherwise, go to Step 4.

**Step 4**: If $\sum_{j=6}^{14} \int_0^T \left| E_j^M(t|\tau) - E_j^N(t|\tau) \right| dt > \bar{e}_1$ and $\bar{d} = 0$, then set $M := [2M], N := [2N]$ and goto Step 2; otherwise, go to Step 5.

**Step 5**: If $\bar{d} = 1$, then set $\mathcal{K}_0 := [2M]$, output $\mathcal{K}_0$ and stop.

5. Numerical results

**Objectives:** We attempt to determine optimal values of time-delays by solving Problem TDOP through the application of Algorithms 1-2.

To solve Problem TDOP, some known data is stated as follows: in Problem TDOP, $M := 10^3, T := 6.92; x_0 := [0.102, 418.2609, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0]^{T}$; the system (1) is solved by using Euler method with a step size of 1/72000(h). In (22), to make the expectation and variance in the same order of magnitude, we set $w := 10$, which can be seen in Figs. 3-11. In Algorithm 1, $\sigma_1 := 30\%, \sigma_2 := 20, \delta := 0.1, \varphi_1 := 10^{-3}, M_0 := 10^2, M_S := 10^4, N := 64, \bar{d} = 1$. In Algorithm 2, $\epsilon := 0.1, \gamma := 0.01, \alpha_1 := 0.1, \alpha_2 := 0.01, \bar{d} := 10^{-7}, \bar{d} := 10^{-7}$. In Algorithm 3, $\bar{e}_1 := 0.1, M := 10^2, N := 10^5$. The initial function $\phi(t), t \in [-\bar{d}, 0]$ is obtained by the cubic spline interpolation [61] of the measured data at the measurement time point prior to the zero time point.

Algorithm 3 is called to seek for the appropriate value of the number of subdivisions $\mathcal{K}_0$. According to (21), (22) and (38), we calculate 1000 values of the cost function for $\mathcal{K}_0 = 1 \times 10^3, 2 \times 10^3, \ldots, 1 \times 10^4$. Our results are shown as box plots in Fig. 1. Note that, as expected, the results for $\mathcal{K}_0 \geq 7000$ show far less variation in the value of the cost function than the results for $\mathcal{K}_0 < 7000$. That is, we can see that 7000 is an appropriate value of $\mathcal{K}_0$.

Problem TDOP is solved by using Algorithms 1-2 on Lenovo DeepComp 1800 PC-cluster Server composed of 16 nodes. Each node is equipped with two Intel S420 CPU (4 Core, 64-bit, clocked at 2.5 GHz) and 8 GB memory. Applying Algorithms 1-2 to Problem TDOP, we obtain optimal values of time-delays, which are shown in Table 2. The results are shown in Figs. 2-16.
For comparison, the relative errors between the computational values and the experimental data in this work and the ones in [26] are listed in Table 3, in which the relative errors are defined as

$$e_i := \frac{1}{N} \sum_{i=1}^{N} \left| \frac{x_i(t_i) - u_i(t_i)}{y_i(t_i)} \right|, t_i = i \times \frac{T}{N}, i = 1, 2, 3.$$

The errors in this paper $e_1 = 9.81\%, e_2 = 4.23\%, e_3 = 8.15\%$ and the reported results in [26] are shown in Table 3. From Table 3, we can see that the relative errors are cut down greatly in comparison with the ones in [26]. More accurately, the relative error of Biomass is down 39.52\% in this paper compared with [26]; the relative error extracellular 1,3-PD falls 68.08\% in this paper from [26]. Furthermore, the concentration changes computed by the optimal values of time-delays are plotted in Fig. 2. Note that, as expected, the curves in Fig. 2 also confirm that the nonlinear time-delay dynamical system of *dha-regulon* from [26].

More accurately, the relative error of Biomass is down 39.52\% in this paper compared with [26]; the relative error extracellular 1,3-PD falls 68.08\%. The errors in this paper $e_1 = 9.81\%, e_2 = 4.23\%, e_3 = 8.15\%$ and the reported results in [26] are shown in Table 3. From Table 3, we can see that the relative errors are cut down greatly in comparison with the ones in [26]. More accurately, the relative error of Biomass is down 39.52\% in this paper compared with [26]; the relative error extracellular 1,3-PD falls 68.08\% in this paper from [26]. Furthermore, the concentration changes computed by the optimal values of time-delays are plotted in Fig. 2. Note that, as expected, the curves in Fig. 2 also confirm that the nonlinear time-delay dynamical system of *dha-regulon* with the optimal values of time-delays can describe the batch fermentation process reasonably. For the difficulty in accurately measuring the concentration of intracellular substances, the expectation and variance of relative deviation with respect to the concentration of intracellular substances are plotted in Figs 3-11. We can see from the left two sub-figures of Figs. 3-11 that the expectation and variance of relative deviation has far less variation with respect to the concentration of intracellular substances on time-delays $\tau^*$ than the results in the right two sub-figures of Figs. 3-11 for time-delays $\tau^\ast$. That is, the relative deviation is less sensitive to fluctuations on time-delays $\tau^*\ast$ than the results in the right two sub-figures of Figs. 3-11 for time-delays $\tau^\ast$. Therefore, Figs. 3-11 show the superiority for our system over the system in [26]. From what we have mentioned above, our system can reasonably characterize the concentration changes of both extracellular substances (biomass, extracellular glycerol, extracellular 1,3-PD, acetate acid and ethanol) and intracellular substances (intracellular glycerol, 3-HPA, intracellular 1,3-PD, mGPH, R, mGDHt, GDHt, mPDOR and PDOR).

From Figs. 12 and 13, the continuous inequality constraints (26) is satisfied for $t \in [0, T]$. Phase planes among the concentrations of biomass ($x_1$), extracellular glycerol ($x_2$), extracellular 1,3-PD ($x_3$) are shown in Fig. 14. A negative correlation between the concentrations of extracellular biomass ($x_1$) and extracellular glycerol ($x_2$) is shown in Fig. 14 on the left and a negative correlation between the concentrations of extracellular 1,3-PD ($x_3$) and extracellular glycerol ($x_2$) is shown in the Fig. 14 on the right. Fig. 14 middle shows a positive correlation between the concentrations of biomass ($x_1$) and extracellular 1,3-PD ($x_3$).

It turns out that the 22nd component of $u$, i.e., $u_{22}$, is the most critical parameter in terms of cost sensitivity: $\partial J / \partial u_{22}$ is the dominant term in the values of cost sensitivity in Fig. 15. We now test the cost sensitivity of the system (1) under optimal values of time-delays $\tau^*\ast$. To do this, we perturb the nominal value of $u_{22}$ by a small amount and then simulate the system under optimal values of time-delays $\tau^*\ast$. The variation in the values of cost function due to $u_{22}$ is shown in Fig. 16. The first thing to note is that the value of the cost function to Problem TDOP excluding constraint (25) is very sensitive with respect to changes in $u_{22}$. For example, a change of $4 \times 10^{-3}$ in the value of $u_{22}$ causes the value of the cost function to more than double. The change in the value of the cost function to Problem TDOP including constraint (25), however, is much smaller. The value of the cost function to Problem TDOP including constraint (25) under optimal values of time-delays $\tau^*\ast$ hardly changes when $u_{22}$ is changed.

<table>
<thead>
<tr>
<th>$\tau_{1}^{*}$</th>
<th>$\tau_{2}^{*}$</th>
<th>$\tau_{3}^{*}$</th>
<th>$\tau_{4}^{*}$</th>
<th>$\tau_{5}^{*}$</th>
<th>$\tau_{6}^{*}$</th>
<th>$\tau_{7}^{*}$</th>
<th>$\tau_{8}^{*}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.704723</td>
<td>0.641289</td>
<td>0.326841</td>
<td>0.438276</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
</tr>
</tbody>
</table>

6. Discussions and conclusions

In the paper, we consider a nonlinear time-delay dynamical system of *dha-regulon* with unknown time-delays to describe the actual process of glycerol batch culture. A quantitative biological robustness for the concentrations
Table 3. The relative errors under optimal values of time-delays $\tau^*$.  

<table>
<thead>
<tr>
<th>Substances</th>
<th>$e(%)$ in the paper</th>
<th>$e(%)$ in [26]</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\ell = 1$ (Biomass)</td>
<td>9.81</td>
<td>16.22</td>
</tr>
<tr>
<td>$\ell = 2$ (extracellular Glycerol)</td>
<td>4.23</td>
<td>11.94</td>
</tr>
<tr>
<td>$\ell = 3$ (extracellular 1,3-PD)</td>
<td>8.15</td>
<td>25.53</td>
</tr>
</tbody>
</table>

Fig. 1. The value of the cost function for the number of subdivisions by uniform distribution.

Fig. 2. Comparisons of experimental data and simulating curves of biomass, extracellular glycerol and extracellular 1,3-PD concentrations in batch culture based on the function fitted by experimental data. The horizontal axes represent time. The vertical axes represent the concentrations of biomass, extracellular glycerol and extracellular 1,3-PD concentrations.
Fig. 3. The expectation and variance of relative deviation with respect to intracellular glycerol.

Fig. 4. The expectation and variance of relative deviation with respect to intracellular 3-HPA.
Fig. 5. The expectation and variance of relative deviation with respect to intracellular 1,3-PD.

Fig. 6. The expectation and variance of relative deviation with respect to mRNA coding repressor.
Fig. 7. The expectation and variance of relative deviation with respect to $R$ (free repressor).

Fig. 8. The expectation and variance of relative deviation with respect to mGDHt.
Fig. 9. The expectation and variance of relative deviation with respect to GDHt (glycerol dehydratase).

Fig. 10. The expectation and variance of relative deviation with respect to mPDOR.
Fig. 11. The expectation and variance of relative deviation with respect to PDOR (1,3-PD oxydoreductase).

Fig. 12. $g_j(t) := g_j(x(t|\tau^*, u)), j = 1, \ldots, 15$, under $\tau^*$ in batch culture process in $t \in [0, T]$. 
Fig. 13. $g_j(t) := g_j(x(t|\tau^*, u)), j = 16, \ldots, 28$, under $\tau^*$ in batch culture process in $t \in [0, T]$.

Fig. 14. Phase planes among the concentrations of biomass ($x_1$), extracellular glycerol ($x_2$), extracellular 1,3-PD ($x_3$).
Fig. 15. The cost sensitivity for system parameters.

Fig. 16. Variation in the values of cost function due to $u_{22}$. 

The values of cost function

Excluding constraint (25)
Including constraint (25)
of intracellular substances is defined by penalizing a weighted sum of the expectation and variance of the relative deviation between system outputs before and after the time-delays are perturbed. We formulate a nonlinear dynamic optimization problem in which the time-delays are decision variables and the cost function is to minimize the biological robustness. This optimization problem is subject to the time-delay system, continuous state inequality constraints, parameter constraints, a quality constraint and a cost sensitivity constraint. It is approximated as a sequence of nonlinear mathematical programming sub-problems through the application of constraint transcription and local smoothing approximation techniques. A parallel algorithm is proposed to solve these nonlinear programming sub-problems. Finally, numerical simulation results verified the effectiveness of the numerical solution method.

Many delay systems that arise in applications are actually nonlinear. Our approach to delay identification is more widely applicable to nonlinear delay-differential systems modelled by ODEs. An interesting work for future research will be to study multi-stage analysis and optimal control in batch culture.
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Appendix A. Proof of Theorem 4

Given \( u \in \mathbb{R}^{45} \), for \( \tau \in T_J \), we have

\[
\frac{dg_i(x(t|\tau, u))}{dt} = \sum_{j=1}^{14} \frac{\partial g_i(x(t|\tau, u))}{\partial x_j} f_j(x, x_T, u), \quad i \in I_{28}.
\]

It follows from (32) that \( g_i(x(t|\tau, u)), i \in I_{28} \), is continuously differentiable. Then, there exists a positive constant \( m_i, i \in I_{28} \), such that, for all \( \tau \in T_J \),

\[
\left| \frac{dg_i(x(t|\tau, u))}{dt} \right| \leq m_i, \quad \forall t \in [0, T], i \in I_{28}.
\] (39)

Furthermore, for \( \varepsilon > 0 \), define

\[
k_{\varepsilon,i} := \frac{\varepsilon}{16} \min \{ T, \frac{\varepsilon}{2m_i} \}, \quad i \in I_{28},
\] (40)

It suffices to show that \( T_{J}^{\varepsilon,\gamma,i} \subset T_{J}^{\gamma,i} \), for any such that

\[
0 < \gamma < k_{\varepsilon,i}, \quad i \in I_{28},
\] (41)

where

\[
T_{J}^{\varepsilon,\gamma,i} := \{ \tau \in T_J | G_{\varepsilon,i}^{\gamma}(\tau|u) \geq 0, SRE(\tau|u) \leq \sigma_1, \left[ \frac{\partial J(\tau|u)}{\partial u} \right]^{T} \left[ \frac{\partial J(\tau|u)}{\partial u} \right] \leq \sigma_2 \}, \quad i \in I_{28},
\]

and

\[
T_{J}^{\gamma,i} := \{ \tau \in T_J | G^{\gamma}(\tau|u) = 0, SRE(\tau|u) \leq \sigma_1, \left[ \frac{\partial J(\tau|u)}{\partial u} \right]^{T} \left[ \frac{\partial J(\tau|u)}{\partial u} \right] \leq \sigma_2 \}, \quad i \in I_{28}.
\]

Assume the contrary. Then there exists a \( \tau \in T_J \) such that

\[
SRE(\tau|u) \leq \sigma_1, \quad \left[ \frac{\partial J(\tau|u)}{\partial u} \right]^{T} \left[ \frac{\partial J(\tau|u)}{\partial u} \right] \leq \sigma_2,
\]

\[
\int_{0}^{T} \varphi_{\varepsilon,i}(g_i(x(t|\tau, u)))dt + \gamma \geq 0, \quad i \in I_{28},
\] (42)
Now, in view of (45) and the monotony of the function $\phi$, it is clear from (45) that the length $u(x, x', t) \in T \exists t, x$ such that
\[ g_t(x(t), u) < 0, \quad i \in I_{28}. \]
(43)

Since $g_t(x(t), u), i \in I_{28}$, is a continuous function of $t$ in $[0, T]$, (43) implies that there exists a $i \in [0, T]$ such that
\[ g_t(x(t), u) < 0, i \in I_{28}. \]
(44)

Again by continuity, for each $i \in I_{28}$, there exists an interval $I_i \subset [0, T]$ containing $i$ such that
\[ g_t(x(t), u) < \frac{\epsilon}{2}, \quad i \in I_{28}. \]
(45)

Using (39) it is clear from (45) that the length $|I_i|$ of the interval $I_i$ must satisfy
\[ |I_i| \geq \min \left\{ T, \frac{\epsilon}{2m_i} \right\}, \quad i \in I_{28}. \]
(46)

From the fact that $\phi_{e,j}(g_t(x(t), \tau_{e,j}, u)), i \in I_{28}$, is non-positive, it follows from (42)
\[ 0 \leq \gamma + \int_0^T \phi_{e,j}(g_t(x(t), \tau_{e,j}, u))) dt \leq \gamma + \int_0^T \phi_{e,j}(g_t(x(t), \tau_{e,j}, u))) dt \leq \gamma + \max_{i \in I_{28}} \left\{ \phi_{e,j}(g_t(x(t), \tau_{e,j}, u))) \right\} |I_i|, i \in I_{28}. \]
(47)

Now, in view of (45) and the monotony of the function $\phi_{e,j}(g_t(x(t), \tau_{e,j}, u)), i \in I_{28}$, we have
\[ \max_{i \in I_{28}} \left\{ \phi_{e,j}(g_t(x(t), \tau_{e,j}, u))) \right\} < -\frac{\epsilon}{16}, \quad i \in I_{28}. \]
(48)

Combining (40), (41), (46), (47) and (48), we have
\[ 0 \leq \gamma + \int_0^T \phi_{e,j}(g_t(x(t), \tau_{e,j}, u))) dt < \gamma - \frac{\epsilon}{16} \min \left\{ T, \frac{\epsilon}{2m_i} \right\} = \gamma - k_{e,j} < 0, \quad i \in I_{28}. \]

This is a contradiction. Thus, this completes the proof. \(\square\)

Appendix B. Proof of Theorem 5

Let $\tau \in T_j$ be an arbitrary but fixed vector and $\delta_j, j = 3, 6, 7, 8$, an arbitrary real number. Define
\[ \tau^1(\tilde{\rho}) := (\tau_3 + \tilde{\rho} \delta_3, \tau_6, \tau_7, \tau_8), \]
\[ \tau^2(\tilde{\rho}) := (\tau_3, \tau_6 + \tilde{\rho} \delta_6, \tau_7, \tau_8), \]
\[ \tau^3(\tilde{\rho}) := (\tau_3, \tau_6, \tau_7 + \tilde{\rho} \delta_7, \tau_8), \]
\[ \tau^4(\tilde{\rho}) := (\tau_3, \tau_6, \tau_7, \tau_8 + \tilde{\rho} \delta_8), \]

For brevity, let $x(t, \tau, u)$ and $x(t)^{j}(\tilde{\rho}, u), j = 3, 6, 7, 8$, respectively denote the solutions of the system (1) with $u \in R^{45}, t \in (0, T]$. Clearly, we get
\[ x(t, \tau, u) := x_0 + \int_0^t f(x(s, \tau, u), x(s - \tau_3 \tau, u), x(s - \tau_6 \tau, u), x(s - \tau_7 \tau, u), x(s - \tau_8 \tau, u), u) ds, \]
\[ x(t)^1(\tilde{\rho}, u) := x_0 + \int_0^t f(x(s, \tau, u), x(s - \tau_3 - \tilde{\rho} \delta_3 \tau, u), x(s - \tau_6 \tau, u), x(s - \tau_7 \tau, u), x(s - \tau_8 \tau, u), u) ds, \]
\[ x(t)^2(\tilde{\rho}, u) := x_0 + \int_0^t f(x(s, \tau, u), x(s - \tau_3 \tau, u), x(s - \tau_6 - \tilde{\rho} \delta_6 \tau, u), x(s - \tau_7 \tau, u), x(s - \tau_8 \tau, u), u) ds, \]
\[ x(t)^3(\tilde{\rho}, u) := x_0 + \int_0^t f(x(s, \tau, u), x(s - \tau_3 \tau, u), x(s - \tau_6 \tau, u), x(s - \tau_7 - \tilde{\rho} \delta_7 \tau, u), x(s - \tau_8 \tau, u), u) ds, \]
\[ x(t)^4(\tilde{\rho}, u) := x_0 + \int_0^t f(x(s, \tau, u), x(s - \tau_3 \tau, u), x(s - \tau_6 \tau, u), x(s - \tau_7 \tau, u), x(s - \tau_8 - \tilde{\rho} \delta_8 \tau, u), u) ds, \]
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Consequently, for $\forall t \in (0, T]$, 
\[
\frac{dx(t, \tau)}{d\tau} \bigg|_{\tau=0} = \frac{\partial x(t, \tau)}{\partial \tau} = \int_0^t \left( \frac{\partial f(x(s, \tau, u), x_{s, u})}{\partial \tau} \frac{\partial x(s, \tau, u)}{\partial \tau} + \frac{\partial f(x(s, \tau, u), x_{s, u})}{\partial \tau} \frac{\partial x(s-\tau, \tau, u)}{\partial \tau} \chi(s-\tau) \right) ds, \quad j = 3, 6, 7, 8. \tag{49}
\]

For $\forall t \in (0, T]$, differentiating (49) with respect to time yields 
\[
\frac{d}{dt} \left( \frac{\partial x(t, \tau, u)}{\partial \tau} \right) = \frac{\partial f(x(t, \tau, u), x_{t, u})}{\partial \tau} \frac{\partial x(t, \tau, u)}{\partial \tau} + \frac{\partial f(x(t, \tau, u), x_{t, u})}{\partial \tau} \frac{\partial x(t-\tau, \tau, u)}{\partial \tau} \chi(t-\tau), \quad j = 3, 6, 7, 8. \tag{50}
\]

Moreover, 
\[
\frac{\partial x(t, \tau, u)}{\partial \tau} = \frac{\partial}{\partial \tau} \left( \phi(t) \right) = 0 \in \mathbb{R}^{14}, \quad \forall t \in [-\tau, 0], \quad j = 3, 6, 7, 8,
\]

Therefore, given $u \in \mathbb{R}^{15}$, for each $t \in (0, T]$, define 
\[
\frac{\partial x(t, \tau, u)}{\partial \tau} = \phi_j(t, \tau, u), \quad \tau \in \mathcal{T}_j, \quad j = 3, 6, 7, 8,
\]

and differentiate $G_{x,j}^i(\tau|u)$ with respect to $\tau$, we obtain the conclusion (35). Thus, this completes the proof. \(\square\)

**Appendix C. The explicit formulas for some derivatives**

The explicit formulas for the derivatives of $\mu, q_2, q_3, q_4, q_5, U_G$ and $U_P$ with respect to $x_1, \ldots, x_{14}$ are given below. For $l_1 = 2, 4, 5; l_4 = 3, 4, 5; l_2 = 6, \ldots, 14; l_3 = 6, 8, \ldots, 14; l_5 = 4, 5$,

\[
\frac{\partial \mu}{\partial x_1} = 0, \quad \frac{\partial \mu}{\partial x_2} = \frac{u_1}{x_1 + u_2} \prod_{j=3}^5 (1 - \frac{x_j}{x_j^*}) 5^{5} \left[ (1 - \frac{x_1}{x_1^*})^2 u_2 - x_2 \right] \frac{\partial \mu}{\partial x_2} = 0,
\]

\[
\frac{\partial \mu}{\partial x_3} = \frac{u_1 x_2}{x_1 + u_2} \prod_{j=3}^5 (1 - \frac{x_j}{x_j^*}) 5^{5} \left[ (1 - \frac{x_1}{x_1^*})^2 x_2 + u_2 \right] \frac{\partial \mu}{\partial x_3} = 0,
\]

\[
\frac{\partial \mu}{\partial x_5} = \frac{u_1 x_2}{x_1 + u_2} \prod_{j=3}^5 (1 - \frac{x_j}{x_j^*}) 5^{5} \left[ (1 - \frac{x_1}{x_1^*})^2 x_2 + u_2 \right] \frac{\partial \mu}{\partial x_5} = 0,
\]

\[
\frac{\partial q_2}{\partial x_7} = \frac{u_1}{x_1 + u_2} \prod_{j=3}^5 (1 - \frac{x_j}{x_j^*}) 5^{5} \left[ (1 - \frac{x_1}{x_1^*})^2 x_2 + u_2 \right] \frac{\partial q_2}{\partial x_7} = 0,
\]

\[
\frac{\partial q_2}{\partial x_9} = \frac{u_1}{x_1 + u_2} \prod_{j=3}^5 (1 - \frac{x_j}{x_j^*}) 5^{5} \left[ (1 - \frac{x_1}{x_1^*})^2 x_2 + u_2 \right] \frac{\partial q_2}{\partial x_9} = 0,
\]

\[
\frac{\partial q_2}{\partial x_{13}} = \frac{u_1 x_2}{x_1 + u_2} \prod_{j=3}^5 (1 - \frac{x_j}{x_j^*}) 5^{5} \left[ (1 - \frac{x_1}{x_1^*})^2 x_2 + u_2 \right] \frac{\partial q_2}{\partial x_{13}} = 0,
\]

The explicit formulas for the derivatives of $\mu, q_2, q_3, q_4, U_G$ and $U_P$ with respect to $u_1, \ldots, u_{15}$ are given below. For $l_2 = 3, \ldots, 45; l_5 = 5, \ldots, 45; l_1 = 3, \ldots, 5; l_4 = 3, 4, 7, \ldots, 45; l_5 = 3, \ldots, 6, 9, \ldots, 45; l_6 = 3, \ldots, 8, 11, \ldots, 45; l_7 = \ldots$
The explicit formulas for \( \frac{\partial \mu}{\partial u_1} \) are given below. For \( \ell_9 = 1, 2, \ell_{10} = 1, \ldots, 4, \ell_{11} = 1, 2, 5, 6, \ell_{12} = 1, 2, 7, 8, \ell_{13} = 1, 2, 9, 10, \ell_{14} = 1, 2, 11, \ldots, 14, \ell_{15} = 1, 2, 15, \ldots, 18, \ell_{16} = 5, \ldots, 18, 23, \ldots, 45, \ell_{17} = 11, \ldots, 14, \ell_{18} = 15, \ldots, 18, \ell_{19} = 3, \ldots, 10, 19, \ldots, 22, 31, \ldots, 45, \ell_{20} = 3, \ldots, 29, 31, \ldots, 33, 36, \ldots, 45, \ell_{21} = 3, \ldots, 29, 31, \ldots, 35, 40, \ldots, 45, \ell_{22} = 3, \ldots, 29, 31, \ldots, 33, 35, \ldots, 38, 40, \ldots, 45, \ell_{23} = 3, \ldots, 40, 43, 45, 

\[ \ell_{24} = 3, \ldots, 29, 31, \ldots, 33, 35, \ldots, 42, 44, 45, \ell_{25} = 3, \ldots, 43, \ell_{26} = 3, \ldots, 14, 19, \ldots, 22, 24, 25, 29, 30, 34, \ldots, 45, \]
\[ \frac{\partial f_1}{\partial u_{16}} = x_1 \frac{\partial}{\partial u_{16}} \frac{\partial f_1}{\partial u_{16}} = 0, \frac{\partial f_2}{\partial u_{16}} = x_1 \frac{\partial}{\partial u_{16}} \frac{\partial f_2}{\partial u_{16}} = 0, \frac{\partial f_3}{\partial u_{16}} = x_1 \frac{\partial}{\partial u_{16}} \frac{\partial f_3}{\partial u_{16}} = 0, \frac{\partial f_4}{\partial u_{16}} = x_1 \frac{\partial}{\partial u_{16}} \frac{\partial f_4}{\partial u_{16}} = 0; \]
\[ \frac{\partial f_5}{\partial u_{16}} = x_1 \frac{\partial}{\partial u_{16}} \frac{\partial f_5}{\partial u_{16}} = 0, \frac{\partial f_6}{\partial u_{16}} = -x_1 \frac{\partial}{\partial u_{16}} \frac{\partial f_6}{\partial u_{16}} = 0, \frac{\partial f_7}{\partial u_{16}} = x_1 \frac{\partial}{\partial u_{16}} \frac{\partial f_7}{\partial u_{16}} = 0, \frac{\partial f_8}{\partial u_{16}} = x_1 \frac{\partial}{\partial u_{16}} \frac{\partial f_8}{\partial u_{16}} = 0; \]
\[ \frac{\partial f_9}{\partial u_{16}} = x_1 \frac{\partial}{\partial u_{16}} \frac{\partial f_9}{\partial u_{16}} = 0, \frac{\partial f_{10}}{\partial u_{16}} = -x_1 \frac{\partial}{\partial u_{16}} \frac{\partial f_{10}}{\partial u_{16}} = 0, \frac{\partial f_{11}}{\partial u_{16}} = x_1 \frac{\partial}{\partial u_{16}} \frac{\partial f_{11}}{\partial u_{16}} = 0, \frac{\partial f_{12}}{\partial u_{16}} = x_1 \frac{\partial}{\partial u_{16}} \frac{\partial f_{12}}{\partial u_{16}} = 0; \]
\[ \frac{\partial f_{13}}{\partial u_{16}} = -x_1 \frac{\partial}{\partial u_{16}} \frac{\partial f_{13}}{\partial u_{16}} = 0, \frac{\partial f_{14}}{\partial u_{16}} = x_1 \frac{\partial}{\partial u_{16}} \frac{\partial f_{14}}{\partial u_{16}} = 0, \frac{\partial f_{15}}{\partial u_{16}} = x_1 \frac{\partial}{\partial u_{16}} \frac{\partial f_{15}}{\partial u_{16}} = 0; \]
\[ \frac{\partial f_{16}}{\partial u_{16}} = -x_1 \frac{\partial}{\partial u_{16}} \frac{\partial f_{16}}{\partial u_{16}} = 0, \frac{\partial f_{17}}{\partial u_{16}} = x_1 \frac{\partial}{\partial u_{16}} \frac{\partial f_{17}}{\partial u_{16}} = 0, \frac{\partial f_{18}}{\partial u_{16}} = x_1 \frac{\partial}{\partial u_{16}} \frac{\partial f_{18}}{\partial u_{16}} = 0; \]
\[ \frac{\partial f_{19}}{\partial u_{16}} = -x_1 \frac{\partial}{\partial u_{16}} \frac{\partial f_{19}}{\partial u_{16}} = 0, \frac{\partial f_{20}}{\partial u_{16}} = x_1 \frac{\partial}{\partial u_{16}} \frac{\partial f_{20}}{\partial u_{16}} = 0, \frac{\partial f_{21}}{\partial u_{16}} = x_1 \frac{\partial}{\partial u_{16}} \frac{\partial f_{21}}{\partial u_{16}} = 0; \]
\[ \frac{\partial f_{22}}{\partial u_{16}} = -x_1 \frac{\partial}{\partial u_{16}} \frac{\partial f_{22}}{\partial u_{16}} = 0, \frac{\partial f_{23}}{\partial u_{16}} = x_1 \frac{\partial}{\partial u_{16}} \frac{\partial f_{23}}{\partial u_{16}} = 0, \frac{\partial f_{24}}{\partial u_{16}} = x_1 \frac{\partial}{\partial u_{16}} \frac{\partial f_{24}}{\partial u_{16}} = 0; \]
The explicit formulas for \( \frac{\partial f(x(t, u), x_{r, u})}{\partial x(t-\tau_{r, u})} \) in (30), denoted by \( \frac{\partial f}{\partial x} \), are given below. For \( l_1 = 2, \ldots, 5, l_2 = 6, \ldots, 14, l_3 = 3, \ldots, 5, l_4 = 7, \ldots, 14, l_5 = 8, \ldots, 13, l_6 = 2, 4, 5, l_7 = 9, \ldots, 13, l_8 = 10, \ldots, 14, l_9 = 11, \ldots, 14, l_{10} = 8, \ldots, 10, l_{11} = 12, \ldots, 14, l_{12} = 6, \ldots, 10, l_{13} = 8, \ldots, 12, l_{14} = 6, \ldots, 13,

\[
\begin{align*}
\frac{\partial f_1}{\partial x_{1}} &= \mu, \quad \frac{\partial f_1}{\partial x_{l_1}} = x_1 \frac{\partial \mu}{\partial x_{l_1}}, \quad \frac{\partial f_1}{\partial x_{l_2}} = \frac{x_1}{\mu} \frac{\partial \mu}{\partial x_{l_1}}, \quad \frac{\partial f_2}{\partial x_{1}} = -q_2, \quad \frac{\partial f_2}{\partial x_{l_2}} = -x_1 \frac{\partial q_2}{\partial x_{l_1}}, \quad \frac{\partial f_3}{\partial x_{1}} = 0, \quad \frac{\partial f_3}{\partial x_{l_2}} = 0, \quad \frac{\partial f_4}{\partial x_{1}} = x_1 \frac{\partial q_4}{\partial x_{l_1}}, \quad \frac{\partial f_4}{\partial x_{l_2}} = 0, \quad \frac{\partial f_5}{\partial x_{1}} = q_5, \quad \frac{\partial f_5}{\partial x_{l_2}} = x_1 \frac{\partial q_5}{\partial x_{l_1}}, \quad \frac{\partial f_6}{\partial x_{l_1}} = 0, \quad \frac{\partial f_6}{\partial x_{l_2}} = 0, \quad \frac{\partial f_7}{\partial x_{l_1}} = q_7, \quad \frac{\partial f_7}{\partial x_{l_2}} = x_1 \frac{\partial q_7}{\partial x_{l_1}}, \quad \frac{\partial f_8}{\partial x_{l_1}} = 0, \quad \frac{\partial f_8}{\partial x_{l_2}} = 0, \quad \frac{\partial f_9}{\partial x_{l_1}} = 0, \quad \frac{\partial f_9}{\partial x_{l_2}} = 0, \quad \frac{\partial f_{10}}{\partial x_{l_1}} = 0, \quad \frac{\partial f_{10}}{\partial x_{l_2}} = 0, \quad \frac{\partial f_{11}}{\partial x_{l_1}} = 0, \quad \frac{\partial f_{11}}{\partial x_{l_2}} = 0, \quad \frac{\partial f_{12}}{\partial x_{l_1}} = 0, \quad \frac{\partial f_{12}}{\partial x_{l_2}} = 0, \quad \frac{\partial f_{13}}{\partial x_{l_1}} = 0, \quad \frac{\partial f_{13}}{\partial x_{l_2}} = 0, \quad \frac{\partial f_{14}}{\partial x_{l_1}} = 0, \quad \frac{\partial f_{14}}{\partial x_{l_2}} = 0, \quad \frac{\partial f_{15}}{\partial x_{l_1}} = 0, \quad \frac{\partial f_{15}}{\partial x_{l_2}} = 0, \quad \frac{\partial f_{16}}{\partial x_{l_1}} = 0, \quad \frac{\partial f_{16}}{\partial x_{l_2}} = 0.
\end{align*}
\]

The explicit formulas for \( \frac{\partial f(x(t, u), x_{r, u})}{\partial x(t-\tau_{r, u})} \) in (30), denoted by \( \frac{\partial f}{\partial x} \), are given below. For \( l_1 = 2, \ldots, 5, l_2 = 6, \ldots, 14, l_3 = 3, \ldots, 5, l_4 = 7, \ldots, 14, l_5 = 8, \ldots, 13, l_6 = 2, 4, 5, l_7 = 9, \ldots, 13, l_8 = 10, \ldots, 14, l_9 = 11, \ldots, 14, l_{10} = 8, \ldots, 10, l_{11} = 12, \ldots, 14, l_{12} = 6, \ldots, 10, l_{13} = 8, \ldots, 12, l_{14} = 6, \ldots, 13,

\[
\begin{align*}
\frac{\partial f_1}{\partial x_{1}} &= \mu, \quad \frac{\partial f_1}{\partial x_{l_1}} = x_1 \frac{\partial \mu}{\partial x_{l_1}}, \quad \frac{\partial f_1}{\partial x_{l_2}} = \frac{x_1}{\mu} \frac{\partial \mu}{\partial x_{l_1}}, \quad \frac{\partial f_2}{\partial x_{1}} = -q_2, \quad \frac{\partial f_2}{\partial x_{l_2}} = -x_1 \frac{\partial q_2}{\partial x_{l_1}}, \quad \frac{\partial f_3}{\partial x_{1}} = 0, \quad \frac{\partial f_3}{\partial x_{l_2}} = 0, \quad \frac{\partial f_4}{\partial x_{1}} = x_1 \frac{\partial q_4}{\partial x_{l_1}}, \quad \frac{\partial f_4}{\partial x_{l_2}} = 0, \quad \frac{\partial f_5}{\partial x_{1}} = q_5, \quad \frac{\partial f_5}{\partial x_{l_2}} = x_1 \frac{\partial q_5}{\partial x_{l_1}}, \quad \frac{\partial f_6}{\partial x_{l_1}} = 0, \quad \frac{\partial f_6}{\partial x_{l_2}} = 0, \quad \frac{\partial f_7}{\partial x_{l_1}} = q_7, \quad \frac{\partial f_7}{\partial x_{l_2}} = x_1 \frac{\partial q_7}{\partial x_{l_1}}, \quad \frac{\partial f_8}{\partial x_{l_1}} = 0, \quad \frac{\partial f_8}{\partial x_{l_2}} = 0, \quad \frac{\partial f_9}{\partial x_{l_1}} = 0, \quad \frac{\partial f_9}{\partial x_{l_2}} = 0, \quad \frac{\partial f_{10}}{\partial x_{l_1}} = 0, \quad \frac{\partial f_{10}}{\partial x_{l_2}} = 0, \quad \frac{\partial f_{11}}{\partial x_{l_1}} = 0, \quad \frac{\partial f_{11}}{\partial x_{l_2}} = 0, \quad \frac{\partial f_{12}}{\partial x_{l_1}} = 0, \quad \frac{\partial f_{12}}{\partial x_{l_2}} = 0, \quad \frac{\partial f_{13}}{\partial x_{l_1}} = 0, \quad \frac{\partial f_{13}}{\partial x_{l_2}} = 0, \quad \frac{\partial f_{14}}{\partial x_{l_1}} = 0, \quad \frac{\partial f_{14}}{\partial x_{l_2}} = 0, \quad \frac{\partial f_{15}}{\partial x_{l_1}} = 0, \quad \frac{\partial f_{15}}{\partial x_{l_2}} = 0, \quad \frac{\partial f_{16}}{\partial x_{l_1}} = 0, \quad \frac{\partial f_{16}}{\partial x_{l_2}} = 0.
\end{align*}
\]

The explicit formulas for \( \frac{\partial f(x(t, u), x_{r, u})}{\partial x(t-\tau_{r, u})} \) in (30), denoted by \( \frac{\partial f}{\partial x} \), are given below. For \( l_1 = 2, \ldots, 5, l_2 = 6, \ldots, 14, l_3 = 3, \ldots, 5, l_4 = 7, \ldots, 14, l_5 = 8, \ldots, 13, l_6 = 2, 4, 5, l_7 = 9, \ldots, 13, l_8 = 10, \ldots, 14, l_9 = 11, \ldots, 14, l_{10} = 8, \ldots, 10, l_{11} = 12, \ldots, 14, l_{12} = 6, \ldots, 10, l_{13} = 8, \ldots, 12, l_{14} = 6, \ldots, 13,
\[
\frac{\partial f_1}{\partial x_1} = \mu, \quad \frac{\partial f_1}{\partial x_3(t - \tau)} = x_1 \frac{\partial f_1}{\partial x_3(t - \tau)}, \quad \frac{\partial f_1}{\partial x_5} = 0, \quad \frac{\partial f_2}{\partial x_1} = -q_2, \quad \frac{\partial f_2}{\partial x_3(t - \tau)} = 0, \quad \frac{\partial f_2}{\partial x_5} = 0, \\
\frac{\partial f_3}{\partial x_1} = q_0, \quad \frac{\partial f_3}{\partial x_3(t - \tau)} = 0, \quad \frac{\partial f_3}{\partial x_5} = 0, \\
\frac{\partial f_4}{\partial x_1} = 0, \quad \frac{\partial f_4}{\partial x_3(t - \tau)} = 0, \quad \frac{\partial f_4}{\partial x_5} = 0, \\
\frac{\partial f_5}{\partial x_1} = 0, \quad \frac{\partial f_5}{\partial x_3(t - \tau)} = 0, \quad \frac{\partial f_5}{\partial x_5} = 0, \\
\frac{\partial f_6}{\partial x_1} = 0, \quad \frac{\partial f_6}{\partial x_3(t - \tau)} = 0, \quad \frac{\partial f_6}{\partial x_5} = 0, \\
\frac{\partial f_7}{\partial x_1} = 0, \quad \frac{\partial f_7}{\partial x_3(t - \tau)} = 0, \quad \frac{\partial f_7}{\partial x_5} = 0, \\
\frac{\partial f_8}{\partial x_1} = 0, \quad \frac{\partial f_8}{\partial x_3(t - \tau)} = 0, \quad \frac{\partial f_8}{\partial x_5} = 0.
\]

The explicit formulas for \( f(x(t), \tau, u, \tau) \) in (30), denoted by \( \frac{\partial f}{\partial x(t - \tau)} \), are given below. For \( l_1 = 2, \ldots, 5, l_2 = 6, \ldots, 14, l_3 = 3, \ldots, 5, l_4 = 7, \ldots, 14, l_5 = 8, \ldots, 13, l_6 = 2, 4, 5, l_7 = 9, \ldots, 13, l_8 = 10, \ldots, 14, l_9 = 11, \ldots, 14, l_{10} =
\[
\frac{\partial f_1}{\partial x_1} = \mu, \quad \frac{\partial f_1}{\partial x_2} = \frac{\partial f_1}{\partial x_3} = \frac{\partial f_1}{\partial x_4} = 0, \quad \frac{\partial f_2}{\partial x_1} = -q_2, \quad \frac{\partial f_2}{\partial x_2} = x_1 \frac{\partial \mu}{\partial x_1}, \quad \frac{\partial f_2}{\partial x_3} = 0, \quad \frac{\partial f_2}{\partial x_4} = q_2, \quad \frac{\partial f_3}{\partial x_1} = x_1 \frac{\partial q_1}{\partial x_1}, \quad \frac{\partial f_3}{\partial x_2} = x_1 \frac{\partial q_2}{\partial x_1} = 0, \quad \frac{\partial f_3}{\partial x_3} = x_1 \frac{\partial q_3}{\partial x_1} = 0, \quad \frac{\partial f_3}{\partial x_4} = x_1 \frac{\partial q_4}{\partial x_1} = 0, \quad \frac{\partial f_4}{\partial x_1} = q_0, \quad \frac{\partial f_4}{\partial x_2} = x_1 \frac{\partial q_0}{\partial x_1}, \quad \frac{\partial f_4}{\partial x_3} = x_1 \frac{\partial q_1}{\partial x_1} = 0, \quad \frac{\partial f_4}{\partial x_4} = x_1 \frac{\partial q_2}{\partial x_1} = 0, \quad \frac{\partial f_5}{\partial x_1} = q_1, \quad \frac{\partial f_5}{\partial x_2} = x_1 \frac{\partial q_0}{\partial x_1}, \quad \frac{\partial f_5}{\partial x_3} = x_1 \frac{\partial q_1}{\partial x_1} = 0, \quad \frac{\partial f_5}{\partial x_4} = x_1 \frac{\partial q_2}{\partial x_1} = 0, \quad \frac{\partial f_6}{\partial x_1} = q_2, \quad \frac{\partial f_6}{\partial x_2} = x_1 \frac{\partial q_0}{\partial x_1}, \quad \frac{\partial f_6}{\partial x_3} = x_1 \frac{\partial q_1}{\partial x_1} = 0, \quad \frac{\partial f_6}{\partial x_4} = x_1 \frac{\partial q_2}{\partial x_1} = 0, \quad \frac{\partial f_7}{\partial x_1} = q_3, \quad \frac{\partial f_7}{\partial x_2} = x_1 \frac{\partial q_0}{\partial x_1}, \quad \frac{\partial f_7}{\partial x_3} = x_1 \frac{\partial q_1}{\partial x_1} = 0, \quad \frac{\partial f_7}{\partial x_4} = x_1 \frac{\partial q_2}{\partial x_1} = 0, \quad \frac{\partial f_8}{\partial x_1} = q_4, \quad \frac{\partial f_8}{\partial x_2} = x_1 \frac{\partial q_0}{\partial x_1}, \quad \frac{\partial f_8}{\partial x_3} = x_1 \frac{\partial q_1}{\partial x_1} = 0, \quad \frac{\partial f_8}{\partial x_4} = x_1 \frac{\partial q_2}{\partial x_1} = 0, \quad \frac{\partial f_9}{\partial x_1} = q_5, \quad \frac{\partial f_9}{\partial x_2} = x_1 \frac{\partial q_0}{\partial x_1}, \quad \frac{\partial f_9}{\partial x_3} = x_1 \frac{\partial q_1}{\partial x_1} = 0, \quad \frac{\partial f_9}{\partial x_4} = x_1 \frac{\partial q_2}{\partial x_1} = 0, \quad \frac{\partial f_{10}}{\partial x_1} = q_6, \quad \frac{\partial f_{10}}{\partial x_2} = x_1 \frac{\partial q_0}{\partial x_1}, \quad \frac{\partial f_{10}}{\partial x_3} = x_1 \frac{\partial q_1}{\partial x_1} = 0, \quad \frac{\partial f_{10}}{\partial x_4} = x_1 \frac{\partial q_2}{\partial x_1} = 0, \quad \frac{\partial f_{11}}{\partial x_1} = q_7, \quad \frac{\partial f_{11}}{\partial x_2} = x_1 \frac{\partial q_0}{\partial x_1}, \quad \frac{\partial f_{11}}{\partial x_3} = x_1 \frac{\partial q_1}{\partial x_1} = 0, \quad \frac{\partial f_{11}}{\partial x_4} = x_1 \frac{\partial q_2}{\partial x_1} = 0, \quad \frac{\partial f_{12}}{\partial x_1} = q_8, \quad \frac{\partial f_{12}}{\partial x_2} = x_1 \frac{\partial q_0}{\partial x_1}, \quad \frac{\partial f_{12}}{\partial x_3} = x_1 \frac{\partial q_1}{\partial x_1} = 0, \quad \frac{\partial f_{12}}{\partial x_4} = x_1 \frac{\partial q_2}{\partial x_1} = 0, \quad \frac{\partial f_{13}}{\partial x_1} = q_9, \quad \frac{\partial f_{13}}{\partial x_2} = x_1 \frac{\partial q_0}{\partial x_1}, \quad \frac{\partial f_{13}}{\partial x_3} = x_1 \frac{\partial q_1}{\partial x_1} = 0, \quad \frac{\partial f_{13}}{\partial x_4} = x_1 \frac{\partial q_2}{\partial x_1} = 0, \quad \frac{\partial f_{14}}{\partial x_1} = q_{10}, \quad \frac{\partial f_{14}}{\partial x_2} = x_1 \frac{\partial q_0}{\partial x_1}, \quad \frac{\partial f_{14}}{\partial x_3} = x_1 \frac{\partial q_1}{\partial x_1} = 0, \quad \frac{\partial f_{14}}{\partial x_4} = x_1 \frac{\partial q_2}{\partial x_1} = 0.
\]

The explicit formulas for \(\frac{\partial f(x(t - \tau), u, x_t, u)}{\partial x(t - \tau)}\) in (30), denoted by \(\frac{\partial f}{\partial x(t - \tau)}\) are given below. For \(l_1 = 2, \ldots, 5, l_2 = 6, \ldots, 14, l_3 = 3, \ldots, 5, l_4 = 7, \ldots, 14, l_5 = 8, \ldots, 13, l_6 = 2, 4, 5, l_7 = 9, \ldots, 13, l_8 = 10, \ldots, 14, l_9 = 11, \ldots, 14, l_{10} = \ldots\)
\[
\frac{\partial f_1}{\partial x_1} = \mu, \quad \frac{\partial f_1}{\partial x_6} = \frac{\partial \mu}{\partial x_6}, \quad \frac{\partial f_1}{\partial x_{11}} = 0, \quad \frac{\partial f_2}{\partial x_1} = -q_2, \quad \frac{\partial f_2}{\partial x_{14}} = x_1 \frac{\partial \mu}{\partial x_{14}}, \quad \frac{\partial f_2}{\partial x_{15}} = 0, \quad \frac{\partial f_3}{\partial x_1} = q_1, \quad \frac{\partial f_3}{\partial x_{14}} = x_1 \frac{\partial q_1}{\partial x_{14}}, \quad \frac{\partial f_3}{\partial x_{15}} = 0,
\]
\[
\frac{\partial f_6}{\partial x_3} = 0, \quad \frac{\partial f_6}{\partial x_2} = \frac{1}{u_{20}} \left[ \frac{u_{20}}{x_2 + u_{21}} - u_{20} x_2 u_{21} + \frac{1}{u_{22}} \frac{\partial q_2}{\partial x_2} - x_6 (t - \tau_6) \frac{\partial \mu}{\partial x_2} \right], \quad \frac{\partial f_6}{\partial x_4} = -x_6 (t - \tau_6) \frac{\partial \mu}{\partial x_4},
\]
\[
\frac{\partial f_6}{\partial x_5} = -x_6 (t - \tau_6) \frac{\partial \mu}{\partial x_5}, \quad \frac{\partial f_6}{\partial x_{11}} = 0, \quad \frac{\partial f_6}{\partial x_{14}} = 0, \quad \frac{\partial f_6}{\partial x_{15}} = 0, \quad \frac{\partial f_6}{\partial x_{12}} = -u_{26} U_p x_7 (t - \tau_7),
\]
\[
\frac{\partial f_7}{\partial x_1} = -\left( \frac{u_{23} U_G x_6 (t - \tau_6) x_{12}}{u_{25}} \right) \frac{\partial u_{24}}{\partial x_1} \left[ \frac{u_{24}}{1 + \frac{x_7 (t - \tau_7)}{u_{25}}} \right]^2 u_{25} + \frac{u_{26} U_p x_7 (t - \tau_7) x_{14} (1 + \frac{2 x_7 (t - \tau_7)}{u_{28}})}{u_{28}} - \frac{u_{29} x_7 (t - \tau_7)}{x_7 (t - \tau_7) + u_{30}} + \frac{(x_7 (t - \tau_7) + u_{30})^2}{u_{28}} - \mu,
\]
\[
\frac{\partial f_7}{\partial x_6} = \frac{\partial U_G}{\partial x_6} u_{23} x_6 (t - \tau_6) x_{12} \frac{u_{25}}{u_{24}} + \frac{\partial U_p}{\partial x_6} u_{26} x_7 (t - \tau_7) x_{14} \frac{u_{28}}{u_{27}} + \frac{x_6 (t - \tau_6)}{u_{28}} - \frac{x_7 (t - \tau_7) + u_{30}}{u_{28}} + \frac{(x_7 (t - \tau_7) + u_{30})^2}{u_{28}} - \mu.
\]
\[
\frac{\partial f_8}{\partial x_1} = \frac{\partial f_8}{\partial x_6} = \frac{\partial f_8}{\partial x_{12}} = \frac{\partial f_8}{\partial x_{13}} = \frac{\partial f_8}{\partial x_{14}} = 0, \quad \frac{\partial f_8}{\partial x_{15}} = -x_8 (t - \tau_8) \frac{\partial \mu}{\partial x_{15}} + \frac{\partial U_p}{\partial x_{15}} u_{23} x_6 (t - \tau_6) x_{12} \frac{u_{25}}{u_{24}} + \frac{\partial U_p}{\partial x_{15}} u_{26} x_7 (t - \tau_7) x_{14} \frac{u_{28}}{u_{27}} + \frac{x_6 (t - \tau_6)}{u_{28}} - \frac{x_7 (t - \tau_7) + u_{30}}{u_{28}} + \frac{(x_7 (t - \tau_7) + u_{30})^2}{u_{28}} - \mu.
\]
\[
\frac{\partial f_9}{\partial x_3} = \frac{\partial f_9}{\partial x_6} = \frac{\partial f_9}{\partial x_{12}} = \frac{\partial f_9}{\partial x_{13}} = \frac{\partial f_9}{\partial x_{14}} = 0, \quad \frac{\partial f_9}{\partial x_{15}} = -x_9 (t - \tau_9) \frac{\partial \mu}{\partial x_{15}} + \frac{\partial U_p}{\partial x_{15}} u_{23} x_6 (t - \tau_6) x_{12} \frac{u_{25}}{u_{24}} + \frac{\partial U_p}{\partial x_{15}} u_{26} x_7 (t - \tau_7) x_{14} \frac{u_{28}}{u_{27}} + \frac{x_6 (t - \tau_6)}{u_{28}} - \frac{x_7 (t - \tau_7) + u_{30}}{u_{28}} + \frac{(x_7 (t - \tau_7) + u_{30})^2}{u_{28}} - \mu.
\]

The explicit formulas for \( \frac{\partial f(x(t \tau, u), x_1, u)}{\partial x(t - \tau_8, u)} \) in (30), denoted by \( \frac{\partial f}{\partial x(t - \tau_8, u)} \), are given below. For \( l_1 = 2, \ldots, 5, l_2 = 6, \ldots, 14, l_3 = 3, \ldots, 5, l_4 = 7, \ldots, 14, l_5 = 8, \ldots, 13, l_6 = 2, 4, 5, l_7 = 9, \ldots, 13, l_8 = 10, \ldots, 14, l_9 = 11, \ldots, 14, l_{10} = \ldots, \ldots \)
8, ..., 10, l_{11} = 12, ..., 14, l_{12} = 6, ... , 10, l_{13} = 8, ... , 12, l_{14} = 6, ... , 13.

\[
\frac{\partial f_1}{\partial x_1} = \mu, \quad \frac{\partial f_1}{\partial x_2} = \mu, \quad \frac{\partial f_1}{\partial x_3} = \frac{\partial f_1}{\partial x_4} = 0, \quad \frac{\partial f_2}{\partial x_1} = -q_2, \quad \frac{\partial f_3}{\partial x_1} = \frac{x_1}{u_4} \frac{\partial \mu}{\partial x_{14}} + \frac{\partial f_3}{\partial x_2} = 0, \quad \frac{\partial f_4}{\partial x_1} = q_1, \quad \frac{\partial f_5}{\partial x_1} = x_1 \frac{\partial q_1}{\partial x_{14}}, \quad \frac{\partial f_5}{\partial x_1} = 0,
\]

\[
\frac{\partial f_6}{\partial x_3} = 0, \quad \frac{\partial f_6}{\partial x_5} = 0, \quad \frac{\partial f_6}{\partial x_2} = \frac{1}{u_{29}} \left[ -x_2 u_{20} + u_{20} x_2 + u_{21} + \frac{1}{u_{22}} \right] - x_6 (t - \tau_6) \frac{\partial \mu}{\partial x_4},
\]

\[
\frac{\partial f_6}{\partial x_5} = -x_6 (t - \tau_6) \frac{\partial \mu}{\partial x_3}, \quad \frac{\partial f_6}{\partial x_5} = 0, \quad \frac{\partial f_6}{\partial x_1} = 0, \quad \frac{\partial f_6}{\partial x_3} = \frac{\partial f_6}{\partial x_1} = \frac{\partial f_6}{\partial x_3} = \frac{\partial f_6}{\partial x_5} = 0, \quad \frac{\partial f_7}{\partial x_1} = -x_7 (t - \tau_7) \frac{\partial \mu}{\partial x_6} + \frac{\partial U_p}{\partial x_6} \left[ \frac{u_{23} x_6 (t - \tau_6) x_{12}}{u_{28}} + \frac{\partial U_p}{\partial x_6} \left[ \frac{u_{23} x_6 x_5 (t - \tau_7) x_{14}}{u_{28}} \right] \right],
\]

\[
\frac{\partial f_8}{\partial x_1} = \frac{\partial f_8}{\partial x_3} = \frac{\partial f_8}{\partial x_3} = \frac{\partial f_8}{\partial x_4} = 0, \quad \frac{\partial \mu}{\partial x_6} = -x_8 (t - \tau_8) \frac{\partial \mu}{\partial x_6} + \frac{\partial U_p}{\partial x_6} \left[ \frac{u_{23} x_2 x_7 (t - \tau_7) x_{14}}{u_{28}} \right],
\]

\[
\frac{\partial f_8}{\partial x_1} = 0, \quad \frac{\partial f_8}{\partial x_3} = \frac{\partial f_8}{\partial x_3} = \frac{\partial f_8}{\partial x_3} = \frac{\partial f_8}{\partial x_3} = \frac{\partial f_8}{\partial x_3} = 0, \quad \frac{\partial f_9}{\partial x_3} = x_{38} (t - \tau_9) + \frac{u_{33} x_6 (t - \tau_8)}{u_{32}} (x_8 (t - \tau_8) + u_{32})^2 - u_{33} - \mu.
\]

\[
\frac{\partial f_{10}}{\partial x_9} = \frac{\partial f_{10}}{\partial x_9} = \frac{\partial f_{10}}{\partial x_9} = \frac{\partial f_{10}}{\partial x_9} = \frac{\partial f_{10}}{\partial x_9} = 0, \quad \frac{\partial f_{10}}{\partial x_9} = \frac{\partial f_{10}}{\partial x_9} = \frac{\partial f_{10}}{\partial x_9} = \frac{\partial f_{10}}{\partial x_9} = \frac{\partial f_{10}}{\partial x_9} = 0,
\]

\[
\frac{\partial f_{11}}{\partial x_1} = \frac{\partial f_{11}}{\partial x_1} = \frac{\partial f_{11}}{\partial x_1} = \frac{\partial f_{11}}{\partial x_1} = \frac{\partial f_{11}}{\partial x_1} = 0, \quad \frac{\partial f_{11}}{\partial x_1} = \frac{\partial f_{11}}{\partial x_1} = \frac{\partial f_{11}}{\partial x_1} = \frac{\partial f_{11}}{\partial x_1} = \frac{\partial f_{11}}{\partial x_1} = 0.
\]

\[
\frac{\partial f_{12}}{\partial x_1} = \frac{\partial f_{12}}{\partial x_1} = \frac{\partial f_{12}}{\partial x_1} = \frac{\partial f_{12}}{\partial x_1} = \frac{\partial f_{12}}{\partial x_1} = 0, \quad \frac{\partial f_{12}}{\partial x_1} = \frac{\partial f_{12}}{\partial x_1} = \frac{\partial f_{12}}{\partial x_1} = \frac{\partial f_{12}}{\partial x_1} = \frac{\partial f_{12}}{\partial x_1} = 0.
\]

\[
\frac{\partial f_{13}}{\partial x_1} = \frac{\partial f_{13}}{\partial x_1} = \frac{\partial f_{13}}{\partial x_1} = \frac{\partial f_{13}}{\partial x_1} = \frac{\partial f_{13}}{\partial x_1} = 0, \quad \frac{\partial f_{13}}{\partial x_1} = \frac{\partial f_{13}}{\partial x_1} = \frac{\partial f_{13}}{\partial x_1} = \frac{\partial f_{13}}{\partial x_1} = \frac{\partial f_{13}}{\partial x_1} = 0.
\]
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