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Abstract—This paper presents a vision-based approach for valid assessment of surface roughness in both micro-scale and nano-scale regions. To enable data comparisons, three sets of surface data in the micro and nano regions are acquired by using a CCD camera, a video-based optical microscope and a stylus instrument. Data filtering and analysis procedures are applied to the acquired data. Results for computation of roughness parameters by using vision data provide adequate values for assessment of surface roughness in the manner as similar as stylus based technique. No obvious changes in the computed roughness parameter values are resulted from the micro and nano regions. In the nano region, a cavity graphs technique provides distinguishable forms of graphs that tend to more gradual increase of the cavity percentage to denote the collection of the macro surface details. In addition, an auto correlation technique applied in the nano region succeeds to discriminate the surface irregularities relationship with respect to their periodicity and randomness. The overall acquired results indicate that vision systems are a valid source of data for reliable surface roughness evaluation in both micro/nano-scale regions. The results are very useful in achieving commercial 3D vision based micro-nano roughness measurement systems for industrial applications.
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I. INTRODUCTION

The commonly used method for surface roughness measurement in industrial applications is the direct method by using a measuring stylus [1]. Stylus techniques have great inherent limitations, such as the fragility of the instrument, the possible surface scratching, and the limited accuracy due to probe tip radius. In addition, stylus techniques are also used for acquiring 2D surface topography [2].

The development of non-contact based roughness measurement techniques for engineering surfaces has received considerable attentions. The non-contact based roughness measurement techniques aim to find alternative ways to permit rapid surface roughness measurements with accepted accuracy. One of the most promising non-contact based roughness measurement techniques is the computer vision technique [3]. However, practical surface roughness measurement based on computer vision technology is still difficult [4].


This paper presents a computer vision based methodology for surface roughness assessment in both micro/nano-scale regions. The obtained results may open a way to establish vision-based surface roughness measurement systems for both micro-scale and nano-scale regions.

II. ROUGHNESS MEASUREMENT

The most popular technique for roughness measurement is to use surface assessing parameters. The centre line average parameter Ra is frequently used and it is the most industrially recognized parameter. However, the parameter Ra is not capable alone to distinguish changes in surfaces [13]. Therefore, many other assessment parameters and methods were developed over the years to enable improved ways of surface roughness evaluation.

The common technique in computation of the surface assessing parameters is based on the computation of signal departure from mean. Acquired data arrays that represent the full evaluation length are usually divided into five sub-arrays of equal number of samples to enable better statistical analysis. These sub-arrays are referred to as the sampling length arrays.

Reference mean lines are commonly implemented in the computation of surface roughness parameters. The most common line used as a reference line is the Least Squares Mean Line in which the areas of the profile above and below this line are equal and the sum of the squares of the deviations of the profile from this line is minimized. Therefore, if F and f
present the filtered data array of the full evaluation length and the sampling length, respectively, and C presents the mean line, the departure data array G and sub-arrays gi from the mean line are computed by:

\[ G(n) = F(n) - C \]  

and

\[ g_i(m) = f_i(m) - C \]  

where \( n=1,2,3,\ldots,N \), \( i=1 \) to \( 5 \), and \( m=1,2,3,\ldots,N/5 \). \( N \) represents the total number of elements in the evaluation length array \( F \).

The different types of roughness assessment parameters used for achieving the goal of this work is illustrated in Table 1. In addition, two techniques based on the probability density and the autocorrelation functions are also used to assess the capacity in discrimination of the different types of surface irregularities in both micro-scale and nano-scale regions.

The probability density function PDF is one of the important analytical tools that can be utilised in surface topography assessment. The cavity graph can be obtained by application of the PDF. The graph characterises the metal-cavity volumetric relationship of the surface irregularities. The cavity graph (CG) can be obtained as follows:

\[ CG(t_i) = \sum_{s=1}^{t_i} \frac{1}{N} \times \text{Count} \{ F(n) \in s \} \]  

where \( t_i \) represents the interval array that has \( I \) number of elements, and \( I \) is calculated as:

\[ I = \frac{\text{max}(F(n)) - \text{min}(F(n))}{\text{Selected Amplitude Interval}} \]  

The ACF is particularly useful for looking at random surfaces because it indicates:

- How quickly the random signal or processes changes with respect to the time function;
- Whether the process has a periodic component.

The ACF can be obtained by the following:

\[ ACF(n) = \sum_{r=0}^{R-1} F(r)F(r+n) \]

Table 1. Adopted surface roughness parameters

<table>
<thead>
<tr>
<th>Parameter Name</th>
<th>Parameter Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Centre Line Average Parameter</td>
<td>( R_a = \frac{1}{N} \sum_{n=1}^{N}</td>
</tr>
<tr>
<td>Root Mean Square Parameter</td>
<td>( R_q = \sqrt{\frac{1}{N} \sum_{n=1}^{N} G^2(n)} )</td>
</tr>
<tr>
<td>Maximum Peak to Valley Set of Parameters</td>
<td>( R_{\text{pmax}}(i) = \max_{n=1,2,3,\ldots,N/5} (g_i(m) - C - g_i(m)) )</td>
</tr>
<tr>
<td>Maximum Valley Set of Parameters</td>
<td>( R_{\text{vmax}}(i) = \max_{n=1,2,3,\ldots,N/5} (C - g_i(m)) )</td>
</tr>
<tr>
<td>Skewness Parameter</td>
<td>( R_{sk} = \frac{1}{R_q} \times \frac{1}{N} \sum_{n=1}^{N} G^3(n) )</td>
</tr>
<tr>
<td>Kurtosis Parameter</td>
<td>( R_{ku} = \frac{1}{R_q} \times \frac{1}{N} \sum_{n=1}^{N} G^4(n) )</td>
</tr>
<tr>
<td>RMS-Slope Hybrid Parameter</td>
<td>( R_{\Delta_{q}} = \sqrt{\frac{1}{N} \sum_{n=1}^{N} (\theta(n) - \bar{\theta})^2} ) where ( \bar{\theta} = \frac{1}{N} \sum_{n=1}^{N} \theta(n) ) and ( \theta = \frac{G(n) - G(n+1)}{\text{Sampling Rate}} )</td>
</tr>
</tbody>
</table>

III. SYSTEM SETUP

As shown in Fig. 1, a Surtronic 3P stylus-based surface roughness measuring machine manufactured by Taylor Hobson (UK) is used. In order to enable further analysis of surface profiles, the Surtronic 3P instrument is successfully interfaced to a PC by using a National Instrument PCI-6013 data acquisition card.

A Pulnix TM 300 monochrome CCD camera equipped with a 25 mm 1:1.4 F Cosmicar television lens is used to enable image data acquisition in the micro-scale region. The camera is interfaced to a PC by using a Data Translation frame grabber (Type DT-3152). This frame grabber enables the interfacing of multiple cameras. The images are digitized in a resolution of (768×576) pixels with 256 available grey levels. A resolution of 12.5 micrometers per pixel is achieved by using the vision system. To enable the roughness assessment in the nano-scale...
region, a video optical microscope system is used as part of the employed hardware. A second Pulnix TM-300 monochrome CCD camera is interfaced to the frame grabber card. A resolution of 400 nanometre per pixel is achieved by using the experimental setup. Fig. 1 shows the employed equipment setup.

![Figure 1. Equipment setup](image)

IV. IMAGE DATA IMPLEMENTATION

In general, a continuous image scene could be approximated by equally spaced samples arranged in the form of a two dimensional array \( a(x, y) \). The term image is therefore refers to a 2D light-intensity function, denoted by \( a(x, y) \), where the value for the amplitude of \( a \) at spatial coordinates \( (x, y) \) gives the intensity (brightness) of the image at that coordinate:

\[
a(x, y) = z
\]

where \( z \) is the light irradiance intensity and is within the range \( 0 \leq z \leq Z-1 \). The interval \( \{0, Z-1\} \) is called the grey scale that includes a set of numbers of discrete grey levels.

The basic nature of the image data could be characterized by the incident light on the object and the surface profile. To eliminate the influence of variation in lighting, ambient light is used in the experimental work of the micro-scale vision data. It is assumed here that ambient light presents a uniform lighting that intercepts the object surface from all valid angles; surface irradiance is therefore assumed to be a characteristic of the surface topography:

\[
F(n) \propto a(n)
\]

where \( F(n) \) represents the surface height of topography data array and \( a(n) \) represents the corresponding vision-based line scan image data array.

For the nano-scale vision data, since the use of optical lighting is essential to acquire the surface data, a dedicated smoothing technique based on a moving window filter is applied to the nano-scale data in order to reduce the lighting variation:

\[
a(x, y) = a(x, y) - \frac{1}{K} \times \frac{1}{L} \sum_{l=y-L/2}^{y+L-1} \sum_{k=x-K/2}^{x+K-1} a(l, k)
\]

where \( L \) and \( K \) are the window sizes of the filter, and they are selected to have an identical value of 80 pixels.

The adopted model to interpret the vision data implies that the normalized values of pixel intensities within the image have a linear compatibility relationship with the normalized values of the surface height topography. The discrete values of the grey scale \( z \) are therefore assumed to be equally spaced between 0 and 1 to comply with the surface height topography of the object.

In order to enable valid roughness measurements, the grey scale \( z \) of the image data is therefore normalized to cover the resulting range of the surface profile:

\[
\lambda \frac{\gamma}{\max} a(n) = \lambda a_{\text{Norm}}(n)
\]

where \( \lambda \) represents the ratio of the obtained \( R_a \) value of the vision data to the real \( R_a \) value of the specimen profile.

V. EXPERIMENTAL RESULTS AND DISCUSSION

In this work, four sets of excellent surface finish specimens are used in the investigation. Each set includes two specimens of different roughness. These specimens are prepared by using four types of common techniques of machining, namely turning, reaming, grinding, and lapping; hence, each set of specimens has its distinct surface appearance. Fig. 2 and Fig. 3 illustrate the resulting 3D representation of the surface topography acquired from captured images, where the micro-scale views are \( 1.25 \times 1.25 \) mm\(^2\) and the nano-scale views are \( 40 \times 40 \mu m\). It is obvious from these figures that the micro-region images possess less height information with respect to the surface irregularities because the employed specimens have highly finished surfaces. However, in the case of the nano-scale regions, the acquired 3D surface representations ensure that the image data inherit vital information of the surface topography.

The specimens are preliminarily assessed by using the built-in module of the stylus instrument employed. Table 2 lists the obtained average \( R_a \) values together with the percentage ratio of the Standard Deviation to the mean value of the measured \( R_a \) values. Results of acquired \( R_a \) values demonstrate the high quality of the specimen’s surface finish.
Three different sets of surface data namely stylus-based, vision-based within the micro-scale, and vision-based in the nano-scale data are used in the experimental work. The three sets of data are obtained from each of the eight specimens used in the investigation.

Computational results of the adopted surface roughness parameters are given in Fig. 4. These results indicate that the provided values of the $R_{q}$, $R_{sk}$, $R_{vk}$, $R_{pm}$, and the $R_{sk}$ for both micro-scale and nano-scale vision data are very close to the corresponding values obtained by the stylus technique. This guarantees the validity of the proposed technique for acquiring the stated parameters. These parameters also indicate that there is no obvious change in the obtained parameters values for micro/nano-scale surface topography of the examined specimens. For the $R_{t}$ parameter, a noticeable difference in the obtained values can be observed. This is because the $R_{t}$ parameter can be affected by local maximum peak or local maximum valley. Thus, this makes this parameter very sensitive to singular change in the surface profile data. It is also worthy to be noted that in some of the trials, the $R_{sk}$ parameter provides values with different signs in comparison to the stylus-based values. This indicates that vision data cannot guarantee to provide comparable values of this parameter with stylus based values, since the definition of this parameter involves a third-order model and it represents sensitivity to minor changes in the magnitude of local elements.

Results on computation of the roughness parameters also indicates that the obtained values of each specimen set are suited to discriminate between the two specimens of each set, in a similar manner as the stylus based surface evaluation technique. This enables the computer vision technique to be used in evaluation of surface roughness for computing surface roughness parameters in micro/nano-scale regions.
proposed technique succeeds to acquire the fine surface features, such as macro-pits and macro surface irregularities.

Comparisons of the obtained cavity graphs for each specimen set show a well distinguishable profile shape of the resulting graphs, and thus it demonstrates the effectiveness of the method in the discrimination of the surface topography in both micro-scale and nano-scale regions. However, the method does not provide single numerical values to enable straight comparisons and judgments on the quality of the surface. Therefore, valid numerical descriptors obtained from this technique will enable the technique to be extensively applied in industries. In addition, the cavity graph technique does not offer assessment of the surface topography with reference to the periodicity and randomness of its irregularities. The technique of auto correlation can establish a complementary technique to overcome this limitation. Results on applying the auto correlation technique are given in Fig. 6 for the four sets of specimens.

Results on computation of cavity graphs are shown in Fig. 5. The results indicate that the specimens irregularities obtained from the nano-scale data have different forms of profile in comparison with those acquired from the micro scale data. The nano-scale based graphs gradually increase more than the micro-scale obtained graphs. This indicates that monitoring of specimens surfaces in the nano-scale region by using the
VI. CONCLUSIONS

This paper presents a vision-based approach for surface roughness assessment in micro and nano-scale regions. The proposed approach provides satisfactory results. Surface roughness parameters are obtained with adequate accuracy in comparison with the stylus based parameters. However, certain identified roughness parameters provide more accurate results than others since the definition of these parameters involves less sensitive models to local magnitude changes. The obtained values of the surface roughness parameters provide valid distinct values among the different specimens in a similar manner to the stylus based technique. No obvious change in the obtained roughness parameter values is resulted from the micro/nano regions of data in the proposed method. The adopted technique of cavity graphs succeeds to clearly provide distinguishable graph profiles with respect to the metal-cavity relationship for micro/nano-scale regions. It is found that the resulting graph shapes of the nano-scale region data incline to change more gradually. This denotes the capability of the technique for collecting the macro surface details that are invisible in micro-scale data.

The technique of auto correlation also demonstrates the great capacity in providing vital information with respect to the periodicity and randomness of the surface texture features in nano-scale data. The overall results guarantee the validity of vision data to enable surface roughness assessment. Therefore, the proposed method supports further development of the techniques for extensive applications in industries.
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