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Abstract—A nonlinear $M$-estimation approach is proposed to solve the multiuser detection problem in asynchronous code-division multiple-access (CDMA) systems where the ambient noise is impulsive and the delays are not known. We treat the unknown delays as nuisance parameters and the transmitted symbols as parameters of interest. We also analyze the asymptotic performance of the proposed estimator and propose suboptimal but computationally efficient procedures for solving the nonlinear optimization function. Simulation results show considerable improvements over the conventional approaches.
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I. INTRODUCTION

MULTIPLE-ACCESS techniques have been studied extensively over the last decade due to their improved system capacity over single access techniques in nonorthogonal signalling schemes. By exploiting the special structure of the system, the effects of both multiple-access interference (MAI) and ambient noise can be significantly mitigated, bringing the achievable performance bound close to that of the single access case.

In the context of up-link code-division-multiple-access (CDMA) multiuser detection, signal processing techniques have been limited mainly to the synchronous case [6], [21], [25], [28], [35]. The real issue here is that as the chip duration in later CDMA specifications is shortened [12], one can no longer ignore the asynchronous nature of the different users' received signals. The general asynchronous case is a very difficult problem and so attempts to solve subproblems have been made under certain assumptions, e.g., 1) the delays are assumed to be perfectly known [14], or at least chip synchronous [16], [34] and 2) the focus is to estimate the delays rather than signal detection, which is the ultimate goal [19], [20], [24]. Other suboptimum alternatives to the exponentially complex sequence maximum-likelihood (ML) estimator, which tackles the computational complexity issue, were presented in [8], [9], and [32].

Another limitation of many multiple-access techniques is the assumption of additive white Gaussian noise (AWGN). Practical measurements have indicated that in many cases both man-made and natural noise appear to be impulsive [1], [17], [18]. Non-Gaussian ambient noise is a major impairment to signal processing techniques that are based on a Gaussian assumption [29], [35]. Very little effort has been made in solving the problem of asynchronous multiuser detection in non-Gaussian noise. Recently, an approach based on robust statistics was formulated to tackle the non-Gaussian problem, and the method was extended to the asynchronous case, but the delays were assumed to be known a priori [29]. One can argue that a simple approach would be to first estimate the delays using standard techniques, for example [24], followed by robust demodulation of the received signal. However, there are two issues associated with this approach, namely, the requirement of very high signal-to-noise ratio (SNR) and a sufficiently large sample size, and the high sensitivity of the performance measures with respect to a model mis-specification. For practical sample sizes and low to moderate SNRs, as will be shown later, this approach may suffer from considerable performance loss.

We propose a nonlinear $M$-estimation approach to perform asynchronous CDMA multiuser detection in non-Gaussian impulsive noise. It can be shown that our approach is more general than the separable nonlinear least-squares method [15], and it allows for contamination in the noise density function. Notably, for the aforementioned multiuser detection problem, special computational procedures are proposed to solve the nonlinear $M$-estimation equations and very general asymptotic results are obtained.

The paper is organized as follows. In Section II, we present the signal model for asynchronous CDMA. Upon showing that the detection problem is a special nonlinear regression problem where the nuisance parameters lie in the design matrix, we formulate the optimization function under the framework of robust statistics in Section III. We then propose some modifications to the iteratively reweighted least-squares (IRLS) algorithm suggested in the robust statistics literature. In Section IV, we present some analysis of the estimators. Simulation results are given in Section V to illustrate the robustness and near–far resistance of the proposed approach. Section VI concludes the paper.
II. SIGNAL MODEL

Consider a CDMA system with $K$ users transmitting simultaneously. The received signal is the sum of the delayed versions of the transmitted signals and the channel noise

$$ r(t) = \sum_{k=1}^{K} \sum_{l=0}^{\infty} A_k b_k(l) s_k(t - lT - d_k) + n(t) $$

where $d_k$ presents the delay of the $k$th user with respect to the timing reference of the base station, $b_k(l)$ denotes the $l$th information bit, $A_k$ denotes the amplitude of user $k$, and

$$ s_k(t) = \sum_{j=0}^{M-1} c_j^k \beta(t - jT_c) $$

is the normalized signaling waveform, where $\{c_j^k \in \{+1, -1\}\}^{M-1}$ is an $M$-psuedorandom sequence, $T = MT_c$ is the period of the spreading sequence, $T_c$ is the chip duration, and $\beta(t)$ is the pulse shaping filter impulse response. Without loss of generality, the following are assumed:

- $\beta(t)$ is approximately rectangular and confined within the chip duration;
- the maximum delay is less than the symbol duration, i.e., $\max d_k < T$.

The received signal is chip-matched filtered and sampled, which produces the following output at the $j$th chip and $i$th symbol:

$$ r_j(i) = \int_{iT+\frac{1}{2}T_c}^{iT+jT_c} r(t) \beta(t - iT - jT_c) dt = \sum_{k=1}^{K} r_j^k(i) + n_j(i) $$

where $n_j(i) = \int_{iT+\frac{1}{2}T_c}^{iT+jT_c} \beta(t - iT - jT_c) n(t) dt$ is the noise samples that follow the two-term Gaussian mixture that is usually used to characterize impulse noise [29]

$$ f(x) = (1 - \varepsilon) f_G(x; \nu^2) + \varepsilon f_G(x; \nu_k^2). $$

In (4), $\varepsilon$ represents the amount of contamination, $\nu^2$ is the variance of the Gaussian background noise, and $\nu_k$ represents the relative strength of the impulse component. Note that this noise distribution is unknown. The contribution of the $k$th user in (3) is

$$ q_j^k(i) = \int_{iT+\frac{1}{2}T_c}^{iT+jT_c} A_k b_k(l) c_j^k \times \beta(t - lT - jT_c - d_k) \beta(t - lT - jT_c) dt $$

Denote

$$ p_k = \left[ \frac{d_k}{T_c} \right], \quad \eta_k = \frac{d_k}{T_c} - p_k $$

and the signature of the $k$th user $s_k = (1/\sqrt{M}) [c_0^k, \ldots, c_{M-1}^k]^T = [s_0^k, \ldots, s_{M-1}^k]^T$. By making use of the assumption on $\beta(t)$, it can be shown from Fig. 1 that the evaluation of (5) is, loosely speaking, proportional to the area under the signal waveform of the $k$th user during the $j$th chip-matched filtering duration. This is dependent of the relative timing between the arrival of the signal of the $k$th user and the base station as follows.

- **Case 1**: When $j < p_k$, only the signal waveform of the previous symbol $b_k(i - 1)$ is present.

$$ q_j^k(i) = \eta_k A_k b_k(i - 1) s_k^k + (1 - \eta_k) A_k b_k(i - 1) s_{M-p_k+j+1}^k. $$

- **Case 2**: When $p_k < j < p_k + 1$, the transition from $b_k(i - 1)$ to $b_k(i)$ is occurring.

$$ q_j^k(i) = \eta_k A_k b_k(i - 1) s_k^k + (1 - \eta_k) A_k b_k(i) s_{j-p_k}^k. $$

- **Case 3**: When $p_k + 1 \leq j$, only the signal waveform of the current symbol $b_k(i)$ is present.

$$ q_j^k(i) = \eta_k A_k b_k(i) s_{j-p_k}^k + (1 - \eta_k) A_k b_k(i) s_{j-p_k}^k. $$

Note that extensions to root-raised cosine pulses can be readily made with more mathematical complication provided the integral in (5) can be evaluated as a function of $d_k$. Denote $q_j^k(i) = [q_j^k(i), \ldots, q_{M-j}^k(i)]^T$ the contribution of user $k$ during the chip-matched filtering of the bit $i$ as seen by the base station. Equations (7), (8), and (9) suggest the following representation:

$$ q_j^k(i) = \mathbf{h}_k^p A_k b_k(i) + \mathbf{h}_p^k A_k b_k(i) $$

where $\mathbf{h}_k^p$ denotes the coefficient vector due to previous information bit, and $\mathbf{h}_p^k$ denotes the coefficient vector due to current information bit and they are defined as follows [29]:

$$ \begin{bmatrix} \mathbf{h}_k^p \\ \mathbf{h}_p^k \end{bmatrix} = \eta_k \begin{bmatrix} \mathbf{0}_{p_k+1} \\ \mathbf{s}_k \\ \mathbf{s}_{M-p_k-1} \end{bmatrix} + (1 - \eta_k) \begin{bmatrix} \mathbf{0}_{p_k} \\ \mathbf{s}_k \\ \mathbf{0}_{M-p_k} \end{bmatrix}. $$

![Fig. 1. Illustration of three cases in asynchronous CDMA detection.](image-url)
where \( \mathbf{0}_m \) denotes an \( m \)-size zero vector. From (3), we define the output vector for the \( i \)-th bit as \( \mathbf{r}(i) = [r_0(i), \ldots, r_{M-1}(i)]^T \).

It then follows that

\[
\mathbf{r}(i) = [\mathbf{H}_p \quad \mathbf{H}_c] \begin{bmatrix} \mathbf{A}b(i-1) \\ \mathbf{A}b(i) \end{bmatrix} + \mathbf{n}(i) \quad (12)
\]

where \( \mathbf{H}_p = [h_{1p}^T, h_{2p}^T, \ldots, h_{Kp}^T]^T, \mathbf{H}_c = [h_{1c}^T, h_{2c}^T, \ldots, h_{Kc}^T]^T \), and \( \mathbf{A} = \text{diag}(A_1, \ldots, A_K) \), which is unknown. To maximize the information about the transmitted bits, it is appropriate to collect samples over \( m \) consecutive bits. Denote \( y = [\mathbf{r}(i)^T, \mathbf{r}(i+1)^T, \ldots, \mathbf{r}(i + m - 1)^T]^T, \theta = \mathbf{A}b_m(i), \mathbf{A} = \mathbf{I}_{m+1} \otimes \mathbf{A} \) is a \((K(m+1) \times K(m+1))\) diagonal matrix, \( \otimes \) denotes the Kronecker product. \( \mathbf{b}(i) = [b(i), \ldots, b_K(i)]^T, \mathbf{b}_m(i) = [b(i-1)^T, b(i)^T, \ldots, b(i+m-1)^T]^T, \mathbf{x} = [\mathbf{n}(i), \ldots, \mathbf{n}(i+m-1)]^T, \) and

\[
\mathbf{H}(d) = \begin{bmatrix} \mathbf{H}_p & \mathbf{H}_c & \cdots & \cdots & 0 \\ 0 & \mathbf{H}_p & \mathbf{H}_c & \cdots & \cdots \\ \vdots & \vdots & \ddots & \ddots & \vdots \\ 0 & \cdots & \cdots & \mathbf{H}_p & \mathbf{H}_c \end{bmatrix} \quad (13)
\]

where \( \mathbf{d} = [d_1, d_2, \ldots, d_K]^T \) is the vector of delays. The value of \( m \) must satisfy \( m \geq \lceil(K/M - K) + 1 \) so that \( \mathbf{H}(d) \) will have full column rank [29]. In this paper, we select \( m \) to be the smallest integer that satisfies this criterion as to minimise the size of \( \mathbf{H}(d) \). Hence, we obtain the signal model

\[
y = \mathbf{H}(d)\theta + \mathbf{x}. \quad (14)
\]

Given an estimate \( \hat{\theta} \) of \( \theta \), the estimate of the \( i \)-th transmitted bits is

\[
\hat{b}_n = \text{sign}(\hat{\theta}[K + 1 : 2K]). \quad (15)
\]

For notational convenience, introduce \( N = mM, P = (m+1)K \) and rewrite (14) as

\[
y_n = \mathbf{h}_n^T(d)\theta + x_n, \quad n = 1, \ldots, N \quad (16)
\]

where \( d \in \mathbb{R}^K, \theta \in \mathbb{R}^P, \mathbf{h}_n^T(d) \) is the \( n \)-th row of \( \mathbf{H}(d) \), and \( x, i = 1, \ldots, N \) also follow the Gaussian mixture (4).

III. MULTIUSER DETECTION TECHNIQUES

A. Exhaustive Search

Since the noise density is unknown in the model (16), the maximum-likelihood (ML) solution is not available. A common approach to estimating \( \theta \) is to carry out an exhaustive search all over the parameter space of the quadratic cost function

\[
(\hat{\theta}, \hat{d}) = \arg \min_{\theta \in \mathbb{R}^K} \sum_{n=1}^{N} (y_n - \mathbf{h}_n^T(d)\theta)^2 \quad (17)
\]

where \( \theta_p \) and \( \mathcal{A}_p \) denote the \( p \)-th elements of \( \theta \) and \( \mathcal{A} \), respectively. There are several drawbacks to this approach that make it impractical: the prohibitive computational complexity of exponential order, lack of robustness in impulsive noise, and the strict assumption of perfect knowledge of the users’ received signal amplitudes [24].

B. Simple Methods

Another common approach is to separate delay estimation from the signal detection problem. Typically, the preliminary estimates of the delays, denoted by \( \mathbf{d}^{(0)} \) are then obtained from, for example, MUSIC based on the sample covariance matrix [24]. Estimates of the transmitted bits are obtained by replacing the unknown design matrix \( \mathbf{H}(d) \) with its estimate \( \hat{\mathbf{H}}(\mathbf{d}^{(0)}) \) and performing either linear detection, such as least-squares (LS) or minimum mean-square error (MMSE) techniques, or robust detection, which is described next. Even though this simplifies the estimation procedure, the performance of the estimator of \( \theta \) depends largely on the accuracy of the initial estimate \( \hat{\theta}^{(0)} \). Standard delay estimation techniques often assume sufficiently high SNR and a very large sample size, over which the sample covariance matrix is measured. In conditions such as low to moderate SNRs, time-varying delays, and especially in impulsive noise, the estimates from these techniques are poor. The critical issue then is the sensitivity of the final estimate of \( \theta \) with respect to the error of the design matrix that makes performance measures such as mean-squared error (MSE) or bit error rate (BER) worse. It is sensible then to consider joint estimation and detection under a robust framework to account for non-Gaussian noise. This motivates the approach described next.

C. Nonlinear M-Estimation

In robust statistics, instead of using the quadratic function as in (17), a less rapidly increasing penalty function \( \rho(x) \) is used to down-weight outliers. With no nuisance parameters, i.e., when \( \mathbf{d} \) is known, \( \mathbf{h}_n(d) = \mathbf{h}_n \), and the linear \( M \)-estimates are found by minimizing the following cost function [7]:

\[
\hat{\theta} = \arg \min_{\theta \in \mathbb{R}^P} \sum_{n=1}^{N} \rho(y_n - \mathbf{h}_n^T\theta) \quad (18)
\]

or, equivalently, by solving for \( \theta \) the equation

\[
\sum_{n=1}^{N} \mathbf{h}_n \psi(y_n - \mathbf{h}_n^T\theta) = 0 \quad (19)
\]

where \( \psi(x) = \frac{\partial \rho(x)}{\partial x} \) is the location score function, which is generally odd symmetric, bounded and linear near the origin. The choice of \( \psi(x) \) depends on the nature of the robust solution [see (4) for a comprehensive list]. In this paper, we use Huber’s minimax penalty function due to its simplicity and robustness. It is described by

\[
\rho(x) = \begin{cases} \frac{x^2}{2\nu^2}, & \text{for } |x| \leq k\nu^2 \\ \frac{k\nu^2}{2}, & \text{for } |x| > k\nu^2 \end{cases} \quad (20)
\]

and its score function is given by

\[
\psi(x) = \begin{cases} \frac{x}{\nu^2}, & \text{for } |x| \leq k\nu^2 \\ \frac{k\nu^2}{|x|}, & \text{for } |x| > k\nu^2 \end{cases} \quad (21)
\]

where \( k \) is dependent on \( \epsilon \) and \( \nu \) via

\[
\frac{\Psi(k\nu)}{k\nu} \Phi(k\nu) = \frac{\epsilon}{2(1-\epsilon)} \quad (22)
\]

in which \( \Psi(x) = (1/\sqrt{2\pi})e^{-x^2/2}, \Phi(x) = (1/\sqrt{2\pi}) \int_{-\infty}^{x} e^{-t^2/2} dt \) [7], [29]. \( \epsilon \) and \( \nu \) are defined in (4). As \( \epsilon \) is not known, it is possible in practice to use an approximate
version of the minimax as shown in [29, p. 298] for the value of \( k_H \) or nonparametric techniques [10, Ch. 5] to obtain ancillary estimates of the minimax parameters. Hereinafter, we assume that the minimax detector is fully specified.

To allow for nuisance parameters, we reformat the non-linear optimization problem as follows:

\[
(\hat{\theta}, \hat{d}) = \arg \min_{\theta \in \mathbb{R}^K} \min_{d \in \mathbb{R}^K} \sum_{n=1}^{N} \rho(y_n - h_n^T(d)\theta)
\]

\[
= \arg \min_{\theta \in \mathbb{R}^K} \min_{d \in \mathbb{R}^K} C(\theta, d)
\]

(23)

where \( C(\theta, d) \) will be referred to as the minimax cost function. We have also relaxed \( \theta \) in (23) for computational convenience in finding a suboptimal but robust solution. However, as the transmitted bits are estimated as in (15), this relaxation does not have any misleading effect on the final results. Continuing, we make the following assumptions:

**Assumption 1:** The delays \( d_k, k = 1, \ldots, K \), must not fall on multiples of the chip durations, i.e., \( 0 < \eta_k < \sqrt{v_k} \).

**Assumption 2:** The delays \( d_k, k = 1, \ldots, K \), are known up to \( p_k \), i.e., the integer part, through some preliminary estimation procedure.

Assumption 1 avoids the technical difficulty and should not affect the results derived later. The delays can be as close as possible to any multiples of the chip durations. With Assumption 1, the first and second derivatives of the cost function can be evaluated, which will be useful for the asymptotic analysis presented subsequently. This assumption is reasonable, if we assume that the delays are uniformly distributed in \([0, T]\). With Assumption 2, we implicitly assume that an initial estimate \( \hat{d}^0 \) is available from the acquisition phase as in the simple method. The difference here is that we use this initial estimate for joint parameter estimation and signal detection under a nonlinear M-estimation framework. Assumption 2 also means that we only need to update the fractional parts of \( \hat{d} \). This assumption is reasonable given the availability of standard delay estimation techniques, such as the MUSIC method presented in [24]. The motivations for joint parameter estimation and signal detection here are the scenarios of low to moderate SNRs, possibly fast time-varying delays, and non-Gaussian noise, which can significantly affect performance measures such as BER or MSE. These will be evident subsequently in the simulations results.

Denote \( S = \{ \varphi \in \mathbb{R}^K : [d_k] < \varphi_k < [d_k] + T \varphi, \ k = 1, \ldots, K \} \) a subset of the \( K \)-dimensional Euclidean space over which the vector of the delays is assumed to exist. With the above assumptions, we find the estimates from the equivalent optimization problem

\[
(\hat{\theta}, \hat{d}) = \arg \min_{\theta \in S} \min_{d \in S} \sum_{n=1}^{N} \rho(y_n - h_n^T(d)\theta).
\]

(24)

When the penalty function \( \rho(x) \) is not quadratic, which is the case here, (24) can be solved numerically. A number of non-linear programming techniques are found in, for example, [13]. For fast convergence, we propose to use the IRLS algorithm. Briefly speaking, this algorithm sequences through a number of iterations at which the weights of a weighted least squares problem are updated according to the current values of the residuals. (For a historical perspective of the IRLS algorithm, please see [3].) Many variations of the IRLS algorithm exist with different updating schemes for the weights and the unknown parameters. In the signal processing context, the IRLS algorithm has been successfully applied in \( l_p \) norm optimization applications [2], [11]. As the optimization (24) is not a \( l_p \) norm problem, we will use the scheme frequently employed in robust statistics [7, Ch. 7], [23]. Under this scheme, the weights depend on the residuals and the score function (21) in such a way that the weighted least-squares cost function is the “best” approximation to the minimax cost function (23). Though (24) is strictly speaking, a constrained optimization problem, it is of common practice to try the unconstrained solution first and only modify the search procedure if some constraints are violated. Thus, we shall describe the unconstrained IRLS algorithm then discuss the necessary modification when the constraint violation is found. However, we first need the following assumption before going into details of the IRLS algorithm.

**Assumption 3:** The solution \((\hat{\theta}, \hat{d})\) to (24) exists and is the globally optimum solution of (23).

1) **Unconstrained IRLS Procedure:** Denote \( \hat{\theta}^{(i-1)} \) and \( \hat{d}^{(i-1)} \) the estimates at iteration \( i - 1 \). The parameter updates of the IRLS algorithm at iteration \( i \) are generally given by

\[
(\hat{\theta}^{(i)}, \hat{d}^{(i)}) = (\hat{\theta}^{(i-1)} + \tau^{(i)}, \hat{d}^{(i-1)} + \delta^{(i)})
\]

(25)

\[
(\tau^{(i)}, \delta^{(i)}) = \arg \min_{\tau \in D} \min_{\delta \in D} C^{(i)}(\hat{\theta}^{(i-1)} + \tau, \hat{d}^{(i-1)} + \delta)
\]

(26)

where the search directions are found from minimizing an approximate local cost function about the point \((\hat{\theta}^{(i-1)}, \hat{d}^{(i-1)})\)

\[
(\tau^{(i)}, \delta^{(i)}) = \arg \min_{\tau \in D} \min_{\delta \in D} C^{(i)}(\hat{\theta}^{(i-1)} + \tau, \hat{d}^{(i-1)} + \delta)
\]

(27)

where the set \( D = \{ \xi \in \mathbb{R}^K : 0 < \xi_k < \sqrt{T}, k = 1, 2, \ldots, K \} \), and the approximate local cost function is a quadratic function that has the same gradient as the minimax cost function at the point \((\hat{\theta}^{(i-1)}, \hat{d}^{(i-1)})\). For notational convenience, we denote the weights at the \( i \)th iteration by

\[
u(z_n^{(i)}) \equiv \psi(n_z^{(i-1)}) / z_n^{(i-1)}, \quad n = 1, \ldots, N.
\]

(30)

**Definition 1:** Define the \( i \)th local model by a first-order approximation

\[
h_n(\hat{d}^{(i-1)} + \delta) \approx h_n(\hat{d}^{(i-1)}) + G_n(\hat{d}^{(i-1)})\delta,
\]

(31)
where
\[ G_n(\hat{d}^{(i-1)}) = \frac{\partial h_n(\hat{d}^{(i-1)})}{\partial \hat{d}}. \] (32)

Note that due to the definition of \( h_n^f, h_n^b \) as in (11), \( h_n(\hat{d}) \) is linear with respect to \( \eta \) where \( \eta \) is the vector of the fractional parts of \( \hat{d} \) as defined in (6). Hence, \( G_n(\hat{d}) \) is fixed for \( \hat{d} \in S \).

With the linearization above, we can rewrite the approximate local cost function as
\[
\tilde{C}^{(i-1)}(\tau, \delta) = \sum_{n=1}^{N} w \left( z_n^{(i-1)} \right) \left( y_n - \left( h_n^T(\hat{d}^{(i-1)}) \right)^T \left( \hat{d}^{(i-1)} - \tau \right) \right)^2 
+ \left( G_n(\hat{d}^{(i-1)}) \delta \right)^T (\delta^{(i-1)} + \tau). \] (33)

To simplify the notation, denote
\[
h_n^{(i-1)} = h_n(\hat{d}^{(i-1)}) \] (34)
\[
G_n^{(i-1)} = G_n(\hat{d}^{(i-1)}) \] (35)
\[
H^{(i-1)} = H(\hat{d}^{(i-1)}) \] (36)
\[
z^{(i-1)} = \left[ z_1^{(i-1)}, z_2^{(i-1)}, \ldots, z_N^{(i-1)} \right]^T \] (37)
\[
W^{(i-1)} = \text{diag} \left( w \left( z_1^{(i-1)} \right), w \left( z_2^{(i-1)} \right), \ldots, w \left( z_N^{(i-1)} \right) \right). \] (38)

The approximate local cost function can be then written as
\[
\tilde{C}^{(i-1)}(\tau, \delta) \approx \sum_{n=1}^{N} w(z_n^{(i-1)}) \left( y_n - h_n^{T(i-1)} \theta^{(i-1)} - h_n^{T(i-1)} \tau \right)^2 + \sum_{n=1}^{N} w(z_n^{(i-1)}) \left( \delta^{(i-1)} - h_n^{T(i-1)} G_n^{(i-1)} \delta \right)^2 \] (39)
\[
\approx \sum_{n=1}^{N} w(z_n^{(i-1)}) \left( z_n^{(i-1)} - h_n^{T(i-1)} \theta^{(i-1)} \right)^2 + \sum_{n=1}^{N} w(z_n^{(i-1)}) \left( \delta^{(i-1)} - h_n^{T(i-1)} G_n^{(i-1)} \delta \right)^2 \] (40)

where we have ignored the term \( \tau^{T(i-1)} G_n^{(i-1)} \delta \) as \( \tau \) and \( \delta \) are assumed to be small. Now, introduce
\[
P^{(i-1)} = \begin{bmatrix} \theta^{T(i-1)} G_1^{(i-1)} \\ \theta^{T(i-1)} G_2^{(i-1)} \\ \vdots \\ \theta^{T(i-1)} G_N^{(i-1)} \end{bmatrix} \] (41)
and to further simplify the notation, we shall drop the superscript \( (i-1) \) where applicable. The approximate cost function at iteration \( i \) can be expressed in a more compact form
\[
\tilde{C}(\tau, \delta) \approx (z - H \tau - P \delta)^T W(z - H \tau - P \delta). \] (42)

It is then straightforward to show that if we assume \( D = [H P] \) is of full column rank, then the solution of (42) is found at
\[
\begin{bmatrix} \tau \\ \delta \end{bmatrix} = \left( D^T W D \right)^{-1} D^T W z \] (43)
or, equivalently, by using the matrix inversion lemma
\[
\delta = \left( P^T W - P^T W H (H^T W H)^{-1} H^T W P \right)^{-1} \] (44)
\[
\times \left( P^T W - P^T W H (H^T W H)^{-1} H^T W P \right) z, \] (45)
\[
\tau = \left( H^T W H - H^T W P (P^T W P)^{-1} P^T W H \right)^{-1} \] (46)
\[
\times \left( H^T W H - H^T W P (P^T W P)^{-1} P^T W H \right) z. \] (47)

To further simplify (44) and (45), we start from the assumption that the diagonal elements of \( W \) are nonnegative because of the monotonic nature of the score function so that it is possible to introduce
\[
V = W^{1/2}. \] (48)

Furthermore, denote
\[
\hat{P} = VP \] (49)
\[
\hat{H} = VH \] (50)
so that
\[
P^{(i-1)} = \hat{P} V \] (51)
\[
\delta = \left( \hat{P} V \right)^{-1} \hat{P} V z \] (52)
\[
\tau = \left( \hat{H} V \right)^{-1} \hat{H} V z. \] (53)

We have the following result regarding the convergence behaviour of the extended IRLS algorithm.

**Proposition 1:** With the extended IRLS update scheme as described above and the fact that \( \psi(x)/x \) is monotonically decreasing for \( x > 0 \), the minimax cost function decreases at a rate that
\[
C(\theta^{(i-1)}, \delta^{(i-1)}) - C(\theta^{(i)}, \delta^{(i)}) \geq \frac{1}{2} z^{(i-1)^T} W^{(i-1)} D^{(i-1)} \left( D^{T(i-1)} W^{(i-1)} D^{(i-1)} \right)^{-1} \] (54)
\[
	imes D^{T(i-1)} W^{(i-1)} z^{(i-1)}. \] (55)

The proof of this result can be found in Appendix A.

2) **Practical Considerations:** In the preceding derivations, we have made relaxation when solving partially constrained optimization problem (24) because of Assumptions 1, 2, and 3. Even though it may happen in practice that during the convergence to the global solution, the searching path may fall outside the constrained set \( S \). In practice, one should always try an unconstrained IRLS procedure. However, if one or more constraints are violated, necessary modifications are needed to remedy this problem and ensure that the global cost function is always decreased. In what follows, we follow standard nonlinear programming techniques [13] to derive a procedure for doing so.
Definition 2: Define the active set \( Q_a(d) \) and its complementary (inactive) set \( Q_i(d) \) as follows:

\[
Q_a(d) = \{ k : d_k = d_k + e_0 \} \\
Q_i(d) = \{ k : d_k + e < d_k < d_k + T_c - e \}
\]

where \( e \) is arbitrarily small, i.e., \( 0 < e / T_c \ll 1 \).

The active set refers to the delay estimates that are deemed to be on the boundary whilst the inactive set refers to the delay estimates that are well within the constraints, i.e., \( d \in S \), which can be practically rewritten as follows:

\[
c(\theta, d) = \begin{bmatrix} 1_{K \times K} & -d \end{bmatrix} d - \begin{bmatrix} d^v \\ -d^t \end{bmatrix} \leq 0_{2K}
\]

where \( d^v = [d_1 + e, \ldots, d_K + e] \) and \( d^t = [d_1 - e, \ldots, d_K - e] \). It is noted that if in (55) the equality occurs for the \( K \times K \) constraint \( c_k(\theta, d) \), then it will not happen for the \( (k + K) \)th constraint \( c_{k+K}(\theta, d) \) and vice versa, where \( k \leq K \). Denote \( V(d) \) the subset of row indexes of constraints \( c \) where the equalities occur. Suppose at iteration \( t \) the active set is nonempty. The solution at iteration \( t - 1 \) should satisfy the Kuhn-Tucker conditions [13, p. 328]

\[
\nabla \mathcal{C}(i-1)(\theta(i-1), d(i-1)) + \sum_{k \in V(d(i-1))} \sigma_k \nabla c_k(\theta(i-1), d(i-1)) = 0
\]

where \( c_k(\theta, d) \) is the \( k \)th row of \( c(\theta, d) \) in (55) and \( \nabla \) is the gradient with respect to \( (\tau, \delta) \) and evaluated at \( \tau = 0, \delta = 0 \), i.e.,

\[
\nabla \mathcal{C}(i-1)(\theta(i-1), d(i-1)) = -D^{(i-1)} W^{(i-1)} z^{(i-1)}
\]

If any Lagrangian multiplier \( \sigma_k < 0 \) in (56), we can relax the constraint \( k \) from the active set \( Q_a(d(i-1)) \). Now introduce \( \bar{P}^{(i-1)} \) consisting of the columns of \( P^{(i-1)} \) that correspond to the inactive set, i.e., \( \bar{P}^{(i-1)} \) is obtained similarly as in (41) but the derivatives of \( G_n \) as in (32) are only with respect to elements of \( d \) that correspond to the inactive set. This implies that we will only compute subdirections \( \bar{\delta}^{(i)} \) as in (44) with \( \bar{P}^{(i-1)} \) being replaced with \( \bar{P}^{(i-1)} \). Define the selection matrix \( U(i) \) consisting of the columns of the identity matrix of size \( K \times K \) whose column indexes are found in the inactive set \( Q_i(d(i-1)) \).

The search directions for \( d \) are

\[
\delta^{(i)} = U(i) \delta^{(i)}
\]

Furthermore, instead of using (25) and (26), we introduce the scale parameter \( \lambda \in [0, 1] \) for the search directions and propose the updates as follows:

\[
\theta^{(i)} = \theta^{(i-1)} + \lambda \tau^{(i)} \\
d^{(i)} = d^{(i-1)} + \lambda \delta^{(i)}
\]

To find the optimal value for the scale parameter, denoted by \( \lambda_{\text{min}}^{(i)} \), we follow the approach in [22, p. 384]. First, define

\[
\lambda_1^{(i)} = \sup \lambda \left\{ \left( d^{(i-1)} + \lambda \theta^{(i)} \right) \in S \right\}
\]

and

\[
g_i^{(i)}(\lambda) = C \left( \theta^{(i-1)} + \lambda \tau^{(i)}, d^{(i-1)} + \lambda \delta^{(i)} \right)
\]

where \( C(\theta, d) \) is the minimax cost function as defined in (23). By using a quadratic regression over this minimax cost function, the value of \( \lambda_{\text{min}}^{(i)} \) is found from

\[
\lambda_{\text{min}}^{(i)} = \arg \min \lambda \left( g_i^{(i)}(\lambda_1^{(i)}) - g_i^{(i)}(0) - \frac{\partial g_i^{(i)}(0)}{\partial \lambda} \lambda^2 \right) + \frac{\partial g_i^{(i)}(0)}{\partial \lambda} \lambda + g_i^{(i)}(0)
\]

where \( \lambda_0^{(i)} = 0 \). Now, it can be seen that with this approach, the convergence property of either Lemma 1 can still be achieved with \( P^{(i-1)} \) being replaced with \( \bar{P}^{(i-1)} \) and \( z^{(i-1)} \) being replaced with \( \lambda_{\text{min}}^{(i)} z^{(i-1)} \). It is found in practice that with a reasonable level of numerical accuracy, the proposed algorithm converges within a few iterations.

IV. ASYMPTOTIC ANALYSIS

In this section, we study the asymptotic behaviour of the nonlinear \( M \)-estimates for asynchronous CDMA multiuser detection in non-Gaussian noise. By “asymptotic” we mean when the code length becomes large, i.e., \( M \to \infty \) or, equivalently, \( N \to \infty \). We shall only focus on consistency of the estimate as a full treatment is beyond the scope of this paper.

Recall that for the minimax solution used in this work, \( \rho(x) \) is convex, and \( \psi(x) \) is odd symmetric and bounded. Strictly speaking, the derivative of \( \psi(x) \) does not exist at the corner points. However, this can be relaxed in practice by introducing a smooth version as shown in [29]. Hence, without loss of generality, we assume that \( \psi(x) \) is differentiable over the real line.

Proposition 2: For asynchronous CDMA multiuser detection as described by Equation (16), there exists no strongly consistent estimate under the nonlinear \( M \)-estimation approach.

Proof: Note that this result also applies to maximum likelihood and least squares estimates of (16). We will prove this result by assuming the converse is true, that the nonlinear \( M \)-estimates is strongly consistent. Then, as a direct consequence of the results in [27], [31], [33], we would require that the minimum eigenvalue of \( D^2D \) approaches infinity

\[
\lim_{N \to \infty} \gamma_{\text{min}}(D^2D) \to \infty
\]

or, more conveniently, as a special case

\[
\lim_{N \to \infty} \gamma_{\text{min}}(H^2H) \to \infty
\]

where both \( H \) and \( D \) are evaluated at the true parameters, and \( \gamma_{\text{min}} \) denotes the minimum eigenvalue. Note that following the arguments in [31] this form is less strict than the form used in [15]. Hence, it suffices to show that (65) is not met by practical systems. It follows from a standard result on the norm of a square matrix (see, e.g., [5, p. 316]) that if a square matrix \( A \in \mathbb{R}^{m \times m} \) is positive definite, then

\[
\gamma_{\text{min}}(A) \leq \frac{1}{m} \| A \|^2
\]
where $||\cdot||$ denotes the Frobenius norm. Using this result, it remains to show that the norm of $\mathbf{H}^T \mathbf{H}$, or, equivalently, the norm of $\mathbf{H}$, is bounded.

For CDMA systems, the code matrix is designed such that $\mathbf{s}_k = (1/\sqrt{M})[c_1, c_2, \ldots, c_M]^T$ to satisfy the energy requirement $\mathbf{s}_k^T \mathbf{s}_k = 1$, where $\{c_i\} \in \{-1, 1\}$ for $M$. The code cross-correlation $\mathbf{s}_k^T \mathbf{s}_l \in (-1, 1)$ and $\lim_{M \to \infty} \mathbf{s}_k^T \mathbf{s}_l = \delta_{kl}$, where $\delta_{kl}$ is the Kronecker delta. It follows that the norm of $\mathbf{S}^T \mathbf{S}$ and hence $\gamma_{\text{min}}(\mathbf{S}^T \mathbf{S})$ is bounded. From the definition of $\mathbf{H}$ in (13), the definitions of $\mathbf{H}_p$ and $\mathbf{H}_c$ after (12), and the definitions of $\mathbf{h}_k^p$ and $\mathbf{h}_k^c$ in (11), it follows that the norm of $\mathbf{H}$ is also bounded.

Although strong consistency cannot be asserted for the problem of interest, weak consistency can be asserted under special circumstances. Following [26], [30], and [31], we require the following assumptions.

Assumption 4: For notational convenience, hereinafter we denote the true parameters by $\theta_0 = (\theta_0, d_0)$ and the estimates by $\hat{\theta}_N = (\hat{\theta}_N, \hat{d}_N)$. There exists a compact set $\mathcal{W} \subset \mathbb{R}^{P+2}$ and $N_0$ such that $\forall N > N_0$ and $\omega \in \mathcal{W}$, the eigenvalues of $\mathbf{D}^T \mathbf{D}$ are positive.

The next assumption concerns the noise distribution and the choice of the penalty function.

Assumption 5: The penalty function $\rho(x)$ is symmetric, convex, and continuous on the real line. The zero mean non-Gaussian noise has finite variance $\sigma^2$. Denote by $F_N(y; \omega)$ the multivariate distribution function. For any $\omega = (\theta, d) \in \mathcal{W}$, $\int_{-\infty}^{\infty} C_N(\omega) dF_N(y; \omega) = \int_{-\infty}^{\infty} \sum_{n=1}^{\infty} \rho(y_n - \mathbf{h}_n^T(d, \theta)) dF_N(y; \omega)$ is finite.

Then, we have the following result.

Proposition 3: Suppose that $\forall \Delta > 0$ and $\omega \in \mathcal{W}$

$$\lim_{N \to \infty} \inf_{||\omega - \omega_0|| \geq \Delta} \{C_N(\omega) - C_N(\omega_0)\} > 0$$ (67)

in probability, then under Assumptions 4 and 5, $\hat{\omega}_N \xrightarrow{P} \omega_0$, meaning $\hat{\theta}_N \xrightarrow{P} \theta_0$, where $\xrightarrow{P}$ denotes convergence in probability and $||\cdot||$ denotes the Euclidean norm.

Proof: The proof of this result follows the same approach in [31]. Details are given here for completeness. First of all, recall that by definition it is $\hat{\omega}_N$ that minimizes the cost function

$$C_N(\omega) = \sum_{n=1}^{N} \rho(y_n - \mathbf{h}_n^T(d, \theta))$$ (68)

not $\omega_0$. This means

$$C_N(\hat{\omega}_N) - C_N(\omega_0) < 0.$$ (69)

The assumption in the proposition implies that $\forall \Delta > 0$

$$\lim_{N \to \infty} \Pr\left\{\inf_{||\omega - \omega_0|| \geq \Delta} (C_N(\omega) - C_N(\omega_0)) < 0\right\} = 0.$$ (70)

Now suppose the converse is true, that

$$\lim_{N \to \infty} \Pr\{||\hat{\omega}_N - \omega_0|| < \Delta\} = 1$$ (71)

is not correct for some $\Delta > 0$. Equivalently

$$\lim_{N \to \infty} \Pr\{||\hat{\omega}_N - \omega_0|| \geq \Delta\} > 0.$$ (72)

Consequently, by the definition of $\hat{\omega}_N$, that is to minimize $C_N(\omega)$, it follows that

$$\lim_{N \to \infty} \Pr\left\{\inf_{||\omega - \omega_0|| \geq \Delta} (C_N(\omega) - C_N(\omega_0)) < 0\right\} > 0$$ (73)

which contradicts (70). Hence, the proof follows.

V. SIMULATION RESULTS

In this section, we present some simulation results to assess the proposed approach in solving the asynchronous CDMA multiuser detection problem in non-Gaussian noise. The noise parameter settings for non-Gaussian noise described in (4) are $\varepsilon = 0.1$, $\kappa = 100$ and the total noise variance is $\sigma^2 = (1 - \varepsilon)\mathbb{E}^2 + \kappa\mathbb{E}^2$. We consider a CDMA system with $K = 4$ users and a code length $M = 31$. The delays are randomly generated $d^T = [1.89T_c, 23.24T_c, 3.64T_c, 24.23T_c]$. User 1 is assumed to be the user of interest. We will compare the proposed approach using the extended IRLS algorithm (Section III-C) with the following:

- the method with perfect knowledge of the delays followed by robust detection (Section III-A);
- the simple method (Section III-B) followed by linear LS detection;
- the simple method (Section III-B) followed by robust detection.

In the first simulation, we compare the proposed numerical procedures for solving the nonlinear $M$-estimation problem. In the first simulation, we measure the value of the global cost function at each iteration to assess convergence using the IRLS algorithm. A typical example for non-Gaussian noise is shown in Fig. 2. As can be seen, 99% convergence can be reached within ten iterations. It is noted that since the true parameters...
are not the solution of the finite sample optimization problem, the curve for the method with perfect knowledge is above the proposed nonlinear $M$-estimation curves.

In the second simulation, we assess the BER performance for non-Gaussian noise. All users have the same power, and the SNR ranges from 0 to 5 dB. Results are given in Fig. 3. Again, the two numerical procedures yield approximately the same BER performance. Compared with the simple method followed by robust detection, a performance gain of 8 dB can be achieved at SNR $= 5$ dB, and this increases with the SNR. The simple method followed by linear LS detection obviously suffers from a large performance loss.

In the third simulation, we look at the BER performance when the other users have stronger power than user 1. This is known as the near–far problem in CDMA systems. We keep the SNR $= 2$ dB and vary the near–far ratio (NFR), that is the power ratio of any other user compared to user 1, from 0 to 10 dB. The simulation is conducted using non-Gaussian noise. The result is given in Fig. 4. It is observed that the simple method followed by robust detection is more sensitive to the near–far problem, while the proposed method is more near–far resistant. For the simple method followed by linear LS detection, non-Gaussianity is the dominant problem; hence, it exhibits less sensitivity to the near–far problem within the simulation settings.

Finally, we investigate the case where the noise is Gaussian. All users have the same power. The result is given in Fig. 5. It is observed that the proposed method and the simple methods achieve similar BER performance.

In all simulations, we have not included the maximum likelihood estimate, i.e., when $p(x)$ is replaced with $-\log f(x)$. The reason is that the nonmonotonic nature of the score function $-f'(x)/f(x)$ leads to numerical accuracy problems. However, as noted from the remarks in previous section, in terms of asymptotic MSE, this can be directly inferred by replacing $\psi(x)$ with $-f'(x)/f(x)$. In practice, where some prior knowledge of the delays might be available and if a strictly constrained optimization problem can be set up, it is possible to get closer to the perfect knowledge curve.

VI. CONCLUSION

A novel nonlinear $M$-estimation approach has been proposed to solve the asynchronous CDMA multiuser detection problem in non-Gaussian impulsive noise. Even though we only considered the simple case to simplify the derivation, extensions to more realistic situations, including fading and multipath channels are possible. The proposed approach is developed on the reasonable assumption that some preliminary estimates of the delays (nuisance parameters) are available through the initial acquisition phase using standard delay estimation techniques.
This approach is an extension to linear $M$-estimation and is suitable for detection in non-Gaussian noise. In contrast to many previous works, we have paid more attention to computational procedures for solving the nonlinear optimization problem. Extensions to the IRLS and MR algorithms for linear $M$-estimation have been presented and shown to achieve convergence. Simulations demonstrate considerable performance gain can be achieved over conventional methods. We have also conducted a brief asymptotic study and established weak consistency and the asymptotic covariance matrix of the estimator. The proposed nonlinear $M$-estimator can be applied to practical applications other than multiuser detection, for example array signal processing, where a similar nonlinear $M$-estimation problem can be formulated.

**APPENDIX A**

**PROOF OF PROPOSITION 1**

*Proof:* Introduce $\Delta(i) = \begin{bmatrix} f(i) \\ \theta(i) \end{bmatrix}$. We rewrite the optimization problem (33) as

$$
\hat{\Delta}(i) = \arg\min_{\Delta} \left( \frac{1}{2} u^{(i-1)}(\Delta) W^{(i-1)} u^{(i-1)}(\Delta) - \sum_{n=1}^{N} \rho \left( \frac{u^{(i-1)}_n}{\gamma_n} \right) + \sum_{n=1}^{N} \rho \left( \frac{z^{(i-1)}_n}{\gamma_n} \right) - \frac{1}{2} z^{(i-1)} W^{(i-1)} z^{(i-1)} \right),
$$

where $W^{(i-1)} = \text{diag}(\psi'(z^{(i-1)}_1 - d_1^{T}(i-1) \Delta), \ldots, \psi'(z^{(i-1)}_N - d_N^{T}(i-1) \Delta))$. Since $\psi(x)$ is odd symmetric, and $\psi'(x)/x$ is monotonically decreasing for $x > 0$, it is straightforward to show that $\psi'(x)/x \geq 0, \forall x \neq 0$. Hence

$$
\frac{\partial^2 \mathcal{I}(\Delta)}{\partial \Delta \partial \Delta^T} \bigg|_{\Delta=0} = D^{T}(i-1) \left[ \text{diag} \left( \frac{\psi'(z^{(i-1)}_n)}{\gamma_n} - \psi'(z^{(i-1)}_n) \right) \right] D^{(i-1)}
$$

is positive definite. Therefore, $\mathcal{I}(\Delta) \geq 0$. Now substituting

$$
\Delta = \Delta(i) = \left( D^{T}(i-1) W^{(i-1)} D^{(i-1)} \right)^{-1} \times D^{T}(i-1) W^{(i-1)} z^{(i-1)} \tag{84}
$$

as the solution for the search directions at iteration $i$, we have

$$
\mathcal{I}(\Delta^{(i)}) \geq 0. \tag{85}
$$

Finally, noting that the second term of the left-hand side of (76) is $C(\tilde{\theta}(i), \tilde{d}(i))$, while the third term is $C(\theta^{(i-1)}, \chi(i))$, and after some straightforward manipulations, we obtain the inequality in Proposition 1.
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