Abstract

Volatility is an important variable in financial forecasting. Forecasting volatility requires a development of a suitable model for it. In this paper, we examine different time series models for volatility modelling. Specifically, we will study the use of recurrent mixture density networks, GARCH and EGARCH models to model volatility. In addition, we demonstrate the impact of different factors on the accuracy and completeness of each of these models.

1. Introduction

Volatility modelling and forecasting are of vital interest in the field of risk management and option pricing. Investors are interested in understanding and predicting the movements of the underlying instruments. The probability of such movement is depicted as a volatility variable. Predicting volatility becomes very important in forecasting option prices, and it is an essential variable in calculating the market risk of any portfolio. Since the introduction of the ARCH [13] model by Engle and the GARCH model [7], there has been a great deal of interest in this field. This is due to the models ability to forecast market volatility. The ability of the GARCH models to capture the stylised facts of asset returns, such as heteroskedasticity, excess kurtosis, and volatility clustering, has contributed to the enhancements of such models. Some researchers have showed many more empirical irregularities existed in the return series that the GARCH models fail to capture, such as leverage effect and co-movement of volatilities. Many models have evolved to capture these stylised effects, such as the EGARCH Model [21].

Neural networks has been successfully applied to time series prediction. Bishop [5], introduced a new class of neural networks called Mixture Density Networks, in which he combines a neural network with a mixture density model. The MDN was found to do much better than the conventional neural network in modelling the underlying process. The MDN was extended to be recurrent hence mimicking the GARCH models. The recurrent MDN was found to be a very useful tool for forecasting volatility [25], [26]. In this paper an emphasis is placed on the issues surrounding wrong model selection and the length of the time series used in the model training (in-sample data set). To demonstrate these issues, data from four different time series were studied. The performances of all models are compared by using 1000 and 750 returns. The structure of the MDN was tested by varying the number of hidden units and Gaussians. The results obtained demonstrate the effect of the in-sample length on the model performance. That is the same model performed differently when trained on the same time series with different in-sample lengths. This was also applied to GARCH models.

2. The GARCH Model

Let’s assume that the return process \( r_t \) is generated by equation (1).

\[
\begin{align*}
  r_t &= X_t^\top \xi + \varepsilon_t, \quad t = 1, \ldots, T \\
  \varepsilon_t \mid \psi_{t-1} &\sim N(0, \delta_t^2)
\end{align*}
\]

where \( X_t \) is a \( k \times 1 \) vector of exogenous variables, \( \xi \) is a \( k \times 1 \) vector of regression parameters. Bollerslev [7] formulated the GARCH model by generalised the ARCH [13]. The GARCH model suggests that the conditional variance can be specified as

\[
\delta_t^2 = \alpha_0 + \alpha_1 \varepsilon_t^2 + \beta_1 \delta_{t-1}^2,
\]

where \( \alpha_0 > 0 \), \( \alpha_1 > 0 \), and \( \beta_1 \geq 0 \).

The inequalities are imposed to ensure the conditional variance is positive. A GARCH process with order \( p \) and \( q \) is denoted by GARCH\((p,q)\). The GARCH model is considered as a generalisation of an ARCH\((\infty)\) process, since the conditional variance depends linearly on all previous squared residuals.

3. The EGARCH

The GARCH model does well in capturing the thick tailed returns and volatility clustering. Although the GARCH model is very successful at this, it is not
well suited to capture leverage effect, since the variance equation is a function of the magnitudes of the lagged residuals and not their signs. Nelson [21] first proposed Exponential GARCH (EGARCH). The EGARCH model was formulated with the variance equation that depends on the sign and size of the lagged residual. Hence, capturing the leverage asymmetric effects. The presence of leverage effects can be tested by the hypothesis that $\gamma > 0$ and the impact is asymmetric if $\gamma \neq 0$.

\[
\ln(\delta^2_t) = \alpha_0 + \sum_{i=1}^{\delta} \beta_i \ln(\delta^2_{t-i}) + \sum_{j=1}^{2} \left( \frac{\delta^2_{t-j} - \frac{1}{2}}{\sqrt{\pi}} + \gamma \frac{\delta^2_{t-j}}{\delta^2_{t-j}} \right)
\]  

(3)

4. Recurrent Mixture Density Network

Given the recurrent nature of the GARCH model, the mixture density network Bishop [5] is extended to include the lagged variance as input parameter. As noted in [26] if the input to the MDN is extended to include lagged values of the variance $\delta^2_{t-1}$, the networks become a generalisation of a GARCH model. With the generalisation capability of the MDN to approximating the distribution of the underlying data, the MDN should yield better forecasts as observed by [22],[25] as noted in [26] if the input to the MDN is extended to include the lagged variance as input parameter. As seen in figure 1, the conditional variance of the previous period $\delta^2_{t-1}$ is fed back as an input at time $t$ which is in-line with the GARCH model. The calculation on the conditional mean and conditional variance are as follows;

\[
\mu_{i,t+1} = \sum_{i=1}^{\delta} \alpha_{i,t+1} \mu_{i,t+1}
\]  

(4)

\[
\delta^2_{i,t+1} = \sum_{i=1}^{\delta} \alpha_{i,t+1} (\delta^2_{i,t+1} + (\mu_{i,t+1} - \mu_{i,t+1})^2)
\]  

(5)

\[
L = \prod_{j=1}^{\mu} p_j (x_j) \frac{1}{\sqrt{2\pi}\delta^2_j(x_j)} \exp \left( -\frac{(y_j - \mu_j(x_j))^2}{2\delta^2_j(x_j)} \right)
\]  

(6)

\[
\ell = -\frac{1}{N} \log L
\]  

(7)

Maximising the log likelihood function $L$ is equivalent to minimising the average negative log likelihood function $\ell$ in equation (7), where $\ell$ is the error function used for training the MDN.

5. Forecast Evaluation

The performance of the volatility models are measured by the loss function $\ell$, normalised mean absolute error (NMAE) and Hit rate(HR). The NMAE measures the mean absolute error of the volatility model, compared to the true volatility $r^2_t$, which should be smaller than the naive model $\delta^2_{t-1}$. This measure is the least reliable out of the three measuring criteria used. Since it compares the forecasted volatility with the returns squared, this has some major drawbacks as stated previously. The Hit rate (HR) is the measure of frequency of the correctly predicted increase (or decrease) in volatility. A HR value of 0.5 indicates a forecast that is no better then a random predictor of increase (or decrease) in volatility. This measure is a better indicator than the NMAE since it does not rely on the magnitude of the squared return; only that the predicted direction is taken into account.

\[
NMAE = \sum_{i=1}^{\delta} \frac{|r^2_{t+1} - \delta^2_{t+1}|}{\sum_{i=1}^{\delta} |r^2_{t+1} - r^2_{t+1}|}
\]  

(8)

\[
HR = \frac{1}{N} \sum_{i=1}^{\delta} \theta_i
\]  

(9)

\[
\theta_i = \begin{cases} 1 : (\delta^2_{i,t+1} - r^2_t)(r^2_{i,t+1} - r^2_t) \geq 0 \\ 0 : \text{else} \end{cases}
\]

The loss function $\ell$ is used as an error measurement for forecast performance. This measure is the most reliable, since it does not rely on the return squared. The model performance would be ranked according to the smallest value for the loss function with the highest HR and smallest NMAE respectively.

6. Data Analysis

The time series used in this research are the daily close prices for an aviation company QANTAS (QAN), a resource company BHP Billiton Limited (BHP), and two companies from the banking sector.
National Australia Bank (NAB) and ANZ Banking Group Ltd (ANZ). They are all listed on the Australian Stock Exchange. The in-sample data consists of two sets, 1000 and 750 returns. The daily close prices were transformed to daily returns through equation (10)

\[ r_t = \ln \left( \frac{\text{close}_{t}}{\text{close}_{t-1}} \right) \]  

\[ \text{equation (10)} \]

7. Experiment set-up

In this study we carry out a study of the volatility forecast performance of the rMDN, GARCH and EGARCH models. This is achieved by forecasting the volatility 1 and 10 days ahead. Each model is compared based on the error measures as explained in section 5. To optimise the performance of the rMDN, the hidden units and number of Gaussian were varied. For the one day forecast, we performed 100 one day forecasts. This is achieved by training the model using returns from period 1 to T, then forecasting volatility at time T+1. The model is retrained using returns from period 2 to T+1 and then forecasting the volatility at period T+2. Long term forecasts with the rMDN are not as easily obtained. The returns rt+1 are not directly observed, hence, we need to simulate the future returns using Monte Carlo simulation. For all volatility models the accumulated conditional variance for the day after tomorrow is the average conditional variance.

8. Results

The parameters for the GARCH and EGARCH models for 1000 returns are shown in tables 1-2. The parameters for 750 returns are omitted due to restrictions on the size of this paper. All GARCH models are stationary with high persistence (\( \omega + \beta < 1 \)) for both 1000 and 750 except for BHP. The parameters for the EGARCH display asymmetric and leverage effect (\( \gamma \neq 0 \) and \( \gamma < 0 \)) for all companies except for BHP, which only exhibits asymmetric effects (\( \gamma \neq 0 \)).

For the 1000 and 750 returns the BHP and NAB, the EGARCH is best suited whereas the GARCH is better suited for the QAN and ANZ. The rMDN displays a different behaviour where different network structures are needed to obtain optimal performance for the same time series. This is also the case when analysing the performance with respect to different in-sample lengths. The overall performance of the rMDN is slightly better to that of the GARCH models. This highlights the importance of optimising the model with respect to the in-sample length.

This research places emphasis on the right model selection for a given time series. The models are compared based on 1 and 10 steps ahead forecast. The results for the best performing models for the 1 day forecast are shown in the tables 3-6. The naming convention used in the tables for the rMDN is number of Gaussian, number of hidden units then the length of the time series used.

For the 1000 and 750 returns the BHP and NAB, the EGARCH is best suited whereas the GARCH is better suited for the QAN and ANZ. The rMDN displays a different behaviour where different network structures are needed to obtain optimal performance for the same time series. This is also the case when analysing the performance with respect to different in-sample lengths. The overall performance of the rMDN is slightly better to that of the GARCH models. This highlights the importance of optimising the model with respect to the in-sample length.

<table>
<thead>
<tr>
<th>Table 3: (E)GARCH 1 days results for 1000 returns</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model</td>
</tr>
<tr>
<td>BHP</td>
</tr>
<tr>
<td>ANZ</td>
</tr>
<tr>
<td>NAB</td>
</tr>
<tr>
<td>QAN</td>
</tr>
</tbody>
</table>

The 10 day forecast results are displayed in table 7-10. The same conclusion can be drawn with regards to the optimising the rMDN relative to network structure and in-sample length. Also rMDN outperforms the GARCH models on all time series where it has a significantly lower value for the loss function \( \ell \).

<table>
<thead>
<tr>
<th>Table 4: (E)GARCH 1 day results for 750 returns</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model</td>
</tr>
<tr>
<td>BHP</td>
</tr>
<tr>
<td>ANZ</td>
</tr>
<tr>
<td>NAB</td>
</tr>
<tr>
<td>QAN</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table 5: rMDN 1 day results for 750 returns</th>
</tr>
</thead>
<tbody>
<tr>
<td>rMDN</td>
</tr>
<tr>
<td>BHP</td>
</tr>
<tr>
<td>ANZ</td>
</tr>
<tr>
<td>NAB</td>
</tr>
<tr>
<td>QAN</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table 6: rMDN 1 day results for 1000 returns</th>
</tr>
</thead>
<tbody>
<tr>
<td>rMDN</td>
</tr>
<tr>
<td>BHP</td>
</tr>
<tr>
<td>ANZ</td>
</tr>
<tr>
<td>NAB</td>
</tr>
<tr>
<td>QAN</td>
</tr>
</tbody>
</table>
As indicated by the results, choosing the optimal training data set is crucial to the model forecasting performance. Also the structure of the rMDN including number of hidden units should be carefully selected relative to time series.

Table 10: rMDN 10 day results using 750 returns

<table>
<thead>
<tr>
<th>rMDN</th>
<th>NMAE</th>
<th>HR</th>
<th>ℓ</th>
</tr>
</thead>
<tbody>
<tr>
<td>BHP</td>
<td>2G5H750</td>
<td>0.585</td>
<td>0.8</td>
</tr>
<tr>
<td>ANZ</td>
<td>3G3H750</td>
<td>0.797</td>
<td>0.6</td>
</tr>
<tr>
<td>NAB</td>
<td>2G8H750</td>
<td>0.774</td>
<td>0.8</td>
</tr>
<tr>
<td>QAN</td>
<td>2G5H750</td>
<td>0.719</td>
<td>0.6</td>
</tr>
</tbody>
</table>

9. Discussion

In time series modelling the length of the in-sample data series is often neglected and it is assumed to be of a certain length. Over fitting and under fitting of the model parameters is normally caused by such an oversight. In particular when using too few in-samples data points, the parameters of the model would not be fully optimised after the model training is completed. The instability of the model would lead to a poor forecast performance. Also when using too many in-sample data points the model becomes over trained and would lead to memorisation and over fitting issues. The degree to which over fitting and under fitting is possible is related to the number of training patterns and the number of parameters in the model. For optimal performance it is the right balance between in-sample length and number of parameters in the model. As seen in the results, NAB and QAN provide much better forecasts using 750 days on returns, whereas, ANZ and BHP provide better forecasts with 1000 days of returns. This may be due to a discrete change in the environment. This leads to the conclusion that the in-sample length should contain enough information to explain future behaviour.

Several alternative models are often proposed to explain the same data, and objective criteria are needed to choose among models. While adding extra parameters to a model is often desirable, the increased complexity comes with a cost. In general, the more parameters contained in a model, the less reliable the parameter estimates are. The criteria to select among models must weigh the trade-off between increased information and decreased reliability. This has been formulated in the famous Akaike Information Criterion (AIC). There have been many theories to determine the optimal neural network size, such as the NIC(network information criteria) [1] which is a generalisation of the AIC. In this paper the optimal model was selected based on the error measures explained in section 5. It was interesting to notice the optimal model differs among the time series. The optimal model also differed for by the forecast horizons. The rMDN could be further tuned by using pruning algorithms such as in [24] Pruning a neural network reduces the effect of spurious data, which will improve the accuracy of the forecast. The generalisation power of the rMDN and its ability to capture the underlying dynamics of the returns series such as high volatility persistence makes it a better time series model than the traditional GARCH models. As demonstrated by [10] and [18] high volatility persistence in the GARCH model could be due to structural changes in the variance process. The rMDN seem to have the capability to capture such dynamic behaviour.

10. Conclusion

This study has demonstrated the ability of the rMDN to model complex time series data. The superior performance of the rMDN relative to traditional GARCH models is attributed to the flexibility and the dynamic nature of the rMDN. However, key modelling issues have been addressed and demonstrated in this paper. Given the success of the rMDN, there is still room for improvements, such as pruning the neural network and inclusion of other variables. The emphasis was mainly on the right model selection. The structure of the model and the length of the time series are very important issues and need to be examined extensively, to provide a reliable and stable result. This was demonstrated by varying the number of Gaussian, hidden units, and by using different in-sample lengths.
The performance of the models varied dramatically with these factors, which explains the mixed results shown in research when comparing rMDN’s to other traditional models. The statistical evaluation criterion used has no economic meaning. Also they do not incorporate uncertainty, due to parameter estimations. It is recommended that the model forecast should be evaluated according to economic loss rather than statistical loss as suggested in [19].
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