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Abstract

Switched systems belong to a special class of hybrid systems, which consist

of a collection of subsystems described by continuous dynamics together with a

switching rule that specifies the switching between the subsystems. Such systems

can be used to describe a wide range of practical applications, such as orbital trans-

fer of satellites, auto-driving design, communication security, financial investment,

neural networks and chaotic systems, just to name a few. For these switched sys-

tems, the occurrence of impulses and delay phenomena cannot be avoided. For

example, in some circuit systems, switching speeds of amplifiers within the units’

individual circuits are finite, and hence causing delays in the transmission of signals.

The abrupt changes in the voltages produced by faulty circuit elements are exem-

plary of impulsive phenomena. On the other hand, it is well known that stability

is one of the most important issues in real applications for any dynamical system,

and there is no exception for switched systems, switched systems with impulses, or

delayed switched systems.

With the motivations mentioned above, we present, in this thesis, new de-

velopments resulting from our work on fundamental stability theory and design

methodologies for stabilizing controllers of several types of switched systems with

impulses and delays. These systems and their practical motivations are first dis-

cussed in Chapter 1. Brief reviews on existing results which are directly relevant to

the subject matters of the thesis are also given in the same chapter.

In Chapter 2, we consider a class of impulsive switched systems with time-
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invariant delays and parameter uncertainties. New sufficient stability conditions are

obtained for these impulsive delayed switched systems. For illustration, a numerical

example is solved using the proposed approach.

In Chapter 3, new asymptotic stability criteria, expressed in the form of linear

matrix inequalities, are derived using the Lyapunov-Krasovskii technique for a class

of impulsive switched systems with time-invariant delays. These asymptotic stabil-

ity criteria are independent of time delays and impulsive switching intervals. A

design methodology is then developed for the construction of a feedback controller

which asymptotically stabilizes the closed-loop system. A numerical example is

solved using the proposed method.

In Chapter 4, new asymptotic stability criteria, expressed in the form of linear

matrix inequalities, and a design procedure for the construction of a delayed sta-

bilizing feedback controller are obtained using the receding horizon method for a

class of uncertain impulsive switched systems with input delay. For illustration, a

numerical example is solved using the proposed method.

In Chapter 5, we consider the stabilization problem for cellular neural net-

works with time delays. Based on the Lyapunov stability theory, we obtain new

sufficient conditions for asymptotical stability of the delayed cellular neural net-

works and devise a computational procedure for constructing impulsive feedback

controllers which stabilize the delayed cellular neural networks. A numerical ex-

ample is given, demonstrating the effectiveness of the proposed method.

In Chapter 6, we consider a class of 𝐻∞ optimal control problems with sys-

tems described by uncertain impulsive differential equations. A new design method

for the construction of feedback control laws which asymptotically stabilize the

uncertain closed-loop systems is obtained. Furthermore, it is shown that the 𝐻∞

norm-bounded constraints on disturbance attenuation for all admissible uncertain-

ties are satisfied. New sufficient conditions, expressed as linear matrix inequalities,

for ensuring the existence of such a control law are presented. A numerical example
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is solved, illustrating the effectiveness of the proposed method.

In Chapter 7, we conclude the thesis by making some concluding remarks and

giving brief discussions on topics for further research.
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Chapter 1

Introduction

1.1 Impulsive systems

In system and control theory, dynamical systems are sometimes classified broadly

into three types: continuous systems, discrete systems, impulsive systems. Continu-

ous systems and discrete systems have been intensively studied for several decades.

However, the corresponding theory for impulsive systems has been relatively less

developed. Impulsive systems are a mixture of differential systems and difference

systems. They capture both continuous evolution and discrete events occurring in

the system model. The differential system involved may be a set of ordinary differ-

ential equations, integro-differential equations, delay differential equations, partial

differential equations, stochastic differential equations, or even a mixture of the

equations mentioned above. Impulsive systems arise naturally from a wide vari-

ety of applications, such as drug administration in cancer chemotherapy and insulin

injection, orbital transfer of satellites, investment in capacity expansion, price ad-

justment, and native forest ecosystems management, just to name a few. For details,

see the references [1]-[11] and the relevant references cited therein. However, due

to the presence of the hybrid property in impulsive systems, studies on control the-

ory of impulsive systems are more difficult than those of continuous or discrete

systems. In particular, their trajectories are, in general, discontinuous, which render

most of the standard methods non applicable. Thus, mathematical challenge and

practical significance have motivated much of the recent research for new theory
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and methods for dealing with problems involving impulsive systems. This is partic-

ular so in the past two decades. Results obtained include existence and uniqueness

of solutions [12], controllability [12, 13], impulsive control [14], various stability

theory [12], [22], [15]-[21], dissipativity [15], [23], as well as stability of impulsive

delay systems and impulsive switched systems [18], [19], [25].

In general, impulsive dynamical systems can be classified into three types:

impulsive dynamical systems with fixed impulsive time points, impulsive dynamical

systems with variable impulsive time points, and autonomous impulsive dynamical

systems. The first type of impulsive system involves a set {𝑡𝑘} of impulsive time

points, which is a sequence of time points at which impulsive behaviors take place.

Such an impulsive system can be described as:⎧⎨⎩
𝑑𝑥(𝑡)

𝑑𝑡
= 𝑓(𝑡, 𝑥(𝑡)), 𝑡 ∕= 𝑡𝑘,

Δ𝑥 = 𝐼𝑘(𝑥(𝑡)), 𝑡 = 𝑡𝑘,
(1.1)

where 𝑥(𝑡) ∈ ℝ𝑛 is the state, 𝐼𝑘 : ℝ𝑛 → ℝ𝑛, Δ𝑥(𝑡) = 𝑥(𝑡+) − 𝑥(𝑡−), 𝑥(𝑡−) =

lim
𝜐→0+

𝑥(𝑡− 𝜐), 𝑥(𝑡+) = lim
𝜐→0+

𝑥(𝑡+ 𝜐), and lim
𝜐→0+

𝑥(𝑡𝑘 − 𝜐) = 𝑥(𝑡−𝑘 ) = 𝑥(𝑡𝑘), which

means that the solution of the impulsive system (1.1) is left continuous. {𝑡𝑘} is the

sequence of impulsive jump points such that 𝑡0 < 𝑡1 < 𝑡2 < ... < 𝑡𝑘 < ... < 𝑡∞,

where 𝑡0 = 0 and 𝑡∞ = ∞.

Impulsive phenomena exist in many practical problems. For example, such

a phenomenon occurs in the problem considered in [26], where the concern is on

the estimation of the remaining time of a DVD burning system, which burns file

data to disks via a universal serial bus (USB) protocol. Suppose that the file data is

𝑥1,0 and the initial speed of USB is approximately 𝑥2,0. The approximate value is

updated every 𝑇 seconds. 𝑥3(𝑡) is the remaining time. The dynamical process can

be described by the following impulsive system:

�̇�3(𝑡) = −1, (𝑘 − 1)𝑇 < 𝑡 < 𝑘𝑇, (1.2)

𝑥3(𝑡) = 𝑥1(𝑡)/𝑥2(𝑡), 𝑡 = 𝑘𝑇, (1.3)

𝑥1(0) = 𝑥1,0, 𝑥2(0) = 𝑥2,0,

2



where 𝑥1(𝑘𝑇 ) is the size of the remaining data, and 𝑥2(𝑘𝑇 ) is the speed at the time

𝑘𝑇 .

Let 𝑥4((𝑘− 1)𝑇 ) be the burned data during [(𝑘− 1)𝑇, 𝑘𝑇 ). At the time point

𝑘𝑇 , 𝑥1(𝑘𝑇 ) and 𝑥2(𝑘𝑇 ) are updated by

𝑥1(𝑘𝑇 ) = 𝑥1((𝑘 − 1)𝑇 )− 𝑥4((𝑘 − 1)𝑇 ), (1.4)

𝑥2(𝑘𝑇 ) = 𝜇𝑥2((𝑘 − 1)𝑇 ) + (1− 𝜇)𝑥4((𝑘 − 1)𝑇 )/𝑇, 0 ≤ 𝜇 ≤ 1. (1.5)

Let 𝑘𝑇+ = lim
𝜂→0+

(𝑘𝑇 + 𝜂) and 𝑘𝑇− = lim
𝜂→0+

(𝑘𝑇 − 𝜂). The impulsive behavior is

described by

𝑥3(𝑘𝑇
+) = 𝑥3(𝑘𝑇

−) + 𝑥1(𝑘𝑇 )/𝑥2(𝑘𝑇 )− 𝑥1((𝑘 − 1)𝑇 )/𝑥2((𝑘 − 1)𝑇 ). (1.6)

Another example can be found in [24] and [27], where the main concern is on

the design of a stabilizing controller for Chen chaotic systems.

It is known that Chen system [27] is given by⎧⎨⎩
�̇�1 = 𝑎(𝑥2 − 𝑥1),
�̇�2 = (𝑐− 𝑎)𝑥1 + 𝑐𝑥2 − 𝑥1𝑥3,
�̇�3 = −𝑏𝑥3 + 𝑥1𝑥2.

(1.7)

When 𝑎 = 35, 𝑏 = 3 and 𝑐 = 28, Chen system is a chaotic system. Rewrite Chen

system in the form of

�̇� = 𝐴𝑥+ 𝜑(𝑥) + 𝑤(𝑡),

with

𝑥 =

⎡⎣ 𝑥1

𝑥2

𝑥3

⎤⎦ , 𝐴 =

⎡⎣ −𝑎 𝑎 0
𝑐− 𝑎 𝑐 0
0 0 −𝑏

⎤⎦ , 𝜑(𝑥) =

⎡⎣ 0
−𝑥1𝑥3

𝑥1𝑥2

⎤⎦ ,

and 𝑤(𝑡) denoting the disturbance. The uncertain Chen chaotic system under a

stabilising impulsive controller is described by⎧⎨⎩
�̇� = 𝐴𝑥+ 𝜑(𝑥) + 𝑤(𝑡), 𝑡 ∕= 𝑡𝑘,

𝑦 = 𝜙(𝑥), 𝑡 ∕= 𝑡𝑘,

Δ𝑥 = 𝑢𝑘(𝑦), 𝑡 = 𝑡𝑘,

𝑥(𝑡0) = 𝑥0, 𝑘 = 1, 2, ...,

(1.8)

where Δ𝑥(𝑡𝑘) = 𝑥(𝑡+𝑘 ) − 𝑥(𝑡𝑘), 0 < 𝑡1 < 𝑡2 < ... < 𝑡𝑘 < 𝑡𝑘+1 < 𝑡∞, 𝑡𝑘 → ∞ as

𝑘 → ∞ and 𝑢𝑘(𝑦) ∈ ℝ𝑛 is a continuous function of 𝑦.
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1.2 Impulsive switched systems

A hybrid system is a complex system involving a continuous system and a set of

discrete events [41]-[51]. It exhibits a complex phenomenon as the continuous sys-

tem and the discrete events interact with each other. There are many hybrid systems

that arise in various disciplines. For example, in the manufacturing industry, com-

ponents are fed into a machine following a specified procedure. Clearly, the process

of the machine is continuous, while the start-up of the machine is a discrete event.

Thus, the overall system is a hybrid system. A hybrid system can model the hierar-

chy structure of a complex system. Examples include chemical processes, air traffic

management systems, and computer communications systems. A controlled hybrid

system is a hybrid system with a hybrid controller. Thus, theory and methodolo-

gies of hybrid systems have potential applications in a wide range of disciplines.

For example, the theory of hybrid system is applicable to modelling and analysing

network control systems (see [35] and [38]). In [39] and [40], the following linear

hybrid system is used to describe a networked control system:

�̇�(𝑡) = 𝐴𝑥(𝑡) +𝐵𝑢(𝑡) + 𝑓(𝑡, 𝑦(𝑡)), 𝑡 ∈ 𝑉 ∖Θ,

𝑢(𝑡+) = 𝐶𝑥(𝑡) +𝐷𝑢(𝑡) + 𝜙(𝑡, 𝑦(𝑡)), 𝑡 ∈ Θ, (1.9)

where 𝑥 ∈ ℝ𝑛, 𝑢 ∈ ℝ𝑚, Θ = {𝑡𝑘∣𝑡𝑘 = 𝑘ℎ, ℎ > 0, 𝑘 = 0, 1, 2, ...}, 𝑉 ⊂ ℝ+,

𝑦(𝑡) = [𝑥𝑇 (𝑡), 𝑢𝑇 (𝑡)]𝑇 ∈ ℝ𝑛+𝑚. It is assumed that 𝑓(𝑦, 𝑡) : ℝ𝑛+𝑚 × 𝑉 → ℝ𝑛

is a continuous function with 𝑓(0, 𝑡) = 0, ∀𝑡 ∈ 𝑉 and that 𝜙(0, 𝑡) = 0, ∀𝑡 ∈ Θ.

Furthermore, for all 𝑦1, 𝑦2 ∈ ℝ𝑛+𝑚, the following conditions are assumed.

∥𝑓(𝑦1, 𝑡)− 𝑓(𝑦2, 𝑡)∥ ≤ 𝐿1 ∥𝑧1 − 𝑧2∥1+𝛼1 , ∀𝑡 ∈ 𝑉 ∖Θ,

and

∥𝜙(𝑦1, 𝑡1)− 𝜙(𝑦2, 𝑡1)∥ ≤ 𝐿2 ∥𝑧1 − 𝑧2∥1+𝛼2 , ∀𝑡 ∈ Θ,

where 𝐿1, 𝐿2, 𝛼1, 𝛼2 > 0.

The following example is a switched system used in several research articles.

Consider a switched system which consists of three buffers and one server as de-

picted in Figure 1.1. The server removes work at unit rate. The work arrives at each

4
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Figure 1.1: A switched server system.

buffer 𝑗, 𝑗 = 1, 2, 3, at the rate 𝑝𝑗 > 0, 𝑗 = 1, 2, 3. Let 𝑥𝑗(𝑡) be the amount of

work in buffer 𝑗 at the time 𝑡. The server-buffer system is a switched system. The

switching behavior of these three subsystems is given below. The server removes

work from the 𝑗, 𝑗 = 1, 2, 3, buffer until the buffer is emptied, and then it switches

to buffer 𝑗 + 1, 𝑗 = 1, 2, 3. Here, the following convention is used. When 𝑗 = 3,

𝑗 + 1=4, which is reset as 1, meaning that when 𝑗 + 1 = 4, the server switches

to buffer 1. At each switching, the system resets, meaning that the server stops re-

moving work. The process is repeated. Consider the case for which the system is

closed. Then, it is clear that

𝑝1 + 𝑝2 + 𝑝3 = 1.

On the other hand, we can also view the server-buffer system as being described by

the following 4 continuous subsystems:

Subsystem 1: ⎧⎨⎩
�̇�1(𝑡) = 𝑝1 − 1,

�̇�2(𝑡) = 𝑝2,

�̇�3(𝑡) = 𝑝3.

(1.10)
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Figure 1.2: The logic of a switched server system.

Subsystem 2: ⎧⎨⎩
�̇�1(𝑡) = 𝑝1,

�̇�2(𝑡) = 𝑝2 − 1,

�̇�3(𝑡) = 𝑝3.

(1.11)

Subsystem 3: ⎧⎨⎩
�̇�1(𝑡) = 𝑝1,

�̇�2(𝑡) = 𝑝2,

�̇�3(𝑡) = 𝑝3 − 1.

(1.12)

Subsystem 4: ⎧⎨⎩
�̇�1(𝑡) = 𝑝1,

�̇�2(𝑡) = 𝑝2,

�̇�3(𝑡) = 𝑝3.

(1.13)

Here, for each 𝑗 = 1, 2, 3, subsystem 𝑗, describes the process of removing work

from the buffer 𝑗 to the server. Subsystem 4 describes the process of resetting.

From a global point of view, the 4 subsystems have a logic relation described

by a discrete event relation as shown in Figure 1.2.

Other practical examples of switched and hybrid systems include automatic

engine [29], robot [30], liquid level control [31], hard disk drive [32], embedded

system [33], chemical process [34], networked control system [35], manufacturing
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process [36] and air traffic control [37]. In practice, existence of delays and/or im-

pulses is often unavoidable in a switched system. These effects may cause instabil-

ity of a switched system. For instance, in a circuit system, finite switching speeds

of amplifiers within an individual circuit can cause delays in the transmission of

signals. The abrupt changes in the voltages produced by faulty circuit elements are

exemplary of impulse phenomena that can affect the transient behavior of the cir-

cuit network. Other examples can be found in biological neural networks, epidemic

models and financial systems. These switched systems with impulses are known

as impulsive switched systems. See, for example, [51]-[57], [93] and [94]. In this

thesis, we consider the following impulsive switched system{
�̇�(𝑡) = 𝐴𝑖𝑘(𝑡)𝑥(𝑡) +𝐵𝑖𝑘(𝑡)𝑢(𝑡), 𝑡 ∕= 𝑡𝑘,

Δ𝑥(𝑡) = Θ𝑘(𝑡, 𝑥) = 𝐷𝑘𝑥(𝑡), 𝑡 = 𝑡𝑘,
(1.14)

where 𝑥(𝑡) ∈ ℝ𝑛 is a state vector, 𝑢(𝑡) ∈ ℝ𝑝 is a control vector, 𝐴𝑖𝑘 ∈ ℝ𝑛×𝑛, 𝐵𝑖𝑘 ∈
ℝ𝑛×𝑝 are constant real matrices, 𝑛, 𝑝 ∈ ℕ. 𝐷𝑘(𝑡) is a matrix with an appropriate

dimension. Δ𝑥(𝑡) = 𝑥(𝑡+) − 𝑥(𝑡−), 𝑥(𝑡−) = lim
ℎ↑0

𝑥(𝑡 + ℎ), 𝑥(𝑡+) = lim
ℎ↓0

𝑥(𝑡 + ℎ)

, and lim
ℎ↑0

𝑥(𝑡𝑘 + ℎ) = 𝑥(𝑡−𝑘 ) = 𝑥(𝑡𝑘) meaning that the impulsive switched system

(1.14) is left continuous. 𝑡0 < 𝑡1 < 𝑡2 < ... < 𝑡𝑘 < ... < 𝑡∞, 𝑡𝑘 → ∞ as 𝑘 → ∞,

𝑖𝑘 ∈ {1, 2, ...,𝑚}, 𝑘 ∈ ℕ, 𝑚 ∈ ℕ, is a discrete state variable, 𝑡𝑘 are the jump

time points of the impulsive switched system. Under a switching law, system (1.14)

behaves in such a way that the 𝑖𝑘 subsystem replaces the 𝑖𝑘−1 subsystem at the time

point 𝑡𝑘. If system (1.14) is time-invariant, it becomes{
�̇�(𝑡) = 𝐴𝑖𝑘𝑥(𝑡) +𝐵𝑖𝑘𝑢(𝑡), 𝑡 ∕= 𝑡𝑘,

Δ𝑥(𝑡) = Θ(𝑡, 𝑥) = 𝐷𝑘(𝑡), 𝑡 = 𝑡𝑘.
(1.15)

If there are time delays in system (1.15), we have⎧⎨⎩
�̇�(𝑡) = 𝐴𝑖𝑘𝑥(𝑡) +𝐵𝑖𝑘𝑢(𝑡) + �̂�𝑖𝑘𝑥(𝑡− ℎ), 𝑡 ∕= 𝑡𝑘,

Δ𝑥(𝑡) = Θ𝑘(𝑡, 𝑥) = 𝐷𝑘𝑥(𝑡), 𝑡 = 𝑡𝑘,

𝑥(𝑡) = 𝜑(𝑡), −𝜏 ≤ 𝑡 ≤ 0,

(1.16)

where ℎ > 0 is a time delay and �̂�𝑖𝑘 is a constant matrix with an appropriate

dimension.
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1.3 Outline of thesis

The outline of the rest of this thesis is summarized as follows:

Chapter 2 presents stability criteria for a class of impulsive switched systems

with time-invariant delays and parameter uncertainties. Based on Theorem 3.1 in

[16], sufficient conditions for stability of the impulsive delayed switched systems

are obtained. The effectiveness of the results obtained is shown through a numerical

example.

Chapter 3 studies the asymptotic stability problem for a class of impul-

sive switched systems with time-invariant delays based on linear matrix inequality

(LMI) approach. Some sufficient conditions, which are independent of time delays

and impulsive switching intervals, for ensuring asymptotical stability of these sys-

tems are derived by using the Lyapunov-Krasovskii technique. Moreover, feedback

controllers, which can stabilize the closed-loop systems, are constructed. Illustra-

tive examples are presented to show the effectiveness of the results obtained.

Chapter 4 investigates stability criteria and the design of switching con-

trollers for uncertain impulsive switched systems with input delay by using the

receding horizon method. Linear matrix inequality (LMI) conditions, which guar-

antee asymptotical stability of an impulsive switched system under a certain de-

signed delayed controller, are derived. Finally, a numerical example is presented to

illustrate the effectiveness of the results obtained.

Chapter 5 considers the stabilization problem for cellular neural networks

with time delays. Based on Lemma 2.4, we derive sufficient conditions for asymp-

totical stability of the delayed cellular neural networks and give a constructing

method for impulsive controllers which stabilize the delayed cellular neural net-

works. Finally, an illustrating numerical example is presented.

Chapter 6 studies 𝐻∞ optimal control problems for a class of impulsive dy-

namical systems with norm-bounded time-varying uncertainty. By using a linear

matrix inequality approach, some sufficient conditions, which ensure both internal

asymptotical stability and 𝐻∞ optimal performance of the impulsive closed-loop
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system, are established. Moreover, based on the stability criteria, a linear time-

invariant stabilizing control law is designed. Finally, a numerical example is pre-

sented to illustrate the effectiveness of our results.

Chapter 7 includes some concluding remarks and some discussions on topics

on future work.
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Chapter 2

Stability Criteria of Impulsive
Switched Systems with
Time-Invariant Delays

2.1 Introduction

For many real processes in a wide range of disciplines, such as physics, chemical

engineering and biology, their states may experience changes due to the occurrence

of impulses and switchings. Such a phenomenon can be modeled as an impulsive

switched system, which involves a nonlinear differential system and discrete events

together with their interaction.

Stability is one of the most important issues for control systems. It also ap-

plies to impulsive switched systems. Thus, many results on stability for impulsive

switched systems have been reported in the literature. For example, asymptotic

stability criteria and robust stability conditions, including robust stabilization with

definite attenuance via 𝐻∞ technique, are obtained in, say, [51] and [52]. Exponen-

tial stability and asymptotical stability are reported in [58] for a class of impulsive

switched nonlinear systems.

In recent years, there is a substantial increase in interest on time delay sys-

tems amongst the system and control community. For example, stability analy-

sis of time delay systems are reported in [59]-[61] and relevant references cited

therein. These results are obtained based on Razumikhin method and Lyapunov-
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Krasovskii method. More specifically, Razumikhin method is used in [59] to study

robust stability and robust stabilization for linear time delay systems involving a

norm-bounded parametric uncertainty. In [60], some results on the robust 𝐻∞

performance of linear time delay systems are obtained based on the Lyanpunov-

Krasovskii functional method. In this chapter, our purpose is to investigate stability

problems for a class of impulsive switched systems with time-invariant delays.

2.2 Problem statement

Consider the following impulsive switched system with a time delay:

�̇�(𝑡) = (𝐴𝑖𝑘 +Δ𝐴𝑖𝑘)𝑥(𝑡) + (𝐵𝑖𝑘 +Δ𝐵𝑖𝑘)𝑥(𝑡− ℎ), 𝑡 ∕= 𝑡𝑘, (2.1a)

Δ𝑥(𝑡) = 𝐷𝑘𝑥(𝑡), 𝑡 = 𝑡𝑘, (2.1b)

𝑥(𝑡) = 𝜑(𝑡), −𝜏 ≤ 𝑡 ≤ 0, (2.1c)

where 𝑥(𝑡) ∈ ℝ𝑛 is the state, ℎ > 0 is the delay time, 𝐴𝑖𝑘 , 𝐵𝑖𝑘 and 𝐷𝑘 are constant

real matrices. Δ𝑥(𝑡) = 𝑥(𝑡+)−𝑥(𝑡−), 𝑥(𝑡−) = lim
𝜐→0+

𝑥(𝑡− 𝜐), 𝑥(𝑡+) = lim
𝜐→0+

𝑥(𝑡+

𝜐), and lim
𝜐→0+

𝑥(𝑡𝑘−𝜐) = 𝑥(𝑡−𝑘 ) = 𝑥(𝑡𝑘), meaning that the solution of the impulsive

switched system (2.1) is left continuous. {𝑡𝑘} is the sequence of impulsive jump

points such that 𝑡0 < 𝑡1 < 𝑡2 < ... < 𝑡𝑘 < ... < 𝑡∞, and 𝑖𝑘 ∈ {1, 2, ...𝑚},

where 𝑘 ∈ ℕ and 𝑚 ∈ ℕ, is a discrete state variable. (2.1b) is the switching law of

system (2.1), which means that, at the 𝑡𝑘 time point, the system enters the 𝑖𝑘 model

from the 𝑖𝑘−1 model under the impulsive switching control. Δ𝐴𝑖𝑘(⋅) and Δ𝐵𝑖𝑘(⋅)
are unknown real norm-bounded matrix functions, denoting time-varying parameter

uncertainties. Assume that the admissible uncertainties are of the form

[Δ𝐴𝑖𝑘(𝑡) Δ𝐵𝑖𝑘(𝑡)] = 𝐸𝑖𝑘𝐹𝑖𝑘 [𝐻𝑖𝑘 𝐽𝑖𝑘 ], (2.2)

where 𝐸𝑖𝑘 ,𝐻𝑖𝑘 ,𝐽𝑖𝑘 are known real constant matrices, 𝐹𝑖𝑘(𝑡) is an unknown real time-

varying matrix satisfying 𝐹 𝑇
𝑖𝑘
(𝑡)𝐹𝑖𝑘(𝑡) < 𝐼 , in which 𝐼 represents the identity matrix

of appropriate dimension.
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2.3 Main results

Lemma 2.1. Let 𝑊 ∈ ℝ𝑝×𝑞 be a given matrix such that 𝑊 𝑇𝑊 ≤ 𝐼 . Then, for any

𝜀 > 0, it holds that

2𝑥𝑇𝑊𝑦 ≤ 𝜀𝑥𝑇𝑥+
1

𝜀
𝑦𝑇𝑦 (2.3)

for all 𝑥 ∈ ℝ𝑝 and 𝑦 ∈ ℝ𝑞.

Proof. Clearly,

0 ≤ (
√
𝜀𝑥− 1√

𝜀
𝑊𝑦)𝑇 (

√
𝜀𝑥− 1√

𝜀
𝑊𝑦)

= 𝜀𝑥𝑇𝑥− 2𝑥𝑇𝑊𝑦 +
1

𝜀
𝑦𝑇𝑊 𝑇𝑊𝑦

By applying the inequality 𝑊 𝑇𝑊 ≤ 𝐼 , we obtain

0 ≤ 𝜀𝑥𝑇𝑥− 2𝑥𝑇𝑊𝑦 +
1

𝜀
𝑦𝑇𝑦

Consequently,

2𝑥𝑇𝑊𝑦 ≤ 𝜀𝑥𝑇𝑥+
1

𝜀
𝑦𝑇𝑦

This completes the proof.

Lemma 2.2. Let 𝑃 ∈ ℝ𝑛×𝑛 be a positive definite matrix and let 𝑄 ∈ ℝ𝑛×𝑛 be a

symmetric matrix. Then,

𝜆min(𝑃
−1𝑄)𝑥(𝑡)𝑇𝑃𝑥(𝑡) ≤ 𝑥(𝑡)𝑇𝑄𝑥(𝑡) ≤ 𝜆max(𝑃

−1𝑄)𝑥(𝑡)𝑇𝑃𝑥(𝑡) (2.4)

for all 𝑥(𝑡) ∈ ℝ𝑛.

Proof. Since 𝑃 is a positive definite matrix, there exists a full rank matrix 𝑃1 such

that 𝑃 = 𝑃 𝑇
1 𝑃1. Let 𝑃1𝑥 = 𝑦. Then

𝑥𝑇𝑄𝑥 = 𝑦𝑇 (𝑃−1
1 )𝑇𝑄𝑃−1

1 𝑦.

Since

(𝑃−1
1 )𝑇𝑄𝑃−1

1 = 𝑃1𝑃
−1
1 (𝑃 𝑇

1 )
−1𝑄𝑃−1

1 = 𝑃1(𝑃
𝑇
1 𝑃1)

−1𝑄𝑃−1
1 = 𝑃1𝑃

−1𝑄𝑃−1
1 ,
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it follows that (𝑃−1
1 )𝑇𝑄𝑃−1

1 and 𝑃−1𝑄 are similar, i.e., they have same eigenvalues.

Thus, we have

𝑥𝑇𝑄𝑥 = 𝑦𝑇 (𝑃−1
1 )𝑇𝑄𝑃−1

1 𝑦 ≤ 𝑦𝑇𝜆max((𝑃
−1
1 )𝑇𝑄𝑃−1

1 )𝑦

and

𝑦𝑇𝜆max((𝑃
−1
1 )𝑇𝑄𝑃−1

1 )𝑦 = 𝜆max((𝑃
−1
1 )𝑇𝑄𝑃−1

1 )𝑦𝑇𝑦 = 𝜆max(𝑃
−1𝑄)𝑥𝑇𝑃𝑥.

Therefore, it follows that

𝑥𝑇𝑄𝑥 ≤ 𝜆max(𝑃
−1𝑄)𝑥𝑇𝑃𝑥.

Similarly, we have the following result

𝑥𝑇𝑄𝑥 = 𝑦𝑇 (𝑃−1
1 )𝑇𝑄𝑃−1

1 𝑦 ≥ 𝑦𝑇𝜆min((𝑃
−1
1 )𝑇𝑄𝑃−1

1 )𝑦 = 𝜆min(𝑃
−1𝑄)𝑥𝑇𝑃𝑥.

This completes the proof.

Lemma 2.3. Let �̂�, �̂� and Δ̂ be real matrices of appropriate dimensions with

Δ̂𝑇 Δ̂ ≤ 𝐼 . Then, for any 𝜀 > 0, it holds that

�̂�Δ̂�̂� + �̂�𝑇 Δ̂𝑇 �̂�𝑇 ≤ 1

𝜀
�̂��̂�𝑇 + 𝜀�̂�𝑇 �̂�. (2.5)

Proof. Since Δ̂𝑇 Δ̂ ≤ 𝐼 and

0 ≤ ∥√𝜀Δ̂�̂� − �̂�𝑇

√
𝜀
∥2

= 𝜀�̂�𝑇 Δ̂𝑇 Δ̂�̂� +
1

𝜀
�̂��̂�𝑇 − �̂�𝑇 Δ̂𝑇 �̂�𝑇 − �̂�Δ̂�̂�,

we have

0 ≤ 𝜀�̂�𝑇 �̂� +
1

𝜀
�̂��̂�𝑇 − �̂�𝑇 Δ̂𝑇 �̂�𝑇 − �̂�Δ̂�̂�.

Hence,

�̂�Δ̂�̂� + �̂�𝑇 Δ̂𝑇 �̂�𝑇 ≤ 𝜀�̂�𝑇 �̂� +
1

𝜀
�̂��̂�𝑇 .

This completes the proof.

To continue, let us introduce some notations as follows. Let ℕ denote the set of all

natural numbers, ℝ the set of real numbers, ℝ+ the set of nonnegative real numbers,
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and ℝ𝑛 the 𝑛-dimensional Euclidean linear space equipped with the Euclidean norm

∥ ⋅ ∥. Let 𝐶(𝑅+, 𝑅+) be the set of all continuous functions from 𝑅+ into 𝑅+. Let

𝑃𝐶(ℝ+,ℝ+) be the set consisting of all these functions 𝜙 : ℝ+ → ℝ+ such that

𝜙(𝑡+) = 𝜙(𝑡),∀𝑡 ∈ ℝ+, 𝜙(𝑡
−) exits in ℝ+, ∀𝑡 ∈ ℝ+ and 𝜙(𝑡−) = 𝜙(𝑡) for all but at

most a finite number of points 𝑡 ∈ ℝ+. Define 𝐾={𝑔 ∈ 𝐶(ℝ+,ℝ+) ∣ 𝑔(0) = 0 and

𝑔(𝑠) > 0 for 𝑠 > 0}.

Lemma 2.4. Consider the system{
�̇�(𝑡) = 𝑓(𝑡, 𝑥𝑡), 𝑡 ∕= 𝑡𝑘,

Δ𝑥(𝑡) = 𝐼(𝑡, 𝑥𝑡−), 𝑡 = 𝑡𝑘.
(2.6)

Assume that there exist functions 𝑎, 𝑏, 𝑐, 𝑔 ∈ 𝐾, 𝑝 ∈ 𝑃𝐶(ℝ+,ℝ+), and 𝑉 : [−𝑟,∞]×
𝑆(𝜌) → ℝ+, where 𝑉 is continuous on [−𝑟, 𝑡0)× 𝑆(𝜌) and on [𝑡𝑘−1, 𝑡𝑘)× 𝑆(𝜌) for

𝑘 = 1, 2, .... Suppose that, for each 𝑥 ∈ 𝑆(𝜌) and 𝑘 = 1, 2, ..., 𝑉 is locally Lipschitz

in 𝑥. Furthermore, it is assumed that the following conditions are satisfied.

(i) 𝑏(∥𝑥∥) ≤ 𝑉 (𝑡, 𝑥) ≤ 𝑎(∥𝑥∥), for all (𝑡, 𝑥) ∈ [−𝑟,∞)× 𝑆(𝜌);

(ii) 𝐷+𝑉 (𝑡, 𝜑(0)) ≤ 𝑝(𝑡)𝑐(𝑉 (𝑡, 𝜑(0))), for all 𝑡 ∕= 𝑡𝑘 in ℝ+ and 𝜑 ∈ 𝑃𝐶([−𝑟, 0), 𝑆(𝜌))

whenever 𝑉 (𝑡, 𝜑(0)) ≥ 𝑔(𝑉 (𝑡+ 𝑠, 𝜑(𝑠))) for 𝑠 ∈ [−𝑟, 0);

(iii) 𝑉 (𝑡𝑘, 𝜑(0)+𝐼(𝑡𝑘, 𝜑)) ≤ 𝑔(𝑉 (𝑡−𝑘 , 𝜑(0))), for all (𝑡𝑘, 𝜑) ∈ ℝ+×𝑃𝐶([−𝑟, 0], 𝑆(𝜌1))

for which 𝜑(0−) = 𝜑(0); and

(iv) 𝜏 = sup{𝑡𝑘 − 𝑡𝑘−1} < ∞, 𝐺1 = sup𝑡≥0

∫ 𝑡+𝜏

𝑡
𝑝(𝑠)𝑑𝑠 < ∞, and

𝐺2 = inf
𝑞>0

∫ 𝑞

𝑔(𝑞)

(𝑑𝑠)/(𝑐(𝑠)) > 𝐺1.

Then, the trivial solution is uniformly asymptotically stable.

Proof. The arguments of the proof follow closely of those given in [16].

Condition (i) implies 𝑏(𝑠) ≤ 𝑎(𝑠), for all 𝑠 ∈ [0, 𝜌]. Let �̂� and �̂� be continuous,

strictly increasing functions satisfying �̂�(𝑠) ≤ 𝑏(𝑠) ≤ 𝑎(𝑠) ≤ �̂�(𝑠), for all 𝑠 ∈ [0, 𝜌].

Then,

�̂�(∥𝑥∥) ≤ 𝑉 (𝑡, 𝑥) ≤ �̂�(∥𝑥∥), (2.7)

for all (𝑡, 𝑥) ∈ [−𝑟,∞)× 𝑆(𝜌).

From the definition of 𝐺2, we see that 0 < 𝑔(𝑞) < 𝑞, for all 𝑞 > 0.
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We first show uniform stability. Let 𝜖 > 0 and assume without loss of generality

that 𝜖 ≤ 𝜌1. Choose 𝛿 = 𝛿(𝜖) > 0 so that 𝛿 < �̂�−1(𝑔(�̂�(𝜖))) and note that 0 < 𝛿 < 𝜖.

Let (𝑡0, 𝜑) ∈ ℝ+ × 𝑃𝐶([−𝑟, 0], 𝐷), where ∥𝜑∥𝑟 ≤ 𝛿 and 𝑡0 ∈ (𝜏1, 𝜏𝑙) for some

positive integer 𝑙. Suppose that 𝑥 = 𝑥(𝑡0, 𝜑) is a solution of (2.6) and let [𝑡0 −
𝑟, 𝑡0+𝛽) be its maximal interval of existence. If 𝛽 < ∞, then there exists some 𝑡 ∈
(𝑡0, 𝑡0+𝛽) for which ∥𝑥(𝑡)∥ > 𝜖. We will prove that ∥𝑥(𝑡)∥ ≤ 𝜖 for 𝑡 ∈ [𝑡0, 𝑡0+𝛽),

which will, in turn, imply that 𝛽 = ∞ and that the trivial solution of (2.6) is thereby

uniformly stable.

Suppose, for the sake of contradiction, that ∥𝑥(𝑡)∥ > 𝜖 for some 𝑡 ∈ [𝑡0, 𝑡0 + 𝛽).

Then, we let

𝑡 = inf{𝑡 ∈ [𝑡0, 𝑡0 + 𝛽] ∣ ∥𝑥(𝑡)∥ > 𝜖}.

Note that

∥𝑥(𝑡)∥ ≤ ∥𝜑∥𝜏 ≤ 𝛿 < 𝜖

for 𝑡 ∈ [𝑡0 − 𝑟, 𝑡0) and, in particular, ∥𝑥(𝑡0)∥ < 𝜖.

By the definition of 𝑡, we see that 𝑡 ∈ (𝑡0, 𝑡0+𝛽), ∥𝑥(𝑡)∥ ≤ 𝜖 ≤ 𝜌1 for 𝑡 ∈ [𝑡0−𝑟, 𝑡).

Clearly, there are two cases: either ∥𝑥(𝑡)∥ = 𝜖 or ∥𝑥(𝑡)∥ > 𝜖 and 𝑡 = 𝜏𝑘 for some

𝑘. In the later case, ∥𝑥(𝑡)∥ ≤ 𝜌 by virtue of the fact that ∥𝑥𝑡−∥𝑟 ≤ 𝜖 ≤ 𝜌1. Thus, in

either case, 𝑉 (𝑡, 𝑥(𝑡)) is defined for 𝑡 ∈ [𝑡0 − 𝜏, 𝑡].

For 𝑡 ∈ [𝑡0 − 𝜏, 𝑡], define

𝑚(𝑡) = 𝑉 (𝑡, 𝑥(𝑡)). (2.8)

By the piecewise continuity assumption on 𝑉 , it follows that

𝑚 ∈ 𝑃𝐶([𝑡0 − 𝑟, 𝑡],ℝ+)

and 𝑚(𝑡) is continuous at each 𝑡 ∕= 𝜏𝑘 in (𝑡0, 𝑡]. By (2.7), we have

�̂�(∥𝑥(𝑡)∥) ≤ 𝑚(𝑡) ≤ �̂�(∥𝑥(𝑡)∥), (2.9)

for 𝑡 ∈ [𝑡0 − 𝑟, 𝑡]. Thus,

𝑚(𝑡) ≤ �̂�(∥𝜑(𝑡)∥𝑟) ≤ �̂�(𝛿) < 𝑔(�̂�(𝜖))
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for 𝑡 ∈ [𝑡0 − 𝑟, 𝑡0]. Since 𝑉 is locally Lipschitz in 𝑥, we have, by Condition (ii),

𝐷+𝑚(𝑡) = lim sup
ℎ→∞

1

ℎ
[𝑚(𝑡+ ℎ)−𝑚(𝑡)] ≤ 𝑝(𝑡)𝑐(𝑚(𝑡)), (2.10)

for all 𝑡 ∕= 𝜏𝑘 in (𝑡0, 𝑡], whenever 𝑚(𝑡) ≥ 𝑔(∥𝑚𝑡∥𝑟). Furthermore, by Condition

(iii), we have

𝑚(𝜏𝑘) ≤ 𝑔(𝑚(𝑡−𝑘 )), (2.11)

for all 𝜏𝑘 ∈ (𝑡0, 𝑡].

Let

𝑡∗ = inf{𝑡 ∈ [𝑡0, 𝑡]∣𝑚(𝑡) ≥ �̂�(𝜖)}.

Since

𝑚(𝑡0) < 𝑔(�̂�(𝜖)) < �̂�(𝜖)

and 𝑚(𝑡) ≥ �̂�(𝜖), it follows that 𝑡∗ ∈ (𝑡0, 𝑡]. Moreover, 𝑚(𝑡) < �̂�(𝜖) for 𝑡 ∈
[𝑡0− 𝑟, 𝑡∗). We claim that 𝑚(𝑡∗) = �̂�(𝜖) and that 𝑡∗ ∕= 𝜏𝑘 for any 𝑘. Clearly, we must

have 𝑚(𝑡∗) ≥ �̂�(𝜖) > 0. If 𝑡∗ = 𝜏𝑘 for some 𝑘, by (2.11), then

0 < �̂�(𝜖) ≤ 𝑚(𝑡∗) ≤ 𝑔(𝑚(𝑡∗−)) < 𝑚(𝑡∗−) ≤ �̂�(𝜖),

which is impossible. Thus, 𝑡∗ ∕= 𝜏𝑘 for any 𝑘. This, in turn, implies that 𝑚(𝑡∗) =

�̂�(𝜖) since 𝑚(𝑡) is continuous at 𝑡∗.

Now, let us first consider the case when 𝜏𝑙−1 ≤ 𝑡0 < 𝑡∗ < 𝜏𝑙. Let

𝑡 = sup{𝑡 ∈ [𝑡0, 𝑡
∗]∣𝑚(𝑡) ≤ 𝑔(�̂�(𝜖))}.

Since

𝑚(𝑡0) < 𝑔(�̂�(𝜖)),𝑚(𝑡∗) = �̂�(𝜖) > 𝑔(�̂�(𝜖)),

and 𝑚(𝑡) is continuous on [𝑡0, 𝑡
∗], it is clear that 𝑡 ∈ (𝑡0, 𝑡

∗), 𝑚(𝑡) = 𝑔(�̂�(𝜖)), and

𝑚(𝑡) ≥ 𝑔(�̂�(𝜖)) for 𝑡 ∈ [𝑡, 𝑡∗]. Hence, for 𝑡 ∈ [𝑡, 𝑡∗] and 𝑠 ∈ [−𝑟, 0], we have

𝑔(𝑚(𝑡+ 𝑠)) ≤ 𝑔(�̂�(𝜖)) ≤ 𝑚(𝑡).

In other words,

𝑚(𝑡) ≥ 𝑔(∥𝑚𝑡∥𝜏 ).
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Thus, inequality (2.10) holds for all 𝑡 ∈ (𝑡, 𝑡∗]. Integrating the differential inequality

(2.10) gives ∫ 𝑚(𝑡∗)

𝑚(𝑡)

𝑑𝑠

𝑐(𝑠)
≤

∫ 𝑡∗

𝑡

𝑝(𝑠)𝑑𝑠 ≤
∫ 𝑡+𝜏

𝑡

𝑝(𝑠)𝑑𝑠 ≤ 𝐺1. (2.12)

However, we also have ∫ 𝑚(𝑡∗)

𝑚(𝑡)

𝑑𝑠

𝑐(𝑠)
=

∫ �̂�(𝜖)

𝑔(�̂�(𝜖))

𝑑𝑠

𝑐(𝑠)
≥ 𝐺2. (2.13)

Since it is assumed that 𝐺2 > 𝐺1, we arrive at our desired contradiction.

Now, suppose that 𝜏𝑘 < 𝑡∗ < 𝜏𝑘+1 for some 𝑘 ≥ 𝑙. Then, by (2.11),

𝑚(𝜏𝑘) ≤ 𝑔(𝑚(𝜏−𝑘 )) ≤ 𝑔(�̂�(𝜖)).

As before, define

𝑡 = sup{𝑡 ∈ [𝜏𝑘, 𝑡
∗]∣𝑚(𝑡) ≤ 𝑔(�̂�(𝜖))}.

Then 𝑡 ∈ [𝜏𝑘, 𝑡
∗), 𝑚(𝑡) = 𝑔(�̂�(𝜖)), and 𝑚(𝑡) ≥ 𝑔(�̂�(𝜖)) for 𝑡 ∈ [𝑡, 𝑡∗]. Now, by

following an argument similar to that as before, we arrive at a contradiction.

Therefore, in either case, we obtain a contradiction, which proves that the trivial

solution of (2.6) is uniformly stable.

Next, we shall show that the solution, in fact, is uniformly asymptotically stable.

Since the trivial solution of (2.6) is uniformly stable, there exists an 𝜂 > 0 such that

if ∥𝜑∥𝑟 ≤ 𝜂, then ∥𝑥(𝑡, 𝑡0, 𝜑)∥ ≤ 𝜌1 for all 𝑡 ≥ 𝑡0 − 𝑟 where 𝑥 = 𝑥(𝑡0, 𝜑) is any

solution of (2.6). Moreover,

𝑉 (𝑡, 𝑥(𝑡)) ≤ �̄�(∥𝑥(𝑡)∥) ≤ �̄�(𝜌1)

for 𝑡 ≥ 𝑡0 − 𝑟.

Now, let 𝛾 > 0 and assume, without loss of generality, that 𝛾 < 𝜌1. Define

𝐺 = 𝐺(𝛾) = sup{ 1

𝑐(𝑠)
∣𝑔(�̂�(𝛾)) ≤ 𝑠 ≤ �̂�(𝜌1)}, (2.14)

and note that 0 < 𝐺 < ∞.

For �̂�(𝛾) ≤ 𝑞 ≤ �̂�(𝜌1), we have

𝑔(�̂�(𝛾)) ≤ 𝑔(𝑞) < 𝑞 ≤ �̄�(𝜌1).
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Hence,

𝐺2 ≤
∫ 𝑞

𝑔(𝑞)

𝑑𝑠

𝑐(𝑠)
≤ 𝐺[𝑞 − 𝑔(𝑞)], (2.15)

from which we obtain

𝑔(𝑞) ≤ 𝑞 −𝐺2/𝐺 < 𝑞 − 𝑑,

where 𝑑 = 𝑑(𝛾) > 0 is chosen so that 𝑑 < (𝐺2 −𝐺1)/𝐺.

Let 𝑁 = 𝑁(𝛾) be the smallest positive integer for which

�̂�(𝜌1) ≤ �̂�(𝛾) +𝑁𝑑

and define

𝑇 = 𝑇 (𝛾) = 𝜏 + (𝑟 + 𝜏)(𝑁 − 1).

Let 𝑥 = 𝑥(𝑡0, 𝜑) be a solution of (2.6), where ∥𝜑∥𝑟 ≤ 𝜂 and 𝑡0 ∈ [𝜏𝑙−1, 𝜏𝑙) for some

positive integer 𝑙. We shall show that

∥𝑥(𝑡)∥ ≤ 𝛾 for 𝑡 ≥ 𝑡0 + 𝑇.

Let

𝑚(𝑡) = 𝑉 (𝑡, 𝑥(𝑡)), (2.16)

for 𝑡 ≥ 𝑡0 − 𝑟. Then

𝑚(𝑡) ≤ �̂�(𝜌1) for 𝑡 ≥ 𝑡0 − 𝑟.

Let 𝐴 and 𝑗 be given such that 0 < 𝐴 ≤ �̂�(𝜌1) and 𝑗 ≥ 𝑙. We shall show that if

𝑚(𝑡) ≤ 𝐴 for 𝑡 ∈ [𝜏𝑗 − 𝑟, 𝜏𝑗), then 𝑚(𝑡) ≤ 𝐴 for 𝑡 ≥ 𝜏𝑗 . In addition, if 𝐴 ≥ �̂�(𝛾),

then 𝑚(𝑡) ≤ 𝐴− 𝑑 for 𝑡 ≥ 𝜏𝑗 .

To prove the first part, suppose, for the sake of contradiction, that there exists some

𝑡 ≥ 𝜏𝑗 for which 𝑚(𝑡) > 𝐴. Then, we let

𝑡∗ = inf{𝑡 ≥ 𝜏𝑗∣𝑚(𝑡) > 𝐴}.

Thus, 𝑡∗ ∈ [𝜏𝑘, 𝜏𝑘+1) for some 𝑘 ≥ 𝑗. Since

𝑚(𝜏𝑘) ≤ 𝑔(𝑚(𝜏−𝑘 )) ≤ 𝑔(𝐴) < 𝐴,
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it follows that 𝑡∗ ∈ (𝜏𝑘, 𝜏𝑘+1). Moreover, 𝑚(𝑡∗) = 𝐴 and 𝑚(𝑡) ≤ 𝐴 for 𝑡 ∈
[𝜏𝑗 − 𝑟, 𝑡∗].

Let

𝑡 = sup{𝑡 ∈ [𝜏𝑘, 𝑡
∗]∣𝑚(𝑡) ≤ 𝑔(𝐴)}.

Since

𝑚(𝑡∗) = 𝐴 > 𝑔(𝐴) ≥ 𝑚(𝜏𝑘),

we have

𝑡 ∈ [𝜏𝑘, 𝑡
∗),𝑚(𝑡) = 𝑔(𝐴),

and 𝑚(𝑡) ≥ 𝑔(𝐴) for 𝑡 ∈ [𝑡, 𝑡∗].

Thus, for 𝑡 ∈ [𝑡, 𝑡∗] and 𝑠 ∈ [−𝑟, 0], we obtain

𝑔(𝑚(𝑡+ 𝑠)) ≤ 𝑔(𝐴) ≤ 𝑚(𝑡).

Consequently, (2.12) holds true. However, since∫ 𝑚(𝑡∗)

𝑚(𝑡)

𝑑𝑠

𝑐(𝑠)
=

∫ 𝐴

𝑔(𝐴)

𝑑𝑠

𝑐(𝑠)
≥ 𝐺2, (2.17)

and, by assumption, 𝐺2 > 𝐺1, we encounter a contradiction. This proves the first

part.

The proof of the second part is similar. Assume, for the sake of contradiction, that

there exists some 𝑡 ≥ 𝜏𝑗 for which 𝑚(𝑡) > 𝐴− 𝑑. Then, define

𝑡∗ = inf{𝑡 ≥ 𝜏𝑗∣𝑚(𝑡) > 𝐴− 𝑑}

and let 𝑘 ≥ 𝑗 be chosen so that 𝑡∗ ∈ [𝜏𝑘, 𝜏𝑘+1). Since

�̂�(𝛾) ≤ 𝐴 ≤ �̂�(𝜌1),

we have

𝑔(𝐴) < 𝐴− 𝑑

and so

𝑚(𝜏𝑘) ≤ 𝑔(𝑚(𝜏−𝑘 )) ≤ 𝑔(𝐴) < 𝐴− 𝑑.
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Thus, 𝑡∗ ∈ (𝜏𝑘, 𝜏𝑘+1). Moreover, 𝑚(𝑡∗) = 𝐴− 𝑑 and 𝑚(𝑡) ≤ 𝐴− 𝑑 for 𝑡 ∈ [𝜏𝑘, 𝑡
∗].

Let 𝑡 be defined as before. Since

𝑚(𝑡∗) = 𝐴− 𝑑 > 𝑔(𝐴) ≥ 𝑚(𝜏𝑘),

we have 𝑡 ∈ [𝜏𝑘, 𝑡
∗), 𝑚(𝑡) = 𝑔(𝐴) and 𝑚(𝑡) ≥ 𝑔(𝐴) for 𝑡 ∈ [𝑡, 𝑡∗]. Thus, we obtain

inequality (2.12) as before. However,∫ 𝑚(𝑡∗)

𝑚(𝑡)

𝑑𝑠

𝑐(𝑠)
=

∫ 𝐴−𝑑

𝑔(𝐴)

𝑑𝑠

𝑐(𝑠)
=

∫ 𝐴

𝑔(𝐴)

𝑑𝑠

𝑐(𝑠)
−

∫ 𝐴

𝐴−𝑑

𝑑𝑠

𝑐(𝑠)
. (2.18)

Since

�̂�(𝛾) ≤ 𝐴 ≤ �̂�(𝜌1),

we have

𝑔(�̂�(𝛾)) ≤ 𝑔(𝐴) < 𝐴− 𝑑 < 𝐴 ≤ �̂�(𝜌1)

and so

1/𝑐(𝑠) ≤ 𝐺 for 𝐴− 𝑑 ≤ 𝑠 ≤ 𝐴.

Thus, from (2.18), we get∫ 𝑚(𝑡∗)

𝑚(𝑡)

𝑑𝑠

𝑐(𝑠)
≥ 𝐺2 −

∫ 𝐴

𝐴−𝑑

𝐺𝑑𝑠 = 𝐺2 − 𝑑𝐺 > 𝐺2 + (𝐺1 −𝐺2) = 𝐺1, (2.19)

which contradicts (2.12). Therefore, the validity of the second part is established.

Define the indices 𝑘(𝑖) for 𝑖 = 1, 2, ..., 𝑁 as follows. Let 𝑘(1) = 𝑙 and, for 𝑖 =

2, ..., 𝑁 , let 𝑘(𝑖) be chosen so that

𝜏𝑘(𝑖)−1 < 𝜏𝑘(𝑖−1) + 𝑟 ≤ 𝜏𝑘(𝑖) .

Then, 𝜏𝑘(𝑙) = 𝜏𝑙 ≤ 𝑡0 + 𝜏 , and for 𝑖 = 2, ..., 𝑁 , we have

𝜏𝑘(𝑖) ≤ 𝜏𝑘(𝑖)−1 + 𝑟 ≤ 𝜏𝑘(𝑖−1) + 𝑟 + 𝜏.

Combining these inequalities gives

𝜏
𝑘(�̃�) ≤ 𝑡0 + 𝜏 + (𝑟 + 𝜏)(𝑁 − 1) = 𝑡0 + 𝑇.

We claim that for each 𝑖 = 1, 2, ..., 𝑁 ,

𝑚(𝑡) ≤ �̂�(𝜌1)− 𝑖𝑑 for 𝑡 ≥ 𝜏𝑘(𝑖).
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Since 𝑚(𝑡) ≤ �̂�(𝜌1) for 𝑡 ∈ [𝑡0 − 𝑟, 𝜏𝑘(1)), it follows that by setting 𝐴 = �̂�(𝜌1) in

our earlier argument, we obtain

𝑚(𝑡) ≤ �̂�(𝜌1)− 𝑑 for 𝑡 ≥ 𝜏𝑘(1).

We now proceed by using the induction argument. Assume

𝑚(𝑡) ≤ �̂�(𝜌1)− 𝑗𝑑 for 𝑡 ≥ 𝜏𝑘(𝑗)

for some 1 ≤ 𝑗 ≤ 𝑁 − 1. Let

𝐴 = �̂�(𝜌1)− 𝑗𝑑.

Since

𝜏𝑘(𝑗) ≤ 𝜏𝑙(𝑗+1) − 𝑟,

it is clear that 𝑚(𝑡) ≤ 𝐴 for

𝑡 ∈ [𝜏𝑘(𝑗+1) − 𝑟, 𝜏𝑘(𝑗+1))

and so

𝑚(𝑡) ≤ 𝐴− 𝑑 = �̂�(𝜌1)− (𝑗 + 1)𝑑 for 𝑡 ≥ 𝜏𝑘(𝑗+1) .

Thus, by the principle of induction, the claim is established.

In particular, we have

𝑚(𝑡) ≤ �̂�(𝜌1)−𝑁𝑑 ≤ �̂�(𝛾) for 𝑡 ≥ 𝑡0 + 𝑇 ≥ 𝜏
𝑘(�̃�) .

Finally, by (2.9), it follows that

∥𝑥(𝑡)∥ ≤ 𝛾 for 𝑡 ≥ 𝑡0 + 𝑇,

which completes the proof of the lemma.

To continue, we assume that the following assumptions are satisfied.

(A2.1)

∥𝑥(𝑡− ℎ)∥2 ≤ 𝜌 ∥𝑥(𝑡)∥2 , (2.20)

where

𝜌 =
𝜆min(𝑃𝑖𝑘)

𝜇𝜆max(𝑃𝑖𝑘−𝑚𝑜𝑑𝑒(ℎ)
)𝜆max[𝑃

−1
𝑖𝑘−1

(𝐼 +𝐷𝑘)𝑇𝑃𝑖𝑘(𝐼 +𝐷𝑘)]
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and 𝜇 > 0.

(A2.2) When system state 𝑥(𝑡) is in the 𝑖𝑘 mode, the delayed system state 𝑥(𝑡− ℎ)

is in the 𝑖𝑘−𝑚𝑜𝑑𝑒(ℎ) mode.

Theorem 2.1. Assume that (A2.1)-(A2.2) are satisfied and that there exist a sym-

metric and positive definite matrix 𝑃𝑖𝑘 and some positive scalars 𝜇, 𝜀1, 𝜀2, 𝜀3, such

that the following conditions are satisfied.

(a)

𝜂𝑘 = 𝜆max[𝑃
−1
𝑖𝑘−1

(𝐼 +𝐷𝑘)
𝑇𝑃𝑖𝑘(𝐼 +𝐷𝑘)] < 1, (2.21)

(b) 𝜏 = sup{𝑡𝑘 − 𝑡𝑘−1} < ∞,

(𝜆max(𝑃
−1
𝑖𝑘

𝑆𝑖𝑘) + 𝜇−1𝜂−1
𝑘 𝜆max(𝑃

−1
𝑖𝑘

𝑆𝑖𝑘))𝜏 + ln 𝜂𝑘 < 0, (2.22)

where

𝑆𝑖𝑘 = 𝑃𝑖𝑘𝐴𝑖𝑘+𝐴𝑇
𝑖𝑘
𝑃𝑖𝑘+

1

𝜀1
𝑃𝑖𝑘𝐸𝑖𝑘𝐸

𝑇
𝑖𝑘
𝑃𝑖𝑘+𝜀1𝐻

𝑇
𝑖𝑘
𝐻𝑖𝑘+

𝐼

𝜀2
+

1

𝜀3
𝑃𝑖𝑘𝐸𝑖𝑘𝐸

𝑇
𝑖𝑘
𝑃𝑖𝑘 , (2.23)

𝑆𝑖𝑘 = 𝜀2𝐵
𝑇
𝑖𝑘
𝑃 2
𝑖𝑘
𝐵𝑖𝑘 + 𝜀3𝐽

𝑇
𝑖𝑘
𝐽𝑖𝑘 . (2.24)

Then, the trivial solution of the impulsive switched system (2.1) is uniformly asymp-

totically stable.

Proof. For all (𝑡𝑘, 𝜑) ∈ ℝ+ × 𝑃𝐶([−𝑟, 0], 𝑆(𝜌)),

𝑉 (𝑡𝑘, 𝜑(0) + 𝐼(𝑡𝑘, 𝜑)) = [(𝐼 +𝐷𝑘)𝑥(𝑡
−
𝑘 , 𝜑(0))]

𝑇𝑃𝑖𝑘 [(𝐼 +𝐷𝑘)𝑥(𝑡
−
𝑘 , 𝜑(0))]

= 𝑥𝑇 (𝑡−𝑘 , 𝜑(0))[(𝐼 +𝐷𝑘)
𝑇𝑃𝑖𝑘(𝐼 +𝐷𝑘)]𝑥(𝑡

−
𝑘 , 𝜑(0))

≤ 𝜆max[𝑃
−1
𝑖𝑘−1

(𝐼 +𝐷𝑘)
𝑇𝑃𝑖𝑘(𝐼 +𝐷𝑘)]𝑥

𝑇 (𝑡−𝑘 , 𝜑(0))𝑃𝑖𝑘−1
(𝑡−𝑘 , 𝜑(0))

= 𝜂𝑘𝑉 (𝑡−𝑘 , 𝜑(0)) (2.25)

Then, the impulsive switched system (2.1) is asymptotically stable at the impulsive

switching time points. At the same time, Condition (iii) is satisfied and 𝑔(𝑠𝑘) =

𝜂𝑘𝑠𝑘.

When 𝑡 ∈ (𝑡𝑘, 𝑡𝑘+1], consider the following function as a potential Lyapunov func-

tion

𝑉 (𝑡, 𝜑(0)) = 𝑥(𝑡)𝑇𝑃𝑖𝑘𝑥(𝑡). (2.26)
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It is easy to show that the function 𝑉 (𝑡, 𝜑(0)) satisfies Condition (i) of Lemma 2.4.

Taking the derivative along the solution of the impulsive switched system (2.1), we

obtain

𝐷+𝑉 (𝑡, 𝜑(0)) = �̇�(𝑡)𝑇𝑃𝑖𝑘𝑥(𝑡) + 𝑥(𝑡)𝑇𝑃𝑖𝑘 �̇�(𝑡)

= 𝑥𝑇 (𝑡)(𝑃𝑖𝑘𝐴𝑖𝑘 + 𝐴𝑇
𝑖𝑘
𝑃𝑖𝑘)𝑥(𝑡) + 𝑥𝑇 (𝑡)(𝑃𝑖𝑘Δ𝐴𝑖𝑘 +Δ𝐴𝑇

𝑖𝑘
𝑃𝑖𝑘)𝑥(𝑡)

+2𝑥𝑇 (𝑡)𝑃𝑖𝑘(𝐵𝑖𝑘 +Δ𝐵𝑖𝑘)𝑥(𝑡− ℎ)

= 𝑥𝑇 (𝑡)(𝑃𝑖𝑘𝐴𝑖𝑘 + 𝐴𝑇
𝑖𝑘
𝑃𝑖𝑘)𝑥(𝑡) + 𝑥𝑇 (𝑡)(𝑃𝑖𝑘𝐸𝑖𝑘𝐹𝑖𝑘𝐻𝑖𝑘 +𝐻𝑇

𝑖𝑘
𝐹 𝑇
𝑖𝑘
𝐸𝑇

𝑖𝑘
𝑃𝑖𝑘)𝑥(𝑡)

+2𝑥𝑇 (𝑡)𝑃𝑖𝑘(𝐵𝑖𝑘 + 𝐸𝑖𝑘𝐹𝑖𝑘𝐽𝑖𝑘)𝑥(𝑡− ℎ) (2.27)

By Lemma 2.2 and Lemma 2.3, it follows from (2.27) that

𝐷+𝑉 (𝑡, 𝜑(0)) ≤ 𝑥𝑇 (𝑡)(𝑃𝑖𝑘𝐴𝑖𝑘+𝐴𝑇
𝑖𝑘
𝑃𝑖𝑘)𝑥(𝑡)+𝑥𝑇 (𝑡)(

1

𝜀1
𝑃𝑖𝑘𝐸𝑖𝑘𝐸

𝑇
𝑖𝑘
𝑃𝑖𝑘+𝜀1𝐻

𝑇
𝑖𝑘
𝐻𝑖𝑘)𝑥(𝑡)

+2𝑥𝑇 (𝑡)𝑃𝑖𝑘(𝐵𝑖𝑘 + 𝐸𝑖𝑘𝐹𝑖𝑘𝐽𝑖𝑘)𝑥(𝑡− ℎ)

≤ 𝑥𝑇 (𝑡)(𝑃𝑖𝑘𝐴𝑖𝑘 + 𝐴𝑇
𝑖𝑘
𝑃𝑖𝑘)𝑥(𝑡) + 𝑥𝑇 (𝑡)(

1

𝜀1
𝑃𝑖𝑘𝐸𝑖𝑘𝐸

𝑇
𝑖𝑘
𝑃𝑖𝑘 + 𝜀1𝐻

𝑇
𝑖𝑘
𝐻𝑖𝑘)𝑥(𝑡)

+𝑥𝑇 (𝑡)(
𝐼

𝜀2
+

1

𝜀3
𝑃𝑖𝑘𝐸𝑖𝑘𝐸

𝑇
𝑖𝑘
𝑃𝑖𝑘)𝑥(𝑡) + 𝑥𝑇 (𝑡− ℎ)(𝜀2𝐵

𝑇
𝑖𝑘
𝑃 2
𝑖𝑘
𝐵𝑖𝑘 + 𝜀3𝐽

𝑇
𝑖𝑘
𝐽𝑖𝑘)𝑥(𝑡− ℎ)

= 𝑥𝑇 (𝑡)𝑆𝑖𝑘𝑥(𝑡) + 𝑥𝑇 (𝑡− ℎ)𝑆𝑖𝑘𝑥(𝑡− ℎ)

≤ 𝜆max(𝑃
−1
𝑖𝑘

𝑆𝑖𝑘)𝑉 (𝑡, 𝜑(0)) + 𝜆max(𝑃
−1
𝑖𝑘

𝑆𝑖𝑘)𝑉 (𝑡− ℎ). (2.28)

By (A2.1), we have

𝑉 (𝑡, 𝜑(0)) ≥ 𝜆min(𝑃𝑖𝑘)𝑥
𝑇 (𝑡)𝑥(𝑡)

≥ 𝜇𝜆max(𝑃𝑖𝑘−𝑚𝑜𝑑𝑒(ℎ)
)𝜂𝑘𝑥

𝑇 (𝑡− ℎ)𝑥(𝑡− ℎ)

≥ 𝜇𝜂𝑘𝑉 (𝑡− ℎ). (2.29)

Consequently,

𝑉 (𝑡− ℎ) ≤ 1

𝜇𝜂𝑘
𝑉 (𝑡, 𝜑(0)). (2.30)

Thus, by combining (2.28) and (2.30), we obtain

𝐷+𝑉 (𝑡, 𝜑(0)) ≤ (𝜆max(𝑃
−1
𝑖𝑘

𝑆𝑖𝑘) + 𝜇−1𝜂−1
𝑘 𝜆max(𝑃

−1
𝑖𝑘

𝑆𝑖𝑘)𝑉 (𝑡) (2.31)
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Then, Condition (ii) of Lemma 2.4 is satisfied and we obtain

𝑝(𝑡) = 𝜆max(𝑃
−1
𝑖𝑘

𝑆𝑖𝑘) + 𝜇−1𝜂−1
𝑘 𝜆max(𝑃

−1
𝑖𝑘

𝑆𝑖𝑘), 𝑐(𝑠) = 𝑠. (2.32)

For 𝜏 = sup{𝑡𝑘 − 𝑡𝑘−1} < ∞, we have

𝐺1 = sup
𝑡≥0

∫ 𝑡+𝜏

𝑡

𝑝(𝑠)𝑑𝑠 = (𝜆max(𝑃
−1
𝑖𝑘

𝑆𝑖𝑘) + 𝜇−1𝜂−1
𝑘 𝜆max(𝑃

−1
𝑖𝑘

𝑆𝑖𝑘))𝜏 < ∞,

and

𝐺2 = inf
𝑞>0

∫ 𝑞

𝑔(𝑞)

(𝑑𝑠)/(𝑐(𝑠)) = inf
𝑞>0

∫ 𝑞

𝜂𝑘𝑞

(𝑑𝑠)/𝑠.

Thus, by inequality (2.22), we have

𝐺2 = − ln 𝜂𝑘 > (𝜆max(𝑃
−1
𝑖𝑘

𝑆𝑖𝑘) + 𝜇−1𝜂−1
𝑘 𝜆max(𝑃

−1
𝑖𝑘

𝑆𝑖𝑘))𝜏 = 𝐺1 (2.33)

Therefore, Condition (iv) of Lemma 2.4 is satisfied.

Combining (2.25), (2.31) and (2.33), the conclusion of the theorem follows readily.

Remark 2.1. Theorem 2.1 does not impose any bound on the delay constant ℎ as

in Lemma 2.4. Thus, the stability results presented in Theorem 2.1 are independent

of delay.

For the impulsive switched system (2.1), if there are no switchings, the impulsive

system becomes⎧⎨⎩
�̇�(𝑡) = (𝐴+Δ𝐴)𝑥(𝑡) + (𝐵 +Δ𝐵)𝑥(𝑡− ℎ), 𝑡 ∕= 𝑡𝑘,
Δ𝑥(𝑡) = 𝐷𝑘𝑥(𝑡), 𝑡 = 𝑡𝑘,
𝑥(𝑡) = 𝜑(𝑡), −𝜏 ≤ 𝑡 ≤ 0.

(2.34)

We assume that the admissible uncertainties are of the form

[Δ𝐴(𝑡) Δ𝐵(𝑡)] = 𝐸𝐹 (𝑡)[𝐻 𝐽 ], (2.35)

where 𝐸, 𝐻 , 𝐽 are known real constant matrices, and 𝐹 (𝑡) is an unknown real time-

varying matrix satisfying 𝐹 𝑇 (𝑡)𝐹 (𝑡) < 𝐼 . Then, we have the following corollary.

Corollary 2.1. Suppose that the corresponding assumptions of Theorem 2.1 are

satisfied and that there exist a symmetric and positive definite matrix 𝑃 and some

positive scalars 𝜇, 𝜀1, 𝜀2, 𝜀3, such that the following conditions are satisfied.
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(a)

𝜂𝑘 = 𝜆max[𝑃
−1(𝐼 +𝐷𝑘)

𝑇𝑃 (𝐼 +𝐷𝑘)] < 1, (2.36)

(b) when 𝜏 = sup{𝑡𝑘 − 𝑡𝑘−1} < ∞,

ln 𝜂𝑘 + (𝜆max(𝑃
−1𝑆) + 𝜇−1𝜂−1

𝑘 𝜆max(𝑃
−1𝑆))𝜏 < 0, (2.37)

where

𝑆 = 𝑃𝐴+ 𝐴𝑇𝑃 +
1

𝜀1
𝑃𝐸𝐸𝑇𝑃 + 𝜀1𝐻

𝑇𝐻 +
𝐼

𝜀2
+

1

𝜀3
𝑃𝐸𝐸𝑇𝑃, (2.38)

𝑆 = 𝜀2𝐵
𝑇𝑃 2𝐵 + 𝜀3𝐽

𝑇𝐽. (2.39)

Then, the trivial solution of the impulsive system (2.34) is uniformly asymptotically

stable.

2.4 An illustrative example

In this section, we illustrate our results through solving a numerical example. Con-

sider the following uncertain impulsive switched system under any given switching

law. We assume, without loss of generality, that there are two switching modes

(𝑖𝑘 ∈ {1, 2}) between which the dynamical system will alternate. It means that

the switching mode changes as 𝑖1 → 𝑖2 → 𝑖1 → 𝑖2 → .... The following system

(2.40)-(2.41) is the corresponding impulsive system with 𝑖2𝑘−1 = 1 and 𝑖2𝑘 = 2,

𝑘 ∈ ℕ. The impulsive switching time interval is a fixed time 0.04𝑠. We assume that

𝐹1 = 𝐹2 = sin(10 ∗ 𝑡). The corresponding impulsive switched system is:⎧⎨⎩

�̇�(𝑡) = (

[
0 0.8
0.5 0

]
+

[
1 −1
0.2 0.4

]
𝐹2

[
0.8 0.9
−0.4 1

]
)𝑥(𝑡)

+

[ −0.7 0.6
−1 −1

]
𝑥(𝑡− ℎ), 𝑡 ∕= 𝑡𝑘,

Δ𝑥(𝑡𝑘) = −
[
0.3 0
0 0.3

]
𝑥(𝑡𝑘), 𝑡 = 𝑡𝑘,

𝑥(𝑡) = 0, −𝜏 ≤ 𝑡 ≤ 0,

(2.40)
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⎧⎨⎩

�̇�(𝑡) = (

[
0.5 −1
0.6 1

]
+

[ −0.1 0.7
0.5 −0.7

]
𝐹1

[
0.2 1.2
0.5 1

]
)𝑥(𝑡)

+

[
0.5 −0.2
−0.7 2

]
𝑥(𝑡− ℎ), 𝑡 ∕= 𝑡𝑘,

Δ𝑥(𝑡𝑘) = −
[
0.3 0
0 0.3

]
𝑥(𝑡𝑘), 𝑡 = 𝑡𝑘,

𝑥(𝑡) = 0, −𝜏 ≤ 𝑡 ≤ 0,

(2.41)

where the delay time ℎ is given by ℎ = 0.01.

Choose 𝜇 = 𝜀1 = 𝜀2 = 𝜀3 = 1 and the positive definite symmetric matrices

𝑃1 = 𝑃2 =

[
1 0
0 1

]
. Then, we can calculate the values of the following param-

eters. Using the formulae given in Theorem 2.1, we obtain, under the MATLAB

environment,

sup 𝜂𝑘 = 0.49 < 1, 𝑆1 =

[
3.6400 −0.0400
−0.8800 6.0800

]
,

𝑆2 =

[
5.2800 2.5200
0.1800 2.0400

]
, 𝜌 = 2.0408.

With these, it is easy to verify that (2.21)-(2.24) are satisfied. Figure 2.1 shows

the dynamic behavior of the impulsive delayed switched system with initial point

[1,−0.8]𝑇 . We see that the system trajectory converges to the equilibrium point

[0, 0]𝑇 after the process evolves for about 0.65s. Figure 2.2 shows the phase portrait

of the states 𝑥1(𝑡) vs 𝑥2(𝑡).

2.5 Conclusion

Stability analysis for a class of impulsive switched systems with time-invariant de-

lays was considered. Based on some results reported in [16], new stability criteria

for this class of impulsive switched systems were derived. The obtained stability

results were used to analyze stability of the uncertain impulsive delayed switched

system. An illustrative example of an uncertain impulsive switched system was

presented.
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Figure 2.1: Dynamic behavior of the states of the impulsive switched system with
𝐹1 = 𝐹2 = sin(10 ∗ 𝑡).
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Figure 2.2: Phase portrait of the state 𝑥1(𝑡) and the state 𝑥2(𝑡) of the impulsive
switched system with 𝐹1 = 𝐹2 = sin(10 ∗ 𝑡).
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Chapter 3

Stability Analysis and Synthesis of
Feedback Controllers of Impulsive
Switched Systems with Time Delays

3.1 Introduction

Studies on dynamic systems with impulsive effects and switchings that arise in var-

ious disciplines of science and engineering have intensified in recent years. See,

for example, [51], [52], [62], [93] and [94] and relevant references cited therein.

These systems are usually called impulsive switched systems. They present an ef-

fective and a convenient way to model those physical phenomena which exhibit

abrupt changes at certain time points due to impulsive inputs or switchings. For

these impulsive switched systems, there is an increasing interest amongst the con-

trol community in stability analysis and design of stabilizing feedback controllers.

For example, in [51], some sufficient conditions for asymptotic stability of linear

impulsive switched systems are obtained and the Lyapunov direct method is used to

design linear feedback controllers which can robustly stabilize impulsive switched

systems. In [62], a unified approach, which only requires a non-increasing Lya-

punov function along each continuous part of a system, is developed for analyzing

the stability of impulsive switched and hybrid systems. Robust 𝐻∞ stability and

stabilization with definite attenuance for impulsive switched systems with time-

varying uncertainty are studied by using the LMI method in [51]. In addition, a
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procedure is presented in [51] for the construction of a robust 𝐻∞ static state feed-

back controller that guarantees both robust stability with definite attenuance and

robust 𝐻∞ performance.

Time delay systems have also received an increasing attention amongst the

control community. See, for example [63]-[66] and relevant references therein. The

Lyapunov-Krasovskii functional technique [63] is an extension of the Lyapunov

stability theory to time delay systems. Most of the results obtained for time de-

lay systems are based on either Riccati inequalities or linear matrix inequalities.

In this chapter, the Lyapunov-Krasovskii technique will be applied to impulsive

delayed switched systems to derive sufficient conditions for stability performance

and to design feedback controllers based on the linear matrix inequalities approach.

Our results are independent of time delays and impulsive and switching intervals.

Some stability criteria, expressed in terms of linear matrix inequalities, are pre-

sented. They are easy to be solved by using the LMI toolbox within the MATLAB

environment.

3.2 System description

Consider the following impulsive switched system with time delays

�̇�(𝑡) = 𝐴𝑖𝑘𝑥(𝑡) + �̂�𝑖𝑘𝑥(𝑡− ℎ) + 𝐶𝑖𝑘𝑢(𝑡), 𝑡 ∕= 𝑡𝑘, (3.1a)

Δ𝑥(𝑡) = 𝐷𝑘𝑥(𝑡), 𝑡 = 𝑡𝑘, (3.1b)

𝑥(𝑡) = 𝜑(𝑡), −𝜏 ≤ 𝑡 ≤ 0, (3.1c)

𝐴𝑖𝑘 = 𝐴𝑖𝑘 +Δ𝐴𝑖𝑘 , �̂�𝑖𝑘 = 𝐵𝑖𝑘 +Δ𝐵𝑖𝑘 , (3.1d)

where 𝑥(𝑡) ∈ ℝ𝑛 and 𝑢(𝑡) ∈ ℝ𝑝, with 𝑛, 𝑝 ∈ ℕ, are the state and control vectors,

respectively. 𝐴𝑖𝑘 , 𝐵𝑖𝑘 , 𝐶𝑖𝑘 and 𝐷𝑘 are constant real matrices of appropriate dimen-

sions. Δ𝑥(𝑡) = 𝑥(𝑡+)− 𝑥(𝑡−), 𝑥(𝑡−) = lim
𝜐→0+

𝑥(𝑡− 𝜐), and 𝑥(𝑡+) = lim
𝜐→0+

𝑥(𝑡+ 𝜐).

lim
𝜐→0+

𝑥(𝑡𝑘 − 𝜐) = 𝑥(𝑡−𝑘 ) = 𝑥(𝑡𝑘) means that the solution of the impulsive switched

system (3.1) is left continuous. 𝑖𝑘 ∈ {1, 2, ...𝑚}, with 𝑘 ∈ ℕ,𝑚 ∈ ℕ, is a dis-

crete state variable, 𝑡𝑘 is an impulsive switching time point and 𝑡0 < 𝑡1 < 𝑡2 <
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... < 𝑡𝑘 < ... < 𝑡∞. (3.1b) is the switching law of system (3.1) at the time point

𝑡𝑘, meaning that the system switches to the 𝑖𝑘 subsystem from the 𝑖𝑘−1 subsystem.

Matrices Δ𝐴𝑖𝑘(⋅) and Δ𝐵𝑖𝑘(⋅) are unknown real norm-bounded matrix functions

which represent time-varying parameter uncertainties. Assume that the admissible

uncertainties are of the form

[Δ𝐴𝑖𝑘(𝑡) Δ𝐵𝑖𝑘(𝑡)] = 𝐸𝑖𝑘𝐹𝑖𝑘(𝑡)[𝐻𝑖𝑘 𝐽𝑖𝑘 ], (3.2)

where 𝐸𝑖𝑘 , 𝐻𝑖𝑘 , 𝐽𝑖𝑘 are known real constant matrices, 𝐹𝑖𝑘(𝑡) is an unknown real

time-varying matrix satisfying 𝐹 𝑇
𝑖𝑘
(𝑡)𝐹𝑖𝑘(𝑡) < 𝐼 , in which 𝐼 denotes the identity

matrix of appropriate dimension.

We need the following lemma for later use.

Lemma 3.1. Schur complement theorem [95]: The following condition

𝑀 =

[
𝑄 𝑆
𝑆𝑇 𝑅

]
> 0 (3.3)

is satisfied if and only if

𝑄 > 0 and 𝑅− 𝑆𝑇𝑄−1𝑆 > 0. (3.4)

Proof. We note that the condition

𝑀 > 0

is equivalent to the condition[
𝑥
𝑦

]𝑇 [
𝑄 𝑆
𝑆𝑇 𝑅

] [
𝑥
𝑦

]
= 𝑥𝑇𝑄𝑥+ 2𝑥𝑇𝑆𝑦 + 𝑦𝑇𝑅𝑦 > 0

for all [𝑥, 𝑦]𝑇 , i.e.

inf{
𝑥

𝑥𝑇𝑄𝑥+ 2𝑥𝑇𝑆𝑦 + 𝑦𝑇𝑅𝑦} > 0 (3.5)

for all 𝑦. The minimum is attained when

𝑥 = −𝑄−1𝑆𝑦. (3.6)

Substituting (3.6) into (3.5), we obtain

𝑦𝑇 [𝑅− 𝑆𝑇𝑄−1𝑆]𝑦 > 0

for all 𝑦. This completes the proof.
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3.3 Asymptotic stability results

Our main results on the asymptotic stability of the impulsive switched systems with

time-invariant delays are presented in the next two theorems.

Theorem 3.1. Suppose that there exist symmetric and positive definite matrices 𝑃𝑖𝑘

and 𝑄𝑖𝑘 , such that the following conditions are satisfied:

(a) [
𝐴𝑇

𝑖𝑘
𝑃𝑖𝑘 + 𝑃𝑖𝑘𝐴𝑖𝑘 +𝑄𝑖𝑘 𝑃𝑖𝑘�̂�𝑖𝑘

�̂�𝑇
𝑖𝑘
𝑃𝑖𝑘 −𝑄𝑖𝑘

]
< 0, (3.7)

where

𝐴𝑖𝑘 = 𝐴𝑖𝑘 +Δ𝐴𝑖𝑘 , �̂�𝑖𝑘 = 𝐵𝑖𝑘 +Δ𝐵𝑖𝑘 ,

and

(b) [
𝑃𝑖𝑘−1

(𝐼 +𝐷𝑘)
𝑇𝑃𝑖𝑘

𝑃𝑖𝑘(𝐼 +𝐷𝑘) 𝑃𝑖𝑘

]
> 0. (3.8)

Then, the trivial solution of the impulsive switched system (3.1) with the control

input 𝑢(𝑡) = 0 is asymptotically stable.

Proof. When 𝑡 ∈ (𝑡𝑘, 𝑡𝑘+1], consider the following function as a potential Lyapunov-

Krasovskii function candidate

𝑉 (𝑥(𝑡)) = 𝑥(𝑡)𝑇𝑃𝑖𝑘𝑥(𝑡) +

∫ 𝑡

𝑡−ℎ

𝑥𝑇 (𝑠)𝑄𝑖𝑘𝑥(𝑠)𝑑𝑠. (3.9)

The Dini derivative of the function defined by (3.9) along the solution of the impul-

sive switched system (3.1) gives:

𝐷+𝑉 (𝑥(𝑡)) = 𝑥𝑇 (𝑡)((𝐴𝑖𝑘 +Δ𝐴𝑖𝑘)
𝑇𝑃𝑖𝑘 + 𝑃 (𝐴𝑖𝑘 +Δ𝐴𝑖𝑘) +𝑄𝑖𝑘)𝑥(𝑡)

+2𝑥𝑇 (𝑡− ℎ)(𝐵𝑖𝑘 +Δ𝐵𝑖𝑘)
𝑇𝑃𝑖𝑘𝑥(𝑡)− 𝑥𝑇 (𝑡− 𝑑)𝑄𝑖𝑘𝑥(𝑡− 𝑑). (3.10)

(3.10) can be rewritten as:

𝐷+𝑉 (𝑥(𝑡)) =

[
𝑥(𝑡)
𝑥(𝑡− ℎ)

]𝑇
Θ𝑖𝑘

[
𝑥(𝑡)
𝑥(𝑡− ℎ)

]
, (3.11)

where

Θ𝑖𝑘 =

[
𝐴𝑇

𝑖𝑘
𝑃𝑖𝑘 + 𝑃𝑖𝑘𝐴𝑖𝑘 +𝑄𝑖𝑘 𝑃𝑖𝑘�̂�𝑖𝑘

�̂�𝑇
𝑖𝑘
𝑃𝑖𝑘 −𝑄𝑖𝑘

]
,
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𝐴𝑖𝑘 = 𝐴𝑖𝑘 +Δ𝐴𝑖𝑘 , and �̂�𝑖𝑘 = 𝐵𝑖𝑘 +Δ𝐵𝑖𝑘 .

If (3.7) is satisfied, then

𝐷+𝑉 (𝑥(𝑡)) < 0. (3.12)

It means that the impulsive switched system is asymptotically stable, except pos-

sibly at the impulsive and switching time points. Now, let us look at these time

points. Note that at the time point 𝑡𝑘, 𝑘 = 1, 2, ..., the system switches from the 𝑖𝑘−1

subsystem to the 𝑖𝑘 subsystem. To ensure the asymptotic stability, the following

condition is required to be satisfied:

𝑉 (𝑡+𝑘 )− 𝑉 (𝑡𝑘) = 𝑥(𝑡+𝑘 )
𝑇𝑃𝑖𝑘𝑥(𝑡

+
𝑘 )− 𝑥(𝑡𝑘)

𝑇𝑃𝑖𝑘−1
𝑥(𝑡𝑘)

≤ 𝑥(𝑡𝑘)[(𝐼 +𝐷𝑘)
𝑇𝑃𝑖𝑘(𝐼 +𝐷𝑘)− 𝑃𝑖𝑘−1

]𝑥(𝑡𝑘) < 0.

This means that

(𝐼 +𝐷𝑘)
𝑇𝑃𝑖𝑘(𝐼 +𝐷𝑘)− 𝑃𝑖𝑘−1

< 0,

or, equivalently,

𝑃𝑖𝑘−1
− (𝐼 +𝐷𝑘)

𝑇𝑃𝑖𝑘(𝐼 +𝐷𝑘) > 0. (3.13)

From Lemma 3.1, we see that the inequality (3.13) is equivalent to that of (3.8).

This completes the proof.

Theorem 3.2. Suppose that there exist symmetric and positive definite matrices 𝑃𝑖𝑘 ,

𝑄𝑖𝑘 and some positive scalars 𝜀1, 𝜀2, such that the following LMIs are satisfied:

(a) ⎡⎣ −𝑄𝑖𝑘 𝑄𝑖𝑘 0
𝑄𝑖𝑘 Ψ𝑖𝑘 𝑃𝑖𝑘𝐸𝑖𝑘

0 𝐸𝑇
𝑖𝑘
𝑃𝑖𝑘 −(𝜀1 + 𝜀2)

−1𝐼

⎤⎦ < 0, (3.14)

where

Ψ𝑖𝑘 = 𝑃𝑖𝑘𝐴𝑖𝑘 + 𝐴𝑇
𝑖𝑘
𝑃𝑖𝑘 + 𝐼 + 𝜀−1

2 𝐻𝑇
𝑖𝑘
𝐻𝑖𝑘 ,

(b) [ −𝐼 𝑃𝑖𝑘𝐵𝑖𝑘

𝐵𝑇
𝑖𝑘
𝑃𝑖𝑘 𝜀−1

1 𝐽𝑇
𝑖𝑘
𝐽𝑖𝑘 −𝑄𝑖𝑘

]
< 0, (3.15)

(c) [
𝑃𝑖𝑘−1

(𝐼 +𝐷𝑘)
𝑇𝑃𝑖𝑘

𝑃𝑖𝑘(𝐼 +𝐷𝑘) 𝑃𝑖𝑘

]
> 0. (3.16)
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Then, the trivial solution of the impulsive switched system (3.1) with the control

input 𝑢(𝑡) = 0 is asymptotically stable.

Proof. Define

𝑌𝑖𝑘 =

[
𝐴𝑇

𝑖𝑘
𝑃𝑖𝑘 + 𝑃𝑖𝑘𝐴𝑖𝑘 +𝑄𝑖𝑘 𝑃𝑖𝑘�̂�𝑖𝑘

�̂�𝑇
𝑖𝑘
𝑃𝑖𝑘 −𝑄𝑖𝑘

]
, (3.17)

where

𝐴𝑖𝑘 = 𝐴𝑖𝑘 +Δ𝐴𝑖𝑘 , �̂�𝑖𝑘 = 𝐵𝑖𝑘 +Δ𝐵𝑖𝑘 ,

and

𝑆𝑖𝑘 =

[
𝐴𝑇

𝑖𝑘
𝑃𝑖𝑘 + 𝑃𝑖𝑘𝐴𝑖𝑘 +𝑄𝑖𝑘 𝑃𝑖𝑘𝐵𝑖𝑘

𝐵𝑇
𝑖𝑘
𝑃𝑖𝑘 −𝑄𝑖𝑘

]
. (3.18)

Then, we have

𝑌𝑖𝑘 = 𝑆𝑖𝑘 +

[
Δ𝐴𝑇

𝑖𝑘
𝑃𝑖𝑘 + 𝑃𝑖𝑘Δ𝐴𝑖𝑘 𝑃𝑖𝑘Δ𝐵𝑖𝑘

Δ𝐵𝑇
𝑖𝑘
𝑃𝑖𝑘 0

]

= 𝑆𝑖𝑘 +

[
0 𝑃𝑖𝑘Δ𝐵𝑖𝑘

Δ𝐵𝑇
𝑖𝑘
𝑃𝑖𝑘 0

]
+

[
Δ𝐴𝑇

𝑖𝑘
𝑃𝑖𝑘 + 𝑃𝑖𝑘Δ𝐴𝑖𝑘 0

0 0

]
+

[
𝐻𝑇

𝑖𝑘
𝐹 𝑇
𝑖𝑘
(𝑡)𝐸𝑇

𝑖𝑘
𝑃𝑖𝑘 + 𝑃𝑖𝑘𝐸𝑖𝑘𝐹𝑖𝑘(𝑡)𝐻𝑖𝑘 0

0 0

]
= 𝑆𝑖𝑘 +

[
𝑃𝑖𝑘𝐸𝑖𝑘

0

]
[𝐹𝑖𝑘(𝑡)]

[
0 𝐽𝑖𝑘

]
+

[
0
𝐽𝑇
𝑖𝑘

] [
𝐹 𝑇
𝑖𝑘
(𝑡)

] [
𝐸𝑇

𝑖𝑘
𝑃𝑖𝑘 0

]
+

[
𝐻𝑇

𝑖𝑘
𝐹 𝑇
𝑖𝑘
(𝑡)𝐸𝑇

𝑖𝑘
𝑃𝑖𝑘 + 𝑃𝑖𝑘𝐸𝑖𝑘𝐹𝑖𝑘(𝑡)𝐻𝑖𝑘 0

0 0

]
.

By Lemma 2.3, it follows that

𝑌𝑖𝑘 ≤ 𝑆𝑖𝑘 + 𝜀1

[
𝑃𝑖𝑘𝐸𝑖𝑘𝐸

𝑇
𝑖𝑘
𝑃𝑖𝑘 0

0 0

]
+ 𝜀−1

1

[
0 0
0 𝐽𝑇

𝑖𝑘
𝐽𝑖𝑘

]

+

[
𝜀2𝑃𝑖𝑘𝐸𝑖𝑘𝐸

𝑇
𝑖𝑘
𝑃𝑖𝑘 + 𝜀−1

2 𝐻𝑇
𝑖𝑘
𝐻𝑖𝑘 0

0 0

]
=

[
𝐴𝑇

𝑖𝑘
𝑃𝑖𝑘 + 𝑃𝑖𝑘𝐴𝑖𝑘 +𝑄𝑖𝑘 𝑃𝑖𝑘𝐵𝑖𝑘

𝐵𝑇
𝑖𝑘
𝑃𝑖𝑘 𝜀−1

1 𝐽𝑇
𝑖𝑘
𝐽𝑖𝑘 −𝑄𝑖𝑘

]
+

[
(𝜀1 + 𝜀2)𝑃𝑖𝑘𝐸𝑖𝑘𝐸

𝑇
𝑖𝑘
𝑃𝑖𝑘 + 𝜀−1

2 𝐻𝑇
𝑖𝑘
𝐻𝑖𝑘 0

0 0

]
=

[ −𝐼 𝑃𝑖𝑘𝐵𝑖𝑘

𝐵𝑇
𝑖𝑘
𝑃𝑖𝑘 𝜀−1

1 𝐽𝑇
𝑖𝑘
𝐽𝑖𝑘 −𝑄𝑖𝑘

]
+

[
𝑍𝑖𝑘 0
0 0

]
,
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where

𝑍𝑖𝑘 = 𝐴𝑇
𝑖𝑘
𝑃𝑖𝑘 + 𝑃𝑖𝑘𝐴𝑖𝑘 +𝑄𝑖𝑘 + (𝜀1 + 𝜀2)𝑃𝑖𝑘𝐸𝑖𝑘𝐸

𝑇
𝑖𝑘
𝑃𝑖𝑘 + 𝐼 + 𝜀−1

2 𝐻𝑇
𝑖𝑘
𝐻𝑖𝑘 . (3.19)

The stability condition 𝐷+𝑉 (𝑥(𝑡)) < 0 can be obtained if the following inequalities

are satisfied. [ −𝐼 𝑃𝑖𝑘𝐵𝑖𝑘

𝐵𝑇
𝑖𝑘
𝑃𝑖𝑘 𝜀−1

1 𝐽𝑇
𝑖𝑘
𝐽𝑖𝑘 −𝑄𝑖𝑘

]
< 0 (3.20)

and

𝑍𝑖𝑘 < 0. (3.21)

Clearly, (3.21) is valid if the following condition is satisfied:⎡⎣ −𝐼 0 0
0 𝑍𝑖𝑘 0
0 0 −𝐼

⎤⎦ < 0. (3.22)

Define

𝑊𝑖𝑘 =

⎡⎢⎣ 𝑄
1/2
𝑖𝑘

0 0

−𝑄
1/2
𝑖𝑘

𝐼 −(𝜀1 + 𝜀2)
1
2𝑃𝑖𝑘𝐸𝑖𝑘

0 0 (𝜀1 + 𝜀2)
− 1

2 𝐼

⎤⎥⎦ . (3.23)

Then, by left multiplying and right multiplying (3.22) by 𝑊𝑖𝑘 and 𝑊 𝑇
𝑖𝑘

, respectively,

we obtain ⎡⎣ −𝑄𝑖𝑘 𝑄𝑖𝑘 0
𝑄𝑖𝑘 Ψ𝑖𝑘 𝑃𝑖𝑘𝐸𝑖𝑘

0 𝐸𝑇
𝑖𝑘
𝑃𝑖𝑘 −(𝜀1 + 𝜀2)

−1𝐼

⎤⎦ < 0, (3.24)

where

Ψ𝑖𝑘 = 𝑃𝑖𝑘𝐴𝑖𝑘 + 𝐴𝑇
𝑖𝑘
𝑃𝑖𝑘 + 𝐼 + 𝜀−1

2 𝐻𝑇
𝑖𝑘
𝐻𝑖𝑘 .

This completes the proof.

3.4 Design of feedback controllers

In this section, our focus is on the design of feedback controllers of the form

𝑢(𝑡) = 𝐿𝑖𝑘𝑥(𝑡) for impulsive switched systems with time delays. A computational

procedure will be given for the construction of an appropriate gain matrix 𝐿𝑖𝑘 such

that the corresponding closed-loop system is stable.
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Theorem 3.3. Suppose that there exist symmetric and positive definite matrices 𝑃𝑖𝑘

and 𝑄𝑖𝑘 , such that the following conditions are satisfied:

(a) [
𝐴𝑇

𝑖𝑘
𝑃𝑖𝑘 + 𝑃𝑖𝑘𝐴𝑖𝑘 +𝑄𝑖𝑘 𝑃𝑖𝑘�̂�𝑖𝑘

�̂�𝑇
𝑖𝑘
𝑃𝑖𝑘 −𝑄𝑖𝑘

]
< 0, (3.25)

where

𝐴𝑖𝑘 = 𝐴𝑖𝑘 +Δ𝐴𝑖𝑘 + 𝐶𝑖𝑘𝐿𝑖𝑘 , �̂�𝑖𝑘 = 𝐵𝑖𝑘 +Δ𝐵𝑖𝑘 ,

and

(b) [
𝑃𝑖𝑘−1

(𝐼 +𝐷𝑘)
𝑇𝑃𝑖𝑘

𝑃𝑖𝑘(𝐼 +𝐷𝑘) 𝑃𝑖𝑘

]
> 0. (3.26)

Then, the trivial solution of the impulsive switched system (3.1) is asymptotically

stable.

Proof. Substitute 𝑢(𝑡) = 𝐿𝑖𝑘𝑥(𝑡) into (3.1). Then, the corresponding impulsive

switched system (3.1) becomes⎧⎨⎩ �̇�(𝑡) = 𝐴𝑖𝑘𝑥(𝑡) + �̂�𝑖𝑘𝑥(𝑡− ℎ), 𝑡 ∕= 𝑡𝑘,
Δ𝑥(𝑡) = 𝐷𝑘𝑥(𝑡), 𝑡 = 𝑡𝑘,
𝑥(𝑡) = 𝜑(𝑡), −𝜏 ≤ 𝑡 ≤ 0,

(3.27)

where

𝐴𝑖𝑘 = 𝐴𝑖𝑘 +Δ𝐴𝑖𝑘 + 𝐶𝑖𝑘𝐿𝑖𝑘 , �̂�𝑖𝑘 = 𝐵𝑖𝑘 +Δ𝐵𝑖𝑘 .

Hence, the conclusion of the theorem follows readily from similar arguments given

for the proof of Theorem 3.1. This completes the proof.

Theorem 3.4. Suppose that there exist symmetric and positive definite matrices 𝑃𝑖𝑘 ,

𝑄𝑖𝑘 and some positive scalars 𝜀1, 𝜀2, such that the following matrix inequalities are

satisfied:

(a) ⎡⎣ −𝑄𝑖𝑘 𝑄𝑖𝑘 0
𝑄𝑖𝑘 Ψ̄𝑖𝑘 𝑃𝑖𝑘𝐸𝑖𝑘

0 𝐸𝑇
𝑖𝑘
𝑃𝑖𝑘 −(𝜀1 + 𝜀2)

−1𝐼

⎤⎦ < 0, (3.28)

where

Ψ̄𝑖𝑘 = 𝑃𝑖𝑘𝐴𝑖𝑘 + 𝐴𝑇
𝑖𝑘
𝑃𝑖𝑘 + 𝐼 + 𝜀−1

2 𝐻𝑇
𝑖𝑘
𝐻𝑖𝑘 − 𝑃𝑖𝑘𝐶𝑖𝑘𝐶

𝑇
𝑖𝑘
𝑃𝑖𝑘 ,
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(b) [ −𝐼 𝑃𝑖𝑘𝐵𝑖𝑘

𝐵𝑇
𝑖𝑘
𝑃𝑖𝑘 𝜀−1

1 𝐽𝑇
𝑖𝑘
𝐽𝑖𝑘 − 𝜀1𝜀2𝑄𝑖𝑘

]
< 0, (3.29)

(c) [
𝑃𝑖𝑘−1

(𝐼 +𝐷𝑘)
𝑇𝑃𝑖𝑘

𝑃𝑖𝑘(𝐼 +𝐷𝑘) 𝑃𝑖𝑘

]
> 0. (3.30)

Then, the trivial solution of impulsive switched system (3.1) is asymptotically stable.

Moreover,

𝑢(𝑡) = 𝐿𝑖𝑘𝑥(𝑡), 𝐿𝑖𝑘 = −1

2
𝐶𝑇

𝑖𝑘
𝑃𝑖𝑘 (3.31)

is a feedback controller which stabilizes the corresponding closed-loop impulsive

switched system.

Proof. Substitute the feedback controllers 𝑢(𝑡) = 𝐿𝑖𝑘𝑥(𝑡) with 𝐿𝑖𝑘 = −1
2
𝐶𝑇

𝑖𝑘
𝑃𝑖𝑘 , in

(3.1). Then, the corresponding impulsive switched system (3.1) becomes⎧⎨⎩ �̇�(𝑡) = 𝐴𝑖𝑘𝑥(𝑡) + �̄�𝑖𝑘𝑥(𝑡− ℎ), 𝑡 ∕= 𝑡𝑘
Δ𝑥(𝑡) = 𝐷𝑘𝑥(𝑡), 𝑡 = 𝑡𝑘
𝑥(𝑡) = 𝜑(𝑡), −𝜏 ≤ 𝑡 ≤ 0

(3.32)

where

𝐴𝑖𝑘 = 𝐴𝑖𝑘 −
1

2
𝐶𝑖𝑘𝐶

𝑇
𝑖𝑘
𝑃𝑖𝑘 + 𝐸𝑖𝑘𝐹𝑖𝑘𝐻𝑖𝑘 , �̄�𝑖𝑘 = 𝐵𝑖𝑘 + 𝐸𝑖𝑘𝐹𝑖𝑘𝐽𝑖𝑘 .

By Theorem 3.3, it is easy to show that the closed-loop impulsive switched system

(3.32) is asymptotically stable. This completes the proof.

Theorem 3.5. Suppose that there exist symmetric and positive definite matrices 𝑃𝑖𝑘 ,

𝑄𝑖𝑘 and some positive scalars 𝜀1, 𝜀2, such that the following LMIs are satisfied:

(a) ⎡⎣ −𝑄𝑖𝑘 𝑄𝑖𝑘 0
𝑄𝑖𝑘 Ψ𝑖𝑘 𝑃𝑖𝑘𝑈𝑖𝑘

0 𝑈𝑇
𝑖𝑘
𝑃𝑖𝑘 −𝐼

⎤⎦ < 0 (3.33)

where

𝑈𝑖𝑘𝑈
𝑇
𝑖𝑘
= (𝜀1 + 𝜀2)𝐸𝑖𝑘𝐸

𝑇
𝑖𝑘
− 𝐶𝑖𝑘𝐶

𝑇
𝑖𝑘
,

and

Ψ𝑖𝑘 = 𝑃𝑖𝑘𝐴𝑖𝑘 + 𝐴𝑇
𝑖𝑘
𝑃𝑖𝑘 + 𝐼 + 𝜀−1

2 𝐻𝑇
𝑖𝑘
𝐻𝑖𝑘 ,
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(b) [ −𝐼 𝑃𝑖𝑘𝐵𝑖𝑘

𝐵𝑇
𝑖𝑘
𝑃𝑖𝑘 𝜀−1

1 𝐽𝑇
𝑖𝑘
𝐽𝑖𝑘 −𝑄𝑖𝑘

]
< 0, (3.34)

(c) [
𝑃𝑖𝑘−1

(𝐼 +𝐷𝑘)
𝑇𝑃𝑖𝑘

𝑃𝑖𝑘(𝐼 +𝐷𝑘) 𝑃𝑖𝑘

]
> 0. (3.35)

Then, the trivial solution of the impulsive switched system (3.1) is asymptotically

stable. Moreover,

𝑢(𝑡) = 𝐿𝑖𝑘𝑥(𝑡), 𝐿𝑖𝑘 = −1

2
𝐶𝑇

𝑖𝑘
𝑃𝑖𝑘 (3.36)

is a feedback controller which stabilizes the corresponding closed-loop impulsive

switched system.

Proof. Inequality (3.28) can be rewritten as:

𝐴𝑇
𝑖𝑘
𝑃𝑖𝑘 + 𝑃𝑖𝑘𝐴𝑖𝑘 +𝑄𝑖𝑘 + 𝑃𝑖𝑘𝑈

𝑇
𝑖𝑘
𝑈𝑖𝑘𝑃𝑖𝑘 + 𝐼 + 𝜀−1

2 𝐻𝑇
𝑖𝑘
𝐻𝑖𝑘 < 0. (3.37)

Let

𝑍𝑖𝑘 = 𝐴𝑇
𝑖𝑘
𝑃𝑖𝑘 + 𝑃𝑖𝑘𝐴𝑖𝑘 +𝑄𝑖𝑘 + 𝑃𝑖𝑘𝑈

𝑇
𝑖𝑘
𝑈𝑖𝑘𝑃𝑖𝑘 + 𝐼 + 𝜀−1

2 𝐻𝑇
𝑖𝑘
𝐻𝑖𝑘 . (3.38)

Then, we can see that (3.37) is equivalent to the following condition⎡⎣ −𝐼 0 0

0 𝑍𝑖𝑘 0
0 0 −𝐼

⎤⎦ < 0. (3.39)

Define

�̂�𝑖𝑘 =

⎡⎣ 𝑄
1/2
𝑖𝑘

0 0

−𝑄
1/2
𝑖𝑘

𝐼 −𝑃𝑖𝑘𝑈𝑖𝑘

0 0 𝐼

⎤⎦ . (3.40)

Then, by left multiplying and right multiplying (3.39) by �̂�𝑖𝑘 and �̂� 𝑇
𝑖𝑘

respectively,

we obtain ⎡⎣ −𝑄𝑖𝑘 𝑄𝑖𝑘 0
𝑄𝑖𝑘 Ψ𝑖𝑘 𝑃𝑖𝑘𝑈𝑖𝑘

0 𝑈𝑇
𝑖𝑘
𝑃𝑖𝑘 −𝐼

⎤⎦ < 0, (3.41)

where

Ψ𝑖𝑘 = 𝑃𝑖𝑘𝐴𝑖𝑘 + 𝐴𝑇
𝑖𝑘
𝑃𝑖𝑘 + 𝐼 + 𝜀−1

2 𝐻𝑇
𝑖𝑘
𝐻𝑖𝑘 .

The rest of the proof follows readily from similar arguments given for the proof of

Theorem 3.4. This completes the proof.
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Remark 3.1. Theorem 3.5 offers an LMI-based design method for a linear mem-

oryless state feedback controller, which will stabilize the corresponding controlled

impulsive delayed switched system.

Remark 3.2. Inequalities (3.34)-(3.36) given in Theorem 3.5 are expressed in the

form of linear matrix inequalities with variables 𝜀1, 𝜀2, 𝑄𝑖𝑘 , 𝑃𝑖𝑘 . The feasibility of

these LMIs can be achieved by using feasp command in the LMI toolbox within the

MATLAB environment. Once a feasible solution of these LMIs is found, the required

robust stabilizing feedback controller can be obtained readily.

We now consider the case when there is no switching in system (3.1), i.e.⎧⎨⎩ �̇�(𝑡) = 𝐴𝑥(𝑡) + �̂�𝑥(𝑡− ℎ) + 𝐶𝑢(𝑡), 𝑡 ∕= 𝑡𝑘,
Δ𝑥(𝑡) = 𝐷𝑘𝑥(𝑡), 𝑡 = 𝑡𝑘,
𝑥(𝑡) = 𝜑(𝑡), −𝜏 ≤ 𝑡 ≤ 0,

(3.42)

where

𝐴 = 𝐴+Δ𝐴, �̂� = 𝐵 +Δ𝐵.

The admissible uncertainties are of the form

[Δ𝐴(𝑡) Δ𝐵(𝑡)] = 𝐸𝐹 (𝑡)[𝐻 𝐽 ], (3.43)

where 𝐸, 𝐻 , 𝐽 are known real constant matrices and 𝐹 (𝑡) is an unknown real time-

varying matrix satisfying 𝐹 𝑇 (𝑡)𝐹 (𝑡) < 𝐼 .

Corollary 3.1. Suppose that there exist symmetric and positive definite matrices 𝑃 ,

𝑄 and some positive scalars 𝜀1, 𝜀2, such that the following LMIs are satisfied:

(a) ⎡⎣ −𝑄 𝑄 0
𝑄 Ψ 𝑃𝐸
0 𝐸𝑇𝑃 −(𝜀1 + 𝜀2)

−1𝐼

⎤⎦ < 0, (3.44)

where

Ψ = 𝑃𝐴+ 𝐴𝑇𝑃 + 𝐼 + 𝜀−1
2 𝐻𝑇𝐻,

(b) [ −𝐼 𝑃𝐵
𝐵𝑇𝑃 𝜀−1

1 𝐽𝑇𝐽 −𝑄

]
< 0, (3.45)
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(c) [
𝑃 (𝐼 +𝐷𝑘)

𝑇𝑃
𝑃 (𝐼 +𝐷𝑘) 𝑃

]
> 0. (3.46)

Then, the trivial solution of the uncertain impulsive system (3.1) with the control

input 𝑢(𝑡) = 0 is asymptotically stable.

Corollary 3.2. Suppose that there exist symmetric and positive definite matrices 𝑃 ,

𝑄 and some positive scalars 𝜀1, 𝜀2, such that the following LMIs are satisfied:

(a) ⎡⎣ −𝑄 𝑄 0
𝑄 𝑃𝐴+ 𝐴𝑇𝑃 + 𝐼 + 𝜀−1

2 𝐻𝑇𝐻 𝑃𝑈
0 𝑈𝑇𝑃 −𝐼

⎤⎦ < 0, (3.47)

where

𝑈𝑈𝑇 = (𝜀1 + 𝜀2)𝐸𝐸𝑇 − 𝐶𝐶𝑇 ,

(b) [ −𝐼 𝑃𝐵
𝐵𝑇𝑃 𝜀−1

1 𝐽𝑇𝐽 −𝑄

]
< 0, (3.48)

(c) [
𝑃 (𝐼 +𝐷𝑘)

𝑇𝑃
𝑃 (𝐼 +𝐷𝑘) 𝑃

]
> 0. (3.49)

Then, the trivial solution of the uncertain impulsive system (3.1) is asymptotically

stable. Moreover,

𝑢(𝑡) = 𝐿𝑥(𝑡), 𝐿 = −1

2
𝐶𝑇𝑃 (3.50)

is a feedback controller which stabilizes the corresponding closed-loop impulsive

system.

3.5 Numerical examples and simulations

We consider two examples in this section.

Example 3.1. Consider the following impulsive delayed switched system under a

given switching law. That is, the switching mode alternates as 𝑖1 → 𝑖2 → 𝑖1 →
𝑖2 → ..., and 𝐹1 = 𝐹2 = sin(10 ∗ 𝑡). We consider robust performance of the system

based on Theorem 3.3. The parameters of the system are specified as follows:

𝐴1 =

[ −3 −0.8
−0.8 −2.8

]
, 𝐸1 =

[
0.5 0.4
0.2 0.4

]
, 𝐻1 =

[
0.2 0.4
0.2 0.1

]
, 𝐵1 =

[
0.8 1
1.5 1

]
,
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𝐽1 =

[
0.2 0.3
0.2 0.1

]
, 𝐴2 =

[ −2.8 −1
−0.7 −3.1

]
, 𝐸2 =

[
0.3 0.1
0.6 0.4

]
, 𝐻2 =

[
0.1 0.1
0.5 −0.1

]
,

𝐵2 =

[
1.5 −0.3
−0.2 1

]
, 𝐽2 =

[
0.2 0.1
0.3 0.2

]
.

Choose 𝜀1 = 𝜀2 = 1. Then, we use the feasp command within the MATLAB

environment to calculate the symmetric positive definite matrices, giving

𝑃1 =

[
5.5303 −3.6741
−3.6741 3.4226

]
, 𝑃2 =

[
1.4999 0.5335
0.5335 2.2719

]
,

𝑄1 =

[
12.8403 −7.4540
−7.4540 7.2573

]
, 𝑄2 =

[
5.7463 1.7452
1.7452 6.3872

]
.

Thus, we see that there exist 𝑃1, 𝑄1, 𝑃2, 𝑄2 such that (3.14)-(3.16) are satisfied,

so the system is asymptotically stable by Theorem 3.3. Let [2,−1.5]𝑇 be the initial

point. Figure 3.1-Figure 3.2 show the state trajectories of the impulsive delayed

switched system with a constant time interval Δ𝑡𝑘 ≡ 1. The solid, dotted, and

dashed-dotted curves are for the cases with the delay ℎ chosen as 0.1, 0.3, 0.8,

respectively. Figure 3.1-Figure 3.2 also show that a longer time delay will result in

a slower convergence rate. Figure 3.3-Figure 3.4 show the state trajectories of the

impulsive delayed switched system with a constant time delay ℎ ≡ 0.2. The solid,

dotted, and dashed-dotted curves are for the cases with the interval Δ𝑡𝑘 chosen as

0.5, 1, and 2, respectively. Figure 3.3-Figure 3.4 also show that a longer interval

will result in a slower convergence rate.

Example 3.2. Consider another impulsive delayed switched system under the same

switching law as in Example 3.1. The corresponding parameters are specified as

follows:

𝐴1 =

[ −3.3 −1.1
−0.6 −3.2

]
, 𝐸1 =

[
0.5 0.4
0.2 0.4

]
, 𝐻1 =

[
0.2 0.4
0.2 0.1

]
, 𝐵1 =

[
0.8 1
1.5 1

]
,

𝐽1 =

[
0.2 0.3
0.2 0.1

]
, 𝐴2 =

[ −2.5 −1.2
−0.8 −2.5

]
, 𝐸2 =

[
0.3 0.1
0.6 0.4

]
, 𝐻2 =

[
0.1 0.1
0.5 −0.1

]
,

𝐵2 =

[
1.5 −0.3
−0.2 1

]
, 𝐷1 = 𝐷2 =

[ −0.5 0
0 −0.5

]
,

𝐽2 =

[
0.2 0.1
0.3 0.2

]
, 𝐶1 =

[
0.6 0.4
0.2 0.2

]
, 𝐶2 =

[
0.2 0.2
0.2 0.4

]
.
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Figure 3.1: State trajectories of 𝑥1. The solid, dotted, and dashed-dotted curves are
for the cases with ℎ = 0.1, 0.3 and 0.8, respectively.

Figure 3.2: State trajectories of 𝑥2. The solid, dotted, and dashed-dotted curves are
for the cases with ℎ = 0.1, 0.3 and 0.8, respectively.
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Figure 3.3: State trajectories of 𝑥1. The solid, dotted, and dashed-dotted curves are
for the cases with interval Δ𝑡𝑘 = 0.5, 1 and 2, respectively.

Figure 3.4: State trajectories of 𝑥2. The solid, dotted, and dashed-dotted curves are
for the cases with interval Δ𝑡𝑘 = 0.5, 1 and 2, respectively.
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Figure 3.5: State trajectories of 𝑥1. The solid, dotted, and dashed-dotted curves are
for the cases with ℎ = 0.1, 0.3 and 0.8, respectively.

Choose 𝜀1 = 𝜀2 = 1. Then, using the feasp command within the MATLAB envi-

ronment, we calculate the symmetric positive definite matrices as given below.

𝑃1 =

[
0.8684 −0.1629
−0.1629 0.6567

]
, 𝑃2 =

[
0.9749 0.0588
0.0588 0.9857

]
,

𝑄1 =

[
3.1070 −0.7158
−0.7158 1.9694

]
, 𝑄2 =

[
2.4971 −0.2988
−0.2988 1.3960

]
.

Furthermore, we also obtain the following linear memoryless time-variant controller

𝑢(𝑡) = 𝐿𝑖𝑘𝑥(𝑡),

𝐿1 =

[ −0.2442 −0.0168
−0.1574 −0.0331

]
, 𝐿2 =

[ −0.1034 −0.1045
−0.1093 −0.2030

]
.

Given initial point [1,−1]𝑇 , Figure 3.5 and Figure 3.6 show the state trajectories of

the impulsive delayed switched system with a constant interval time Δ𝑡𝑘 ≡ 1. The

solid, dotted, and dashed-dotted curves are for the cases with the delay ℎ chosen

as 0.1, 0.3, and 0.8, respectively. Figure 3.7 and Figure 3.8 show that the state

trajectories of the impulsive delayed switched system with a constant time delay
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Figure 3.6: State trajectories of 𝑥2. The solid, dotted, and dashed-dotted curves are
for the cases with ℎ = 0.1, 0.3 and 0.8, respectively.

Figure 3.7: State trajectories of 𝑥1. The solid, dotted, and dashed-dotted curves are
for the cases with interval Δ𝑡𝑘 = 0.5, 1 and 2, respectively.
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Figure 3.8: State trajectories of 𝑥2. The solid, dotted, and dashed-dotted curves are
for the cases with interval Δ𝑡𝑘 = 0.5, 1 and 2, respectively.

ℎ ≡ 0.2. The solid, dotted, and dashed-dotted curves are for the cases with the

interval Δ𝑡𝑘 chosen as 0.5, 1, and 2, respectively. Figure 3.5-Figure 3.8 also show

that with the linear feedback controller, the uncertain impulsive switched system

converges to the equilibrium point.

3.6 Conclusion

The stability problem of a class of impulsive delayed switched systems was stud-

ied. By constructing an appropriate Lyapunov-Krasovskii function and using LMI

approach, some asymptotic stability criteria were obtained and an appropriate feed-

back controller was constructed. For illustration, two numerical examples were

solved using the results obtained in this chapter.
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Chapter 4

Robust Stabilization of Uncertain
Impulsive Switched Systems with
Delayed Control

4.1 Introduction

Impulsive switched systems can model nonlinear systems which exhibit not only

impulsive dynamical behaviors but also switching phenomena. Nowadays, there

are various stability results available in the literature for impulsive switched systems

with or without uncertainty. For example, results on the uniform asymptotic stabil-

ity of impulsive switched systems with uncertainty are obtained in [52] based on

an LMI approach. Robust stabilization conditions for uncertain impulsive switched

systems with definite attenuance are derived in [62], where the corresponding ro-

bust 𝐻∞ optimal control law is also presented. In [51], a unified approach is used

to derive stability criteria for impulsive hybrid systems.

In practice, many systems that arise in disciplines, such as physics, chemical

engineering and biology, often involve time lags. These systems are called time

delay systems. See, for example, [63], [67], [68] and relevant references therein. If

a controller contains time delays, it is called a delayed controller. Recently, there are

some results with focus on the stability analysis of dynamical systems with delayed

controllers. In particular, a receding horizon method is used in [69] to design a

delayed controller for stabilizing a linear system. Stability analysis and control of
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switched systems with input delay are studied in [70]. However, it appears that

no results are available for stability analysis and controller design for impulsive

switched systems with delay input.

In this chapter, we consider a class of uncertain impulsive switched systems

with delay input. By using a receding horizon method, some LMI-based sufficient

conditions for asymptotic stability of the impulsive switched system are obtained.

Furthermore, a design procedure for the construction of a delayed feedback stabi-

lizing controller is given.

4.2 Problem statement

Consider the following impulsive switched systems with delay input

�̇�(𝑡) = (𝐴𝑖𝑘+Δ𝐴𝑖𝑘)𝑥(𝑡)+𝐵𝑖𝑘𝑢(𝑡)+𝐶𝑖𝑘𝑢(𝑡−ℎ)−𝐴𝑖𝑘

∫ 𝑡

𝑡−ℎ

𝑒𝐴𝑖𝑘
(𝑡−𝑠−ℎ)𝐶𝑖𝑘𝑢(𝑠)𝑑𝑠, 𝑡 ∕= 𝑡𝑘,

(4.1a)

Δ𝑥(𝑡) = 𝐷𝑘𝑥(𝑡) +𝐷𝑘

∫ 𝑡

𝑡−ℎ

𝑒𝐴𝑖𝑘
(𝑡−𝑠−ℎ)𝐶𝑖𝑘𝑢(𝑠)𝑑𝑠, 𝑡 = 𝑡𝑘, (4.1b)

𝑥(𝑡) = 𝜑(𝑡), 𝜏 ≤ 𝑡 ≤ 0, (4.1c)

where 𝑥(𝑡) ∈ ℝ𝑛, 𝑢(𝑡) ∈ ℝ𝑝, 𝑢(𝑡 − ℎ) ∈ ℝ𝑞, with 𝑛, 𝑝, 𝑞 ∈ ℕ, are, respectively,

the state and control vectors. 𝐴𝑖𝑘 , 𝐵𝑖𝑘 , 𝐶𝑖𝑘 are constant real matrices of appropriate

dimensions. Δ𝑥(𝑡𝑘) = 𝑥(𝑡+𝑘 ) − 𝑥(𝑡−𝑘 ), 𝑥(𝑡
+
𝑘 ) = lim

𝜐→0+
𝑥(𝑡𝑘 + 𝜐), and 𝑥(𝑡𝑘) =

𝑥(𝑡−𝑘 ) = lim
𝜐→0+

𝑥(𝑡𝑘−𝜐) meaning that the solution of the impulsive switched system

(4.1) is left continuous. ℎ represents a control delay. 𝑡0 < 𝑡1 < 𝑡2 < ... < 𝑡𝑘 <

...(𝑡𝑘 → ∞ as 𝑘 → ∞). 𝑖𝑘 ∈ {1, 2, ...𝑚}, with 𝑘,𝑚 ∈ ℕ, is a discrete state variable

and 𝑡𝑘 is an impulsive switching point. {𝑡𝑘, 𝑖𝑘} represents a switching law of the

system (4.1), i.e. at 𝑡𝑘 time point, the system switches to the 𝑖𝑘 subsystem from

the 𝑖𝑘−1 subsystem. The matrix Δ𝐴𝑖𝑘(⋅) is an unknown real norm-bounded matrix

function representing time-varying parameter uncertainty. Assume that admissible

uncertainties are of the form

Δ𝐴𝑖𝑘(𝑡) = 𝐸𝑖𝑘𝐹𝑖𝑘(𝑡)𝐻𝑖𝑘 , (4.2)
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where 𝐸𝑖𝑘 , 𝐻𝑖𝑘 are known real constant matrices, 𝐹𝑖𝑘(𝑡) is an unknown real time-

varying matrix satisfying 𝐹 𝑇
𝑖𝑘
(𝑡)𝐹𝑖𝑘(𝑡) < 𝐼 , in which 𝐼 represents the identity matrix

of appropriate dimension.

By virtue of the receding horizon method reported in [69], we define, for the impul-

sive switched system (4.1) with delay input,

𝑦(𝑡) = 𝑥(𝑡) +

∫ 𝑡

𝑡−ℎ

𝑒𝐴𝑖𝑘
(𝑡−𝑠−ℎ)𝐶𝑖𝑘𝑢(𝑠)𝑑𝑠, (4.3)

where 𝑢(𝑡 − ℎ) is an arbitrary control, 𝑡 ∈ (𝑡𝑘, 𝑡𝑘+1], 𝑘 = 1, 2, ⋅ ⋅ ⋅ , and 𝑖𝑘 ∈
{1, 2, ⋅ ⋅ ⋅ ,𝑚} with 𝑚 ∈ ℕ.

Lemma 4.1. The uncertain impulsive switched system (4.1) is equivalent to

�̇�(𝑡) = [𝐴𝑖𝑘 + 𝐸𝑖𝑘𝐹𝑖𝑘(𝑡)𝐻𝑖𝑘 ]𝑦(𝑡) + [𝐵𝑖𝑘 + 𝑒−𝐴𝑖𝑘
ℎ𝐶𝑖𝑘 ]𝑢(𝑡) (4.4)

−[𝐴𝑖𝑘 + 𝐸𝑖𝑘𝐹𝑖𝑘(𝑡)𝐻𝑖𝑘 ]

∫ 𝑡

𝑡−ℎ

𝑒𝐴𝑖𝑘
(𝑡−𝑠−ℎ)𝐶𝑖𝑘𝑢(𝑠)𝑑𝑠,

Δ𝑦(𝑡) = 𝐷𝑘𝑦(𝑡), (4.5)

𝑦(𝑡) = 𝜑(𝑡) +

∫ 𝑡

𝑡−ℎ

𝑒𝐴𝑖𝑘
(𝑡−𝑠−ℎ)𝐶𝑖𝑘𝑢(𝑠)𝑑𝑠 − 𝜏 ≤ 𝑡 ≤ 0, (4.6)

where 𝑡 ∈ (𝑡𝑘, 𝑡𝑘+1], 𝑘 = 1, 2, ⋅ ⋅ ⋅ , 𝑖𝑘 ∈ {1, 2, ⋅ ⋅ ⋅ ,𝑚}, and 𝑚 ∈ ℕ.

Proof. When 𝑡 ∈ (𝑡𝑘, 𝑡𝑘+1], define

𝑦(𝑡) = 𝑥(𝑡) +

∫ 𝑡

𝑡−ℎ

𝑒𝐴𝑖𝑘
(𝑡−𝑠−ℎ)𝐶𝑖𝑘𝑢(𝑠)𝑑𝑠.

𝑦(𝑡) can be rewritten as:

𝑦(𝑡) = 𝑥(𝑡) +

∫ 𝑡

𝑎

𝑒𝐴𝑖𝑘
(𝑡−𝑠−ℎ)𝐶𝑖𝑘𝑢(𝑠)𝑑𝑠−

∫ 𝑡−ℎ

𝑎

𝑒𝐴𝑖𝑘
(𝑡−𝑠−ℎ)𝐶𝑖𝑘𝑢(𝑠)𝑑𝑠

= 𝑥(𝑡) + 𝑒𝐴𝑖𝑘
𝑡

∫ 𝑡

𝑎

𝑒𝐴𝑖𝑘
−(𝑠+ℎ)𝐶𝑖𝑘𝑢(𝑠)𝑑𝑠− 𝑒𝐴𝑖𝑘

𝑡

∫ 𝑡−ℎ

𝑎

𝑒𝐴𝑖𝑘
−(𝑠+ℎ)𝐶𝑖𝑘𝑢(𝑠)𝑑𝑠,

where 𝑎 is a real number.

Taking the time derivative of 𝑦(𝑡), we obtain

�̇�(𝑡) = (𝐴𝑖𝑘 +Δ𝐴𝑖𝑘)𝑦(𝑡) + (𝐵𝑖𝑘 + 𝑒−𝐴𝑖𝑘
ℎ𝐶𝑖𝑘)𝑢(𝑡)
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−(𝐴𝑖𝑘 +Δ𝐴𝑖𝑘)

∫ 𝑡

𝑡−ℎ

𝑒𝐴𝑖𝑘
(𝑡−𝑠−ℎ)𝐶𝑖𝑘𝑢(𝑠)𝑑𝑠

= (𝐴𝑖𝑘 + 𝐸𝑖𝑘𝐹𝑖𝑘(𝑡)𝐻𝑖𝑘)𝑦(𝑡) + (𝐵𝑖𝑘 + 𝑒−𝐴𝑖𝑘
ℎ𝐶𝑖𝑘)𝑢(𝑡)

−(𝐴𝑖𝑘 + 𝐸𝑖𝑘𝐹𝑖𝑘(𝑡)𝐻𝑖𝑘)

∫ 𝑡

𝑡−ℎ

𝑒𝐴𝑖𝑘
(𝑡−𝑠−ℎ)𝐶𝑖𝑘𝑢(𝑠)𝑑𝑠.

Next, when 𝑡 = 𝑡𝑘,

∇𝑦(𝑡) = 𝑦(𝑡+𝑘 )− 𝑦(𝑡−𝑘 )

= 𝑥(𝑡+𝑘 ) +

∫ 𝑡

𝑡−ℎ

𝑒𝐴𝑖𝑘
(𝑡−𝑠−ℎ)𝐶𝑖𝑘𝑢(𝑠)𝑑𝑠− (𝑥(𝑡−𝑘 ) +

∫ 𝑡

𝑡−ℎ

𝑒𝐴𝑖𝑘
(𝑡−𝑠−ℎ)𝐶𝑖𝑘𝑢(𝑠)𝑑𝑠)

= 𝑥(𝑡+𝑘 )− 𝑥(𝑡−𝑘 ) = 𝐷𝑘𝑥(𝑡) +𝐷𝑘

∫ 𝑡

𝑡−ℎ

𝑒𝐴𝑖𝑘
(𝑡−𝑠−ℎ)𝐶𝑖𝑘𝑢(𝑠)𝑑𝑠 = 𝐷𝑘𝑦(𝑡).

For −𝜏 ≤ 𝑡 ≤ 0, since 𝑥(𝑡) = 𝜑(𝑡), it follows that

𝑦(𝑡) = 𝜑(𝑡) +

∫ 𝑡

𝑡−ℎ

𝑒𝐴𝑖𝑘
(𝑡−𝑠−ℎ)𝐶𝑖𝑘𝑢(𝑠)𝑑𝑠.

This completes the proof.

Our objective is to devise a design method for constructing linear switching con-

trollers that can stabilize (4.1) with admissible uncertainties under an arbitrary switch-

ing law.

4.3 Main results

Assumption 4.1.
∫ 𝑡

𝑡−ℎ
𝑦𝑇 (𝑠)Φ(𝑠)𝑦(𝑠)𝑑𝑠 ≤ 𝑦𝑇 (𝑡)(

∫ 𝑡

𝑡−ℎ
Φ(𝑠)𝑑𝑠)𝑦(𝑡), where Φ is a

symmetric positive definite matrix.

Theorem 4.1. Suppose that Assumption 4.1 holds and that there exist symmetric

positive definite matrices 𝑃𝑖𝑘 , 𝑄𝑖𝑘 and some positive scalars 𝜀1, 𝜀2, 𝜀3, such that the

following conditions are satisfied.

(a)⎡⎣ −(𝜀−1
1 𝐸𝑖𝑘𝐸

𝑇
𝑖𝑘
+ 𝜀1𝐻

𝑇
𝑖𝑘
𝐻𝑖𝑘 +𝑄𝑖𝑘) 𝜀−1

1 𝐸𝑖𝑘𝐸
𝑇
𝑖𝑘
+ 𝜀1𝐻

𝑇
𝑖𝑘
𝐻𝑖𝑘 +𝑄𝑖𝑘 0

𝜀−1
1 𝐸𝑖𝑘𝐸

𝑇
𝑖𝑘
+ 𝜀1𝐻

𝑇
𝑖𝑘
𝐻𝑖𝑘 +𝑄𝑖𝑘 𝐴𝑇

𝑖𝑘
𝑃𝑖𝑘 + 𝑃𝑖𝑘𝐴𝑖𝑘 𝑃𝑖𝑘𝜑𝑖𝑘

0 𝜑𝑇
𝑖𝑘
𝑃𝑖𝑘 −𝐼

⎤⎦ < 0,

(4.7)

(b) [
𝑃𝑖𝑘−1

(𝐼 +𝐷𝑘)
𝑇𝑃𝑖𝑘

𝑃𝑖𝑘(𝐼 +𝐷𝑘) 𝑃𝑖𝑘

]
> 0, (4.8)
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where

𝜑𝑖𝑘𝜑
𝑇
𝑖𝑘
= −2𝐼 + 𝜀−1

2 𝐴𝑖𝑘𝐴
𝑇
𝑖𝑘
+ 𝜀2ℎ𝑈𝑖𝑘 + 𝜀−1

3 𝐸𝑖𝑘𝐸
𝑇
𝑖𝑘
+ 𝜀3ℎ�̂�𝑖𝑘 , (4.9)

while

𝑈𝑖𝑘 ≥ (𝐵𝑖𝑘 + 𝑒−𝐴𝑖𝑘
ℎ𝐶𝑖𝑘)

−𝑇𝐶𝑇
𝑖𝑘
(

∫ 0

−ℎ

𝑒−𝐴𝑇
𝑖𝑘
(𝑠+ℎ)𝑒−𝐴𝑖𝑘

(𝑠+ℎ)𝑑𝑠)𝐶𝑖𝑘

×(𝐵𝑖𝑘 + 𝑒−𝐴𝑖𝑘
ℎ𝐶𝑖𝑘)

−1 (4.10)

and

�̂�𝑖𝑘 ≥ (𝐵𝑖𝑘 + 𝑒−𝐴𝑖𝑘
ℎ𝐶𝑖𝑘)

−𝑇𝐶𝑇
𝑖𝑘
(

∫ 0

−ℎ

𝑒−𝐴𝑇
𝑖𝑘
(𝑠+ℎ)𝐻𝑇

𝑖𝑘
𝐻𝑖𝑘𝑒

−𝐴𝑖𝑘
(𝑠+ℎ)𝑑𝑠)𝐶𝑖𝑘

×(𝐵𝑖𝑘 + 𝑒−𝐴𝑖𝑘
ℎ𝐶𝑖𝑘)

−1. (4.11)

Then, the impulsive switched system (4.1) can be robustly asymptotically stabilized

under an arbitraryly given switching law by the following switching controller

𝑢(𝑡) = −(𝐵𝑖𝑘 + 𝑒−𝐴𝑖𝑘
ℎ𝐶𝑖𝑘)

−1𝑃𝑖𝑘𝑦(𝑡). (4.12)

Proof. For 𝑡 ∈ (𝑡𝑘, 𝑡𝑘+1], 𝑘 = 1, 2, ⋅ ⋅ ⋅ ; 𝑖𝑘 ∈ {1, 2, ⋅ ⋅ ⋅ ,𝑚}; 𝑚 ∈ ℕ, define

𝑉 (𝑡) = 𝑦𝑇 (𝑡)𝑃𝑖𝑘𝑦(𝑡) +

∫ 𝑡

𝑡−ℎ

𝑦𝑇 (𝑠)𝑄𝑖𝑘𝑦(𝑠)𝑑𝑠 (4.13)

where 𝑃𝑖𝑘 > 0, 𝑄𝑖𝑘 > 0. We shall show that 𝑉 is a Lyapunov function.

Taking the differentiation of (4.13) along the trajectory of system (4.4)-(4.6), we

obtain

�̇� (𝑡) = �̇�𝑇 (𝑡)𝑃𝑖𝑘𝑦(𝑡) + 𝑦𝑇 (𝑡)𝑃𝑖𝑘 �̇�(𝑡) + 𝑦𝑇 (𝑡)𝑄𝑖𝑘𝑦(𝑡)− 𝑦𝑇 (𝑡− ℎ)𝑄𝑖𝑘𝑦(𝑡− ℎ)

= [(𝐴𝑖𝑘 + 𝐸𝑖𝑘𝐹𝑖𝑘(𝑡)𝐻𝑖𝑘)𝑦(𝑡) + (𝐵𝑖𝑘 + 𝑒−𝐴𝑖𝑘
ℎ𝐶𝑖𝑘)𝑢(𝑡)

−(𝐴𝑖𝑘 + 𝐸𝑖𝑘𝐹𝑖𝑘(𝑡)𝐻𝑖𝑘)

∫ 𝑡

𝑡−ℎ

𝑒𝐴𝑖𝑘
(𝑡−𝑠−ℎ)𝐶𝑖𝑘𝑢(𝑠)𝑑𝑠]

𝑇𝑃𝑖𝑘𝑦(𝑡)

+𝑦(𝑡)𝑇𝑃𝑖𝑘 [(𝐴𝑖𝑘 + 𝐸𝑖𝑘𝐹𝑖𝑘(𝑡)𝐻𝑖𝑘)𝑦(𝑡) + (𝐵𝑖𝑘 + 𝑒−𝐴𝑖𝑘
ℎ𝐶𝑖𝑘)𝑢(𝑡)

−(𝐴𝑖𝑘 + 𝐸𝑖𝑘𝐹𝑖𝑘(𝑡)𝐻𝑖𝑘)

∫ 𝑡

𝑡−ℎ

𝑒𝐴𝑖𝑘
(𝑡−𝑠−ℎ)𝐶𝑖𝑘𝑢(𝑠)𝑑𝑠]

+𝑦𝑇 (𝑡)𝑄𝑖𝑘𝑦(𝑡)− 𝑦𝑇 (𝑡− ℎ)𝑄𝑖𝑘𝑦(𝑡− ℎ)
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= 𝑆1(𝑡) + 𝑆2(𝑡) + 𝑆3(𝑡) (4.14)

where

𝑆1(𝑡) = 𝑦𝑇 (𝑡)(𝐴𝑇
𝑖𝑘
𝑃𝑖𝑘+𝑃𝑖𝑘𝐴𝑖𝑘)𝑦(𝑡)+𝑦𝑇 (𝑡)𝑄𝑖𝑘𝑦(𝑡)−𝑦𝑇 (𝑡−ℎ)𝑄𝑖𝑘𝑦(𝑡−ℎ), (4.15)

𝑆2(𝑡) = 𝑦𝑇 (𝑡)(𝐻𝑇
𝑖𝑘
𝐹 𝑇
𝑖𝑘
(𝑡)𝐸𝑇

𝑖𝑘
+ 𝐸𝑖𝑘𝐹𝑖𝑘(𝑡)𝐻𝑖𝑘)𝑦(𝑡), (4.16)

and

𝑆3(𝑡) = 2𝑢𝑇 (𝑡)(𝐵𝑖𝑘 + 𝑒−𝐴𝑖𝑘
ℎ𝐶𝑖𝑘)

𝑇𝑃𝑖𝑘𝑦(𝑡)

−2𝑦𝑇 (𝑡)𝑃𝑖𝑘(𝐴𝑖𝑘 + 𝐸𝑖𝑘𝐹𝑖𝑘(𝑡)𝐻𝑖𝑘)

∫ 𝑡

𝑡−ℎ

𝑒𝐴𝑖𝑘
(𝑡−𝑠−ℎ)𝐶𝑖𝑘𝑢(𝑠)𝑑𝑠. (4.17)

By Lemma 2.3, we obtain

𝑆2(𝑡) ≤ 𝑦𝑇 (𝑡)(𝜀−1
1 𝐸𝑖𝑘𝐸

𝑇
𝑖𝑘
+ 𝜀1𝐻

𝑇
𝑖𝑘
𝐻𝑖𝑘)𝑦(𝑡), (4.18)

and

𝑆3(𝑡) = −2𝑦𝑇 (𝑡)𝑃 2
𝑖𝑘
𝑦(𝑡)− 2𝑦𝑇 (𝑡)𝑃𝑖𝑘𝐴𝑖𝑘

∫ 𝑡

𝑡−ℎ

𝑒𝐴𝑖𝑘
(𝑡−𝑠−ℎ)𝐶𝑖𝑘𝑢(𝑠)𝑑𝑠

−2𝑦𝑇 (𝑡)𝑃𝑖𝑘𝐸𝑖𝑘𝐹𝑖𝑘(𝑡)𝐻𝑖𝑘

∫ 𝑡

𝑡−ℎ

𝑒𝐴𝑖𝑘
(𝑡−𝑠−ℎ)𝐶𝑖𝑘𝑢(𝑠)𝑑𝑠

≤ −2𝑦𝑇 (𝑡)𝑃 2
𝑖𝑘
𝑦(𝑡) + 𝜀−1

2 𝑦𝑇 (𝑡)𝑃𝑖𝑘𝐴𝑖𝑘𝐴
𝑇
𝑖𝑘
𝑃𝑖𝑘𝑦(𝑡)

+𝜀2(

∫ 𝑡

𝑡−ℎ

𝑒𝐴𝑖𝑘
(𝑡−𝑠−ℎ)𝐶𝑖𝑘𝑢(𝑠)𝑑𝑠)

𝑇

∫ 𝑡

𝑡−ℎ

𝑒𝐴𝑖𝑘
(𝑡−𝑠−ℎ)𝐶𝑖𝑘𝑢(𝑠)𝑑𝑠

+𝜀−1
3 𝑦𝑇 (𝑡)𝑃𝑖𝑘𝐸𝑖𝑘𝐸

𝑇
𝑖𝑘
𝑃𝑖𝑘𝑦(𝑡)

+𝜀3(

∫ 𝑡

𝑡−ℎ

𝐻𝑖𝑘𝑒
𝐴𝑖𝑘

(𝑡−𝑠−ℎ)𝐶𝑖𝑘𝑢(𝑠)𝑑𝑠)
𝑇

∫ 𝑡

𝑡−ℎ

𝐻𝑖𝑘𝑒
𝐴𝑖𝑘

(𝑡−𝑠−ℎ)𝐶𝑖𝑘𝑢(𝑠)𝑑𝑠. (4.19)

Applying the following inequality to (4.19),

(

∫ 𝑡

𝑡−ℎ

𝑥(𝑠)𝑑𝑠)𝑇 (

∫ 𝑡

𝑡−ℎ

𝑥(𝑠)𝑑𝑠) ≤ ℎ

∫ 𝑡

𝑡−ℎ

𝑥𝑇 (𝑠)𝑥(𝑠)𝑑𝑠, (4.20)

we obtain

𝑆3(𝑡) ≤ −2𝑦𝑇 (𝑡)𝑃 2
𝑖𝑘
𝑦(𝑡) + 𝜀−1

2 𝑦𝑇 (𝑡)𝑃𝑖𝑘𝐴𝑖𝑘𝐴
𝑇
𝑖𝑘
𝑃𝑖𝑘𝑦(𝑡)

+𝜀2ℎ

∫ 𝑡

𝑡−ℎ

(𝑒𝐴𝑖𝑘
(𝑡−𝑠−ℎ)𝐶𝑖𝑘𝑢(𝑠))

𝑇 𝑒𝐴𝑖𝑘
(𝑡−𝑠−ℎ)𝐶𝑖𝑘𝑢(𝑠)𝑑𝑠
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+𝜀−1
3 𝑦𝑇 (𝑡)𝑃𝑖𝑘𝐸𝑖𝑘𝐸

𝑇
𝑖𝑘
𝑃𝑖𝑘𝑦(𝑡)

+𝜀3ℎ

∫ 𝑡

𝑡−ℎ

(𝐻𝑖𝑘𝑒
𝐴𝑖𝑘

(𝑡−𝑠−ℎ)𝐶𝑖𝑘𝑢(𝑠))
𝑇𝐻𝑖𝑘𝑒

𝐴𝑖𝑘
(𝑡−𝑠−ℎ)𝐶𝑖𝑘𝑢(𝑠)𝑑𝑠. (4.21)

Substituting the expression of 𝑢(𝑡) given by (4.12) into (4.21), we obtain

𝑆3(𝑡) ≤ −2𝑦𝑇 (𝑡)𝑃 2
𝑖𝑘
𝑦(𝑡) + 𝜀−1

2 𝑦𝑇 (𝑡)𝑃𝑖𝑘𝐴𝑖𝑘𝐴
𝑇
𝑖𝑘
𝑃𝑖𝑘𝑦(𝑡)

+𝜀2ℎ𝑦
𝑇 (𝑡)𝑃𝑖𝑘(𝐵𝑖𝑘 + 𝑒−𝐴𝑖𝑘

ℎ𝐶𝑖𝑘)
−𝑇𝐶𝑇

𝑖𝑘
Φ𝑖𝑘𝑃𝑖𝑘𝑦(𝑡)

+𝜀−1
3 𝑦𝑇 (𝑡)𝑃𝑖𝑘𝐸𝑖𝑘𝐸

𝑇
𝑖𝑘
𝑃𝑖𝑘𝑦(𝑡)

+𝜀3ℎ𝑦
𝑇 (𝑡)𝑃𝑖𝑘(𝐵𝑖𝑘 + 𝑒−𝐴𝑖𝑘

ℎ𝐶𝑖𝑘)
−𝑇𝐶𝑇

𝑖𝑘
Φ̂𝑖𝑘𝑃𝑖𝑘𝑦(𝑡), (4.22)

where

Φ𝑖𝑘 = (

∫ 𝑡

𝑡−ℎ

𝑒𝐴
𝑇
𝑖𝑘
(𝑡−𝑠−ℎ)𝑒𝐴𝑖𝑘

(𝑡−𝑠−ℎ)𝑑𝑠)𝐶𝑖𝑘(𝐵𝑖𝑘 + 𝑒−𝐴𝑖𝑘
ℎ𝐶𝑖𝑘)

−1 (4.23)

and

Φ̂𝑖𝑘 = (

∫ 𝑡

𝑡−ℎ

𝑒𝐴
𝑇
𝑖𝑘
(𝑡−𝑠−ℎ)𝐻𝑇

𝑖𝑘
𝐻𝑖𝑘𝑒

𝐴𝑖𝑘
(𝑡−𝑠−ℎ)𝑑𝑠)𝐶𝑖𝑘(𝐵𝑖𝑘 + 𝑒−𝐴𝑖𝑘

ℎ𝐶𝑖𝑘)
−1. (4.24)

Combining (4.15), (4.18) and (4.22) with (4.14), it follows that

�̇� (𝑡) ≤ 𝑦𝑇 (𝑡)(𝐴𝑇
𝑖𝑘
𝑃𝑖𝑘 + 𝑃𝑖𝑘𝐴𝑖𝑘 + 𝜀−1

1 𝐸𝑖𝑘𝐸
𝑇
𝑖𝑘
+ 𝜀1𝐻

𝑇
𝑖𝑘
𝐻𝑖𝑘 − 2𝑃 2

𝑖𝑘
)𝑦(𝑡)

+𝜀−1
2 𝑦𝑇 (𝑡)𝑃𝑖𝑘𝐴𝑖𝑘𝐴

𝑇
𝑖𝑘
𝑃𝑖𝑘𝑦(𝑡)+ 𝜀2ℎ𝑦

𝑇 (𝑡)𝑃𝑖𝑘𝑈𝑖𝑘𝑃𝑖𝑘𝑦(𝑡)+ 𝜀−1
3 𝑦𝑇 (𝑡)𝑃𝑖𝑘𝐸𝑖𝑘𝐸

𝑇
𝑖𝑘
𝑃𝑖𝑘𝑦(𝑡)

+𝜀3ℎ𝑦
𝑇 (𝑡)𝑃𝑖𝑘�̂�𝑖𝑘𝑃𝑖𝑘𝑦(𝑡) + 𝑦𝑇 (𝑡)𝑄𝑖𝑘𝑦(𝑡)− 𝑦𝑇 (𝑡− ℎ)𝑄𝑖𝑘𝑦(𝑡− ℎ)

= 𝑦𝑇 (𝑡)(𝐴𝑇
𝑖𝑘
𝑃𝑖𝑘 + 𝑃𝑖𝑘𝐴𝑖𝑘 + 𝜀−1

1 𝐸𝑖𝑘𝐸
𝑇
𝑖𝑘
+ 𝜀1𝐻

𝑇
𝑖𝑘
𝐻𝑖𝑘 +𝑄𝑖𝑘 − 2𝑃 2

𝑖𝑘
)𝑦(𝑡)

+𝑦𝑇 (𝑡)(𝜀−1
2 𝑃𝑖𝑘𝐴𝑖𝑘𝐴

𝑇
𝑖𝑘
𝑃𝑖𝑘 + 𝜀2ℎ𝑃𝑖𝑘𝑈𝑖𝑘𝑃𝑖𝑘 + 𝜀−1

3 𝑃𝑖𝑘𝐸𝑖𝑘𝐸
𝑇
𝑖𝑘
𝑃𝑖𝑘 + 𝜀3ℎ𝑃𝑖𝑘�̂�𝑖𝑘𝑃𝑖𝑘)𝑦(𝑡)

−𝑦𝑇 (𝑡− ℎ)𝑄𝑖𝑘𝑦(𝑡− ℎ), (4.25)

where 𝑈𝑖𝑘 and �̂�𝑖𝑘 are defined in (4.10) and (4.11), respectively.

Clearly, �̇� (𝑡) < 0 is implied by

𝑊𝑖𝑘 < 0, (4.26)

where

𝑊𝑖𝑘 = 𝐴𝑇
𝑖𝑘
𝑃𝑖𝑘 + 𝑃𝑖𝑘𝐴𝑖𝑘 + 𝜀−1

1 𝐸𝑖𝑘𝐸
𝑇
𝑖𝑘
+ 𝜀1𝐻

𝑇
𝑖𝑘
𝐻𝑖𝑘 +𝑄𝑖𝑘 − 2𝑃 2

𝑖𝑘
+ 𝜀−1

2 𝑃𝑖𝑘𝐴𝑖𝑘𝐴
𝑇
𝑖𝑘
𝑃𝑖𝑘
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+𝜀2ℎ𝑃𝑖𝑘𝑈𝑖𝑘𝑃𝑖𝑘 + 𝜀−1
3 𝑃𝑖𝑘𝐸𝑖𝑘𝐸

𝑇
𝑖𝑘
𝑃𝑖𝑘 + 𝜀3ℎ𝑃𝑖𝑘�̂�𝑖𝑘𝑃𝑖𝑘 . (4.27)

Furthermore, 𝑊𝑖𝑘 < 0 is equivalent to⎡⎣ −𝐼
𝑊𝑖𝑘

−𝐼

⎤⎦ < 0. (4.28)

Define

𝑍𝑖𝑘 =

⎡⎣ (𝜀−1
1 𝐸𝑖𝑘𝐸

𝑇
𝑖𝑘
+ 𝜀1𝐻

𝑇
𝑖𝑘
𝐻𝑖𝑘 +𝑄𝑖𝑘)

1/2 0 0
−(𝜀−1

1 𝐸𝑖𝑘𝐸
𝑇
𝑖𝑘
+ 𝜀1𝐻

𝑇
𝑖𝑘
𝐻𝑖𝑘 +𝑄𝑖𝑘)

1/2 𝐼 −𝑃𝑖𝑘𝜑𝑖𝑘

0 0 𝐼

⎤⎦ , (4.29)

where

𝜑𝑖𝑘𝜑
𝑇
𝑖𝑘
= −2𝐼 + 𝜀−1

2 𝐴𝑖𝑘𝐴
𝑇
𝑖𝑘
+ 𝜀2ℎ𝑈𝑖𝑘 + 𝜀−1

3 𝐸𝑖𝑘𝐸
𝑇
𝑖𝑘
+ 𝜀3ℎ�̂�𝑖𝑘 .

Then, by left multiplying 𝑍𝑖𝑘 and right multiplying 𝑍𝑇
𝑖𝑘

, we obtain Condition (a) of

the theorem given by (4.7), which is satisfied by assumption.

Thus, 𝑊𝑖𝑘 < 0 and hence �̇� (𝑡) < 0 during the whole continues time parts (i.e.,

excluding impulsive and switching time points) of the time horizon.

Next, at the impulsive and switching time point 𝑡𝑘, we have

𝑉 (𝑡+𝑘 )− 𝑉 (𝑡𝑘) = 𝑦(𝑡+𝑘 )
𝑇𝑃𝑖𝑘𝑦(𝑡

+
𝑘 )− 𝑦(𝑡𝑘)

𝑇𝑃𝑖𝑘−1
𝑦(𝑡𝑘)

≤ 𝑦(𝑡𝑘)[(𝐼 +𝐷𝑘)
𝑇𝑃𝑖𝑘(𝐼 +𝐷𝑘)− 𝑃𝑖𝑘−1

]𝑦(𝑡𝑘) < 0.

Clearly, 𝑉 (𝑡+𝑘 ) < 𝑉 (𝑡−𝑘 ) is implied by

(𝐼 +𝐷𝑘)
𝑇𝑃𝑖𝑘(𝐼 +𝐷𝑘)− 𝑃𝑖𝑘−1

< 0. (4.30)

By virtue of Lemma 3.1, i.e., Schur complement theorem, inequality (4.30) is equiv-

alent to Condition (b) of the theorem given by (4.8) which is satisfied by assumption.

Therefore, 𝑉 (𝑡) defined by (4.13) decreases along the whole trajectory of system

(4.4)-(4.6). Thus, it is a Lyapunov function, and therefore the impulsive switched

system (4.1) is robustly asymptotically stable under the switching controller (4.12).

This completes the proof.

As a consequence of Theorem 4.1, we can easily show that the following results are

valid for system (4.1) with no switching.
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Corollary 4.1. Suppose that Assumption 4.1 holds and that there exist symmetric

positive definite matrices 𝑃 , 𝑄 and some positive scalars 𝜀1,𝜀2,𝜀3, such that the

following LMIs are satisfied.

(a)⎡⎣ −(𝜀−1
1 𝐸𝐸𝑇 + 𝜀1𝐻

𝑇𝐻 +𝑄) 𝜀−1
1 𝐸𝐸𝑇 + 𝜀1𝐻

𝑇𝐻 +𝑄 0
𝜀−1
1 𝐸𝐸𝑇 + 𝜀1𝐻

𝑇𝐻 +𝑄 𝐴𝑇𝑃 + 𝑃𝐴 𝑃𝜑
0 𝜑𝑇𝑃 −𝐼

⎤⎦ < 0, (4.31)

(b) [
𝑃 (𝐼 +𝐷𝑘)

𝑇𝑃
𝑃 (𝐼 +𝐷𝑘) 𝑃

]
> 0, (4.32)

where

𝜑𝜑𝑇 = −2𝐼 + 𝜀−1
2 𝐴𝐴𝑇 + 𝜀2ℎ𝑈 + 𝜀−1

3 𝐸𝐸𝑇 + 𝜀3ℎ�̂�, (4.33)

while

𝑈 ≥ (𝐵 + 𝑒−𝐴ℎ𝐶)−𝑇𝐶𝑇 (

∫ 0

−ℎ

𝑒−𝐴𝑇 (𝑠+ℎ)𝑒−𝐴(𝑠+ℎ)𝑑𝑠)𝐶(𝐵 + 𝑒−𝐴ℎ𝐶)−1 (4.34)

and

�̂� ≥ (𝐵+𝑒−𝐴ℎ𝐶)−𝑇𝐶𝑇 (

∫ 0

−ℎ

𝑒−𝐴𝑇 (𝑠+ℎ)𝐻𝑇𝐻𝑒−𝐴(𝑠+ℎ)𝑑𝑠)𝐶(𝐵+𝑒−𝐴ℎ𝐶)−1. (4.35)

Then, system (4.1) without switchings can be robustly asymptotically stabilized by

the following controller

𝑢(𝑡) = −(𝐵 + 𝑒−𝐴ℎ𝐶)−1𝑃𝑦(𝑡). (4.36)

4.4 A numerical example

In this section, an illustrative example will be presented to show the effectiveness

of the results obtained. Consider the impulsive switched system with the following

specifications

𝐴1 =

[ −0.24 −0.8
−0.6 −2.2

]
, 𝐸1 =

[
0.5 0.4
0.2 0.4

]
, 𝐻1 =

[
0.7 0.7
0.7 0.7

]
,

𝐵1 =

[
0.8 0.9
1.2 1.1

]
, 𝐴2 =

[ −2.2 −0.6
−0.6 −2

]
, 𝐸2 =

[
0.3 0.1
0.6 0.4

]
,
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𝐻2 =

[
0.7 0.7
0.7 0.7

]
, 𝐵2 =

[
1.3 1.1
0.8 0.5

]
, 𝐶1 =

[
0.6 0.4
0.2 0.8

]
,

𝐶2 =

[
0.8 0.6
0.3 0.5

]
, 𝐷1 = 𝐷2 =

[ −0.5 0
0 −0.5

]
, ℎ = 0.3.

Choose 𝜀1 = 𝜀2 = 𝜀3 = 1. Then, by solving LMIs (4.7)-(4.8), we obtain the

following symmetric positive define matrices,

𝑃1 =

[
1.6423 −1.3092
−1.3092 2.0908

]
, 𝑃2 =

[
1.8959 −1.3228
−1.3228 1.8825

]
,

𝑄1 =

[
0.1514 −0.0106
−0.0106 0.3096

]
, 𝑄2 =

[
0.5443 0.1320
0.1320 0.2655

]
.

By Theorem 4.1, the following switching controller,

𝑢1(𝑡) =

[ −2.2635 2.4620
2.2194 −2.6337

]
𝑦(𝑡), 𝑢2(𝑡) =

[ −2.5453 2.5298
2.7588 −2.9888

]
𝑦(𝑡),

is obtained. It asymptotically stabilizes the impulsive switched system according to

Theorem 4.1.

4.5 Conclusion

This chapter studied a class of uncertain impulsive switched systems with delayed

input. Based on the receding horizon method, these systems can be transformed into

impulsive switched systems without time delays. LMIs conditions, which ensure

asymptotic stability of the impulsive switched systems under the delayed controllers

obtained, were derived. A numerical example was solved, from which we can see

that the results obtained in this chapter are effective.
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Chapter 5

Impulsive Stabilization of Delayed
Cellular Neural Networks

5.1 Introduction

Cellular neural networks have applications in signal processing and many other

practical disciplines. Since stability performance is a prerequisite for their engineer-

ing applications, stability criteria for cellular neural networks have been extensively

studied. For example, global asymptotic stability and global exponential stability of

cellular neural networks with constant as well as variable time delays are obtained

in [79]. Questions on global stability of cellular neural networks with bounded and

non-monotonic activation functions are investigated in [80]. For more results on

stability analysis of neural networks, see [81]-[91], and relevant references therein.

Recently, impulsive control approach based on impulsive differential equa-

tions theory emerges as an important control method (see, for examples, [71]-[76],

[78]). It is a simple and an efficient way to deal with many linear and nonlinear

control problems. In [27], robust stabilization of Chen’s chaotic system is studied

by employing an impulsive control approach. In [72], impulsive stabilization crite-

ria for nonlinear systems, such as the Lorenz system, are established. For more, see

[77], [92] and relevant references therein.

In this chapter, using an impulsive control method, the asymptotic stabiliza-

tion of cellular neural networks with time delays is investigated. New sufficient

conditions and the corresponding impulsive controllers for asymptotic stability of
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delayed cellular neural networks are presented. The stability conditions are easy to

use and the impulsive controllers can be easily constructed.

5.2 Impulsive control techniques for delayed nonlin-
ear systems

Consider the following nonlinear system{
�̇� = 𝑓(𝑡, 𝑥),
𝑦 = 𝜙(𝑥),

(5.1)

where 𝑥 ∈ ℝ𝑛 is the state vector, 𝑦 ∈ ℝ𝑚 is the output vector, 𝑓(𝑡, 𝑥) ∈ 𝐶[ℝ+ ×
ℝ𝑛,ℝ𝑛], 𝜙(𝑥) ∈ 𝐶[ℝ𝑛,ℝ𝑚] are both continuous functions satisfying Lipschitz con-

ditions.

Definition 5.1. {𝑡𝑘, 𝑢𝑘(𝑦(𝑡𝑘))} is said to be an impulsive controller of system (5.1),

where 0 < 𝑡1 < 𝑡2 < ... < 𝑡𝑘 < 𝑡𝑘+1 < ..., (𝑡𝑘 → ∞ as 𝑘 → ∞) and 𝑢𝑘(𝑦) ∈ ℝ𝑛 is

a continuous function.

By adding an impulsive controller, we obtain the following impulsive differ-

ential equation ⎧⎨⎩
�̇� = 𝑓(𝑡, 𝑥), 𝑡 ∕= 𝑡𝑘,
𝑦 = 𝜙(𝑥), 𝑡 ∕= 𝑡𝑘,
Δ𝑥 = 𝑢𝑘(𝑦), 𝑡 = 𝑡𝑘,
𝑥(𝑡0) = 𝑥0, 𝑘 = 1, 2, ...,

(5.2)

where Δ𝑥(𝑡𝑘) = 𝑥(𝑡+𝑘 )− 𝑥(𝑡−𝑘 ) = 𝑥(𝑡+𝑘 )− 𝑥(𝑡𝑘),

𝑥(𝑡+𝑘 ) = lim
𝑡→𝑡+𝑘

𝑥(𝑡), 𝑥(𝑡𝑘) = 𝑥(𝑡−𝑘 ) = lim
𝑡→𝑡−𝑘

𝑥(𝑡), 𝑘 ∈ ℕ.

Definition 5.2. System (5.1) is said to be impulsively stabilizable if there exists an

impulsive controller {𝑡𝑘, 𝑢𝑘(𝑦(𝑡𝑘))} such that the impulsive system (5.2) is asymp-

totically stable.
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5.3 Impulsive stabilization of delayed cellular neural
networks

Consider the following delayed cellular neural networks described by

�̇�𝑖(𝑡) = −𝑥𝑖(𝑡) +
𝑛∑

𝑗=1

𝑎𝑖𝑗𝑓𝑗(𝑥𝑗(𝑡)) +
𝑛∑

𝑗=1

𝑏𝑖𝑗𝑓𝑗(𝑥𝑗(𝑡− ℎ𝑗)) + 𝐼𝑖,

𝑖 = 1, 2, ..., 𝑛, (5.3)

where 𝑥(𝑡) is the state vector and 𝑓𝑗(𝑥𝑗(𝑡)) is the output of the 𝑗th unit. 𝑎𝑖𝑗 , 𝑏𝑖𝑗 are

constants representing the connected strength of the 𝑗th unit on the 𝑖th unit at time 𝑡

and time 𝑡−ℎ𝑗 . 𝐼𝑖 represents the external bias on the 𝑖th unit, ℎ𝑗 is the transmission

delay of the 𝑗th unit, 0 < ℎ𝑗 ≤ 𝑟, 𝑟 > 0. Assume that 𝑥∗ = [𝑥∗
1, ..., 𝑥

∗
𝑛]

𝑇 is one of

equilibria of system (5.3) and that

𝑦(𝑡) = [𝑦1(𝑡), ..., 𝑦𝑛(𝑡)]
𝑇 = [𝑥1(𝑡)− 𝑥∗

1, ..., 𝑥𝑛(𝑡)− 𝑥∗
𝑛]

𝑇 . (5.4)

Then, by differentiating 𝑦(𝑡) given by (5.4), it follows from (5.3) that

�̇�𝑖(𝑡) = −𝑦𝑖(𝑡) +
𝑛∑

𝑗=1

𝑎𝑖𝑗𝑔𝑗(𝑦𝑗(𝑡)) +
𝑛∑

𝑗=1

𝑏𝑖𝑗𝑔𝑗(𝑦𝑗(𝑡− ℎ𝑗)), (5.5)

where

𝑔𝑗(𝑦𝑗(𝑡)) = 𝑓𝑗(𝑦𝑗(𝑡) + 𝑥∗
𝑗)− 𝑓𝑗(𝑥

∗
𝑗).

Taking the first order approximation of 𝑔𝑗(𝑦𝑗(𝑡)), (5.5) is reduced to

�̇�𝑖(𝑡) = −𝑦𝑖(𝑡) +
𝑛∑

𝑗=1

𝑎𝑖𝑗𝑓
′
𝑗(𝑥

∗
𝑗)𝑦𝑗(𝑡) +

𝑛∑
𝑗=1

𝑏𝑖𝑗𝑓
′
𝑗(𝑥

∗
𝑗)𝑦𝑗(𝑡− ℎ𝑗). (5.6)

Consider a simple linear impulsive controller given by

𝑢𝑖𝑘(𝑡) = 𝑐𝑘𝑦𝑖(𝑡) (5.7)

for 𝑡 = 𝑡𝑘, 𝑘 ∈ ℕ.

Then, the controlled delayed cellular neural networks are⎧⎨⎩ �̇�𝑖(𝑡) = −𝑦𝑖(𝑡) +
𝑛∑

𝑗=1

𝑎𝑖𝑗𝑓
′
𝑗(𝑥

∗
𝑗)𝑦𝑗(𝑡) +

𝑛∑
𝑗=1

𝑏𝑖𝑗𝑓
′
𝑗(𝑥

∗
𝑗)𝑦𝑗(𝑡− ℎ𝑗) , 𝑡 ∕= 𝑡𝑘,

Δ𝑦𝑖𝑘(𝑡) = 𝑐𝑘𝑦𝑖(𝑡), 𝑡 = 𝑡𝑘.
(5.8)
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Assume that ∣𝑦𝑖(𝑡)∣ ≥ ∣𝑦𝑖(𝑡− ℎ𝑗)∣, meaning that the controlled delayed cellular

neural networks are unstable. Then, we will have the following theorem.

Theorem 5.1. If there exist some positive scalars 𝜇1,...,𝜇𝑛 such that the following

conditions are satisfied:

(a)

𝜂 = max
𝑘∈ℕ

∣1 + 𝑐𝑘∣ < 1, (5.9)

(b)

( max
1≤𝑗≤𝑛

𝑛∑
𝑖=1

𝑎𝑖𝑗𝑓
′
𝑗(𝑥

∗
𝑗)+𝜂−1 max

1≤𝑗≤𝑛

𝑛∑
𝑖=1

𝑏𝑖𝑗𝑓
′
𝑗(𝑥

∗
𝑗)− 1)𝜏 + ln 𝜂 < 0, (5.10)

when 𝜏 = sup{𝑡𝑘−𝑡𝑘−1} < ∞. Then, the trivial solution of the impulsive controlled

delayed cellular neural networks is uniformly asymptotically stable.

Proof: Consider the following Lyapunov function candidate

𝑉 (𝑡) =
𝑛∑

𝑖=1

∣𝑦𝑖(𝑡)∣. (5.11)

Clearly, it satisfies Condition (i) of Lemma 2.4.

When 𝑡 = 𝑡𝑘, we obtain

𝑉 (𝑡+𝑘 ) =
𝑛∑

𝑖=1

∣(1 + 𝑐𝑘)𝑦𝑖(𝑡)∣ ≤ max
𝑘∈ℕ

∣1 + 𝑐𝑘∣
𝑛∑

𝑖=1

∣𝑦𝑖(𝑡)∣ = 𝜂𝑉 (𝑡−𝑘 ). (5.12)

Thus, Condition (ii) of Lemma 2.4 is satisfied and 𝑔(𝑠) = 𝜂𝑠.

Taking the Lyapunov upper Dini derivative along the solution of system (5.8), we

obtain

𝐷+𝑉 (𝑡) =
𝑛∑

𝑖=1

𝑠𝑔𝑛𝑦𝑖(𝑡)�̇�𝑖(𝑡)

=
𝑛∑

𝑖=1

𝑠𝑔𝑛𝑦𝑖(𝑡)(−𝑦𝑖(𝑡) +
𝑛∑

𝑗=1

𝑎𝑖𝑗𝑓
′
𝑗(𝑥

∗
𝑗)𝑦𝑗(𝑡) +

𝑛∑
𝑗=1

𝑏𝑖𝑗𝑓
′
𝑗(𝑥

∗
𝑗)𝑦𝑗(𝑡− ℎ𝑗))

≤
𝑛∑

𝑖=1

− ∣𝑦𝑖(𝑡)∣+
𝑛∑

𝑗=1

((
𝑛∑

𝑖=1

𝑎𝑖𝑗𝑓
′
𝑗(𝑥

∗
𝑗)) ∣𝑦𝑗(𝑡)∣)

+
𝑛∑

𝑗=1

((
𝑛∑

𝑖=1

𝑏𝑖𝑗𝑓
′
𝑗(𝑥

∗
𝑗)) ∣𝑦𝑗(𝑡− ℎ𝑗)∣)
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≤ ( max
1≤𝑗≤𝑛

𝑛∑
𝑖=1

𝑎𝑖𝑗𝑓
′
𝑗(𝑥

∗
𝑗)− 1)𝑉 (𝑡) + ( max

1≤𝑗≤𝑛

𝑛∑
𝑖=1

𝑏𝑖𝑗𝑓
′
𝑗(𝑥

∗
𝑗))𝑉 (𝑡− ℎ𝑗). (5.13)

Since 𝑉 (𝑡) =
𝑛∑

𝑖=1

∣𝑦𝑖(𝑡)∣ ≥
𝑛∑

𝑖=1

∣𝑦𝑖(𝑡− ℎ𝑗)∣ > 𝜂
𝑛∑

𝑖=1

∣𝑦𝑖(𝑡− ℎ𝑗)∣ = 𝜂𝑉 (𝑡− ℎ𝑗),

we have,

𝐷+𝑉 (𝑡) ≤ ( max
1≤𝑗≤𝑛

𝑛∑
𝑖=1

𝑎𝑖𝑗𝑓
′
𝑗(𝑥

∗
𝑗)+𝜂−1 max

1≤𝑗≤𝑛

𝑛∑
𝑖=1

𝑏𝑖𝑗𝑓
′
𝑗(𝑥

∗
𝑗)− 1)𝑉 (𝑡). (5.14)

Thus, Condition (ii) of Lemma 2.4 is satisfied, and hence

𝑝(𝑡) = max
1≤𝑗≤𝑛

𝑛∑
𝑖=1

𝑎𝑖𝑗𝑓
′
𝑗(𝑥

∗
𝑗)+𝜂−1 max

1≤𝑗≤𝑛

𝑛∑
𝑖=1

𝑏𝑖𝑗𝑓
′
𝑗(𝑥

∗
𝑗)− 1, 𝑐(𝑠) = 𝑠. (5.15)

For 𝜏 = sup{𝑡𝑘 − 𝑡𝑘−1} < ∞, it follows from the definitions of 𝐺1 and 𝐺2 that

𝐺1 = sup
𝑡≥0

∫ 𝑡+𝜏

𝑡

𝑝(𝑠)𝑑𝑠 = (max
1≤𝑗≤𝑛

𝑛∑
𝑖=1

𝑎𝑖𝑗𝑓
′
𝑗(𝑥

∗
𝑗)+𝜂−1 max

1≤𝑗≤𝑛

𝑛∑
𝑖=1

𝑏𝑖𝑗𝑓
′
𝑗(𝑥

∗
𝑗)−1)𝜏 < ∞,

(5.16)

and

𝐺2 = inf
𝑞>0

∫ 𝑞

𝑔(𝑞)

(𝑑𝑠)/(𝑐(𝑠)) = inf
𝑞>0

∫ 𝑞

𝜂𝑞

(𝑑𝑠)/𝑠. (5.17)

By inequality (5.10), it follows from (5.16) and (5.17) that

𝐺2 = − ln 𝜂 > ( max
1≤𝑗≤𝑛

𝑛∑
𝑖=1

𝑎𝑖𝑗𝑓
′
𝑗(𝑥

∗
𝑗)+𝜂−1 max

1≤𝑗≤𝑛

𝑛∑
𝑖=1

𝑏𝑖𝑗𝑓
′
𝑗(𝑥

∗
𝑗)−1)𝜏 = 𝐺1. (5.18)

Thus, Condition (iv) of Lemma 2.4 is also satisfied. Therefore, by Lemma 2.4,

the trivial solution of the impulsive controlled delayed cellular neural networks is

uniformly asymptotically stable. The proof is complete.

5.4 A numerical example

Consider an impulsive controlled delayed cellular neural network with the following

parameters:

𝑎11 = 0.8, 𝑎12 = −0.5,

𝑎21 = 1.2, 𝑎22 = 0.6,

𝑏11 = 1.1, 𝑏12 = 1.6,
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𝑏21 = −0.8, 𝑏22 = 2.

Assume that 𝑓 ′
𝑗(𝑥

∗
𝑗) = 1, ℎ1 = ℎ2 = 0.1 and 𝑦0 = [20,−10]𝑇 . We carry out the

numerical simulation of the delayed cellular neural network within the MATLAB

environment. The trajectory of this impulsive controlled delayed cellular neural

network is depicted in Figure 5.1. It shows that the delayed cellular neural network

without an impulsive controller is not asymptotically stable. Now, choose positive

scalars 𝜇1 = ... = 𝜇𝑛 = 1 and consider an impulsive controller given by

𝑢𝑖(𝑡) = Δ𝑦𝑖(𝑡) = 𝑐𝑖𝑦𝑖(𝑡) = −0.5𝑦𝑖(𝑡), 𝑡 = 𝑡𝑘.

Then, we obtain the following parameters

𝜂 = max
𝑘∈ℕ

∣1 + 𝑐𝑘∣ = 0.5 < 1,

𝜏 < −( max
1≤𝑗≤𝑛

𝑛∑
𝑖=1

𝑎𝑖𝑗𝑔
′
𝑗(𝑥

∗
𝑗) + 𝜂−1 max

1≤𝑗≤𝑛

𝑛∑
𝑖=1

𝑏𝑖𝑗𝑔
′
𝑗(𝑥

∗
𝑗)− 1)−1 ln 𝜂 = 0.0845.

Choose 𝜏1 = 𝑡𝑘 − 𝑡𝑘−1 = 0.08. Then, we obtain the trajctory and the phase portrait

of the delayed cellular neural networks as depicted in Figure 5.2 and Figure 5.3,

respectively. We clearly see that the impulsive controlled delayed cellular neural

network is asymptotically stable. Choose 𝜏1 = 𝑡𝑘−𝑡𝑘−1 = 0.1 and 𝑦0 = [20,−10]𝑇 .

Then, the trajectory and the phase portrait of the delayed cellular neural networks

with the impulsive controller are shown in Figure 5.4 and Figure 5.5, respectively.

We see that the controlled delayed cellular neural network with a slightly larger

time interval is still asymptotically stable. Finally, choose 𝜏1 = 𝑡𝑘 − 𝑡𝑘−1 = 0.5 and

𝑦0 = [20,−10]𝑇 . Then, the trajectory and the phase portrait of the delayed cellular

neural networks are shown in Figure 5.6 and Figure 5.7, respectively. We see that

the controlled delayed cellular neural networks with such a large time interval is no

longer asymptotically stable.

5.5 Conclusion

This chapter studied the stabilization problem of delayed cellular neural networks

via an appropriate impulsive controller. Some sufficient conditions for impulsive
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asymptotic stabilization of delayed cellular neural networks are derived. Finally,

numerical examples are presented to illustrate our results.

Figure 5.1: Trajectory of the delayed cellular neural network without the impulsive
controller.
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Figure 5.2: Trajectory of the impulsive controlled delayed cellular neural network
when the time interval is 0.08s.

Figure 5.3: Phase portrait of the impulsive controlled delayed cellular neural net-
work when the time interval is 0.08s.
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Figure 5.4: Trajectory of the impulsive controlled delayed cellular neural network
when the time interval is 0.1s.

Figure 5.5: Phase portrait of the impulsive controlled delayed cellular neural net-
work when the time interval is 0.1s.
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Figure 5.6: Trajectory of the impulsive controlled delayed cellular neural network
when the time interval is 0.5s.

Figure 5.7: Phase portrait of the impulsive controlled delayed cellular neural net-
work when the time interval is 0.5s.
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Chapter 6

𝐻∞ Optimal Stabilization of
Uncertain Impulsive Systems

6.1 Introduction

An impulsive system is a special class of hybrid dynamical systems, which contain

abrupt changes of states at certain time instants. Such a phenomenon is observed

in many problems that arise in finance, engineering, and other disciplines. See,

for example, [71], [72] and relevant references cited therein. Systems with uncer-

tain disturbances as well as abrupt state changes at certain time instants could not

be modeled as pure continuous or pure discrete systems. Such dynamical systems

should be modeled as uncertain impulsive systems. Fundamental theory for impul-

sive dynamical systems with or without uncertainties has been intensively studied

in recent literatures, see, for example, [72], [96] and [49] and relevant references

therein. Moreover, some stability and stabilization results for impulsive systems

involving switching phenomena and time lag effects have also been established in

[56], [51], [57] and [97]. However, few papers, except for the work reported in [98],

are devoted to the study of 𝐻∞ optimal control of impulsive systems. In this chapter,

we consider a class of robust 𝐻∞ optimal control problems with systems governed

by uncertain impulsive differential equations. We will develop a design method

for constructing a feedback control law such that the uncertain closed-loop system

is asymptotically stable and that the 𝐻∞ norm-bounded constraints on disturbance

attenuation for all admissible uncertainties are satisfied. Sufficient conditions, ex-
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pressed as linear matrix inequalities, for ensuring the existence of such a control

law are presented. The corresponding linear state feedback control law is obtained

through solving the linear matrix inequalities.

6.2 Problem statement

Consider a linear dynamical system described by

�̇�(𝑡) = 𝐴(𝑡)𝑥(𝑡) + 𝐶(𝑡)𝑢(𝑡). (6.1)

Suppose that system (6.1) is time-invariant but involves uncertain disturbances and

proportional impulsive effects. Then, it becomes⎧⎨⎩
�̇�(𝑡) = 𝐴𝑥(𝑡) +𝐵𝑤(𝑡) + 𝐶𝑢(𝑡), 𝑡 ∕= 𝑡𝑘,
Δ𝑥(𝑡) = 𝑑𝑘𝑥(𝑡), 𝑡 = 𝑡𝑘,
𝑧(𝑡) = 𝐸𝑥(𝑡),
𝑥(𝑡) = 0, 𝑡 = 𝑡0 = 0,

(6.2)

where 𝑥(𝑡) ∈ ℝ𝑛 is the state, 𝑢(𝑡) ∈ ℝ𝑚 is the control input, 𝑤(𝑡) ∈ ℝ𝑝 is the

disturbance input with limited energy, i.e. 𝑤(𝑡) ∈ 𝐿2[0,∞), which we call the

admissible uncertainty, 𝑧(𝑡) ∈ ℝ𝑞 is the controlled output, 𝐴 ∈ ℝ𝑛×𝑛, 𝐵 ∈ ℝ𝑛×𝑝,

𝐶 ∈ ℝ𝑛×𝑚, 𝐸 ∈ ℝ𝑞×𝑛 are constant real matrices, 𝑑𝑘 is a real number, Δ𝑥(𝑡𝑘) =

𝑥(𝑡+𝑘 )− 𝑥(𝑡−𝑘 ), 𝑥(𝑡
−
𝑘 ) = lim

ℎ→0+
𝑥(𝑡𝑘 −ℎ), 𝑥(𝑡+𝑘 ) = lim

ℎ→0+
𝑥(𝑡𝑘 +ℎ), 𝑡𝑘 is an impulsive

jumping point, 𝑘 = 1, 2, . . ., 𝑡0 < 𝑡1 < 𝑡2 < ... < 𝑡𝑘 < ... < 𝑡∞, 𝑡𝑘 → ∞ as 𝑘 → ∞
and lim

ℎ→0+
𝑥(𝑡𝑘 −ℎ) = 𝑥(𝑡−𝑘 ) = 𝑥(𝑡𝑘) meaning that the solution of impulsive system

(6.2) is left continuous.

To proceed further, we need the following stability concepts for the impulsive

dynamical system (6.2).

Definition 6.1. System (6.2) is said to be asymptotically stable if for any 𝜖 > 0,

there exists a 𝛿 = 𝛿(𝜖) , such that if ∥𝑥0∥ ≤ 𝛿 , then it holds that

∥𝑥(𝑡)∥ < 𝜖, for every 𝑡 ≥ 0 and lim
𝑡→∞

𝑥(𝑡) = 0.

Definition 6.2. The 𝐻∞ optimal control for system (6.2) is a controller which

achieves the 𝐻∞ optimal performance, i.e., ∥𝑧(𝑡)∥2 < 𝛾 ∥𝑤(𝑡)∥2, for a given 𝛾 > 0.
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Consider a linear state feedback control law of the form

𝑢(𝑡) = 𝐹𝑥(𝑡), 𝐹 ∈ ℝ𝑚×𝑛. (6.3)

System (6.2) under this linear state feedback control law can be rewritten as the

following impulsive closed-loop system⎧⎨⎩
�̇�(𝑡) = (𝐴+ 𝐶𝐹 )𝑥(𝑡) +𝐵𝑤(𝑡), 𝑡 ∕= 𝑡𝑘,
Δ𝑥(𝑡) = 𝑑𝑘𝑥(𝑡), 𝑡 = 𝑡𝑘,
𝑧(𝑡) = 𝐸𝑥(𝑡),
𝑥(𝑡) = 0, 𝑡 = 𝑡0 = 0.

(6.4)

In this chapter, our aim is to design a linear state feedback control law of the form

(6.3) such that the corresponding impulsive closed-loop system (6.4) is internally

asymptotically stable and achieves a given 𝐻∞ optimal performance with respect to

all admissible uncertainties.

Definition 6.3. System (6.4) is called internally asymptotically stable if the impul-

sive closed-loop system (6.4) is asymptotically stable when 𝑤(𝑡) = 0.

6.3 Main results

In this section, we shall establish asymptotic stability criteria, expressed as linear

matrix inequalities, for an uncertain linear impulsive system. Then, by using the

stability criteria obtained, we can construct a corresponding time-invariant state

feedback control law.

Theorem 6.1. Let 𝛾 > 0 be a given constant and let (1+𝑑𝑖)
2 < 1, 𝑖 ∈ ℕ. Then, the

impulsive closed-loop system (6.4) is internally asymptotically stable and achieves

𝐻∞ optimal performance with respect to all admissible uncertainties if there exists

a symmetric positive definite matrix 𝑃 ∈ ℝ𝑛×𝑛 such that the following linear matrix

inequality is satisfied.⎡⎣ (𝐴+ 𝐶𝐹 )𝑇𝑃 + 𝑃 (𝐴+ 𝐶𝐹 ) 𝛾−1𝑃𝐵 𝐸𝑇

𝛾−1𝐵𝑇𝑃 −𝐼 0
𝐸 0 −𝐼

⎤⎦ < 0. (6.5)
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Proof. Let us first address the 𝐻∞ optimal performance. For 𝑡 ∈ (𝑡𝑘, 𝑡𝑘+1], choose

the following Lyapunov function candidate

𝑉 (𝑡) = 𝑥(𝑡)𝑇𝑃𝑥(𝑡). (6.6)

Taking the time derivative of 𝑉 along the trajectory of the closed-loop system (6.4),

we obtain

�̇� (𝑡) = �̇�(𝑡)𝑇𝑃𝑥(𝑡) + 𝑥(𝑡)𝑇𝑃 �̇�(𝑡)
= 𝑥(𝑡)𝑇𝐴𝑇𝑃𝑥(𝑡) + 𝑥(𝑡)𝑇𝑃𝐴𝑥(𝑡) + 𝑢(𝑡)𝑇𝐶𝑇𝑃𝑥(𝑡) + 𝑥(𝑡)𝑇𝑃𝐶𝑢(𝑡)

+𝑤(𝑡)𝑇𝐵𝑇𝑃𝑥(𝑡) + 𝑥(𝑡)𝑇𝑃𝐵𝑤(𝑡)
= 𝑥(𝑡)𝑇𝐴𝑇𝑃𝑥(𝑡) + 𝑥(𝑡)𝑇𝑃𝐴𝑥(𝑡) + 𝑢(𝑡)𝑇𝐶𝑇𝑃𝑥(𝑡) + 𝑥(𝑡)𝑇𝑃𝐶𝑢(𝑡)

+2𝑥(𝑡)𝑇𝑃𝐵𝑤(𝑡),
(6.7)

where 𝑢(𝑡) = 𝐹𝑥(𝑡).

From Lemma 2.1, we have

2𝑥(𝑡)𝑇𝑃𝐵𝑤(𝑡) = 2(𝑥(𝑡)𝑇𝑃𝐵𝛾−1)(𝛾𝑤(𝑡))
≤ 𝛾−2𝑥(𝑡)𝑇𝑃𝐵𝐵𝑇𝑃𝑥(𝑡) + 𝛾2𝑤(𝑡)𝑇𝑤(𝑡).

(6.8)

Applying Lemma 3.1, the linear matrix inequality (6.5) can be rewritten equiva-

lently as:

(𝐴+ 𝐶𝐹 )𝑇𝑃 + 𝑃 (𝐴+ 𝐶𝐹 ) + 𝛾−2𝑃𝐵𝐵𝑇𝑃 + 𝐸𝑇𝐸 < 0. (6.9)

Thus, by (6.9), it follows from (6.7) that

�̇� (𝑡) ≤ 𝑥(𝑡)𝑇 ((𝐴+ 𝐶𝐹 )𝑇𝑃 + 𝑃 (𝐴+ 𝐶𝐹 ) + 𝛾−2𝑃𝐵𝐵𝑇𝑃 )𝑥(𝑡)
+𝛾2𝑤(𝑡)𝑇𝑤(𝑡)

< −𝑥(𝑡)𝑇𝐸𝑇𝐸𝑥(𝑡) + 𝛾2𝑤(𝑡)𝑇𝑤(𝑡)

= −∥𝐸𝑥(𝑡)∥2 + 𝛾2 ∥𝑤(𝑡)∥2 ,
i.e.,

�̇� (𝑡) < −∥𝑧(𝑡)∥2 + 𝛾2 ∥𝑤(𝑡)∥2 . (6.10)

It can be rewritten as:

∥𝑧(𝑡)∥2 < −�̇� (𝑡) + 𝛾2 ∥𝑤(𝑡)∥2 . (6.11)

Integrating on both sides of (6.11) from 0 to 𝜏 , we obtain∫ 𝜏

0

∥𝑧(𝑡)∥2 𝑑𝑡 < −
∫ 𝜏

0

�̇� (𝑡)𝑑𝑡+ 𝛾2

∫ 𝜏

0

∥𝑤(𝑡)∥2 𝑑𝑡, 𝜏 ∈ (𝑡𝑘, 𝑡𝑘+1]. (6.12)
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From (6.6), we have

𝑉 (0) = 0, 𝑉 (𝜏) > 0, 𝜏 ∈ (𝑡𝑘, 𝑡𝑘+1]. (6.13)

Integrate both sides of (6.10) from 0 to 𝜏 . Then, by (6.13) and the fact that 𝑑𝑖,

𝑖 = 1, 2, ..., are chosen such that (1 + 𝑑𝑖)
2 < 1, it follows that∫ 𝜏

0
�̇� (𝑡)𝑑𝑡 =

∫ 𝑡1
0

�̇� (𝑡)𝑑𝑡+
∫ 𝑡2
𝑡1

�̇� (𝑡)𝑑𝑡+ ...+
∫ 𝑡𝑘
𝑡𝑘−1

�̇� (𝑡)𝑑𝑡+
∫ 𝜏

𝑡𝑘
�̇� (𝑡)𝑑𝑡

= 𝑉 (𝑡−1 )− 𝑉 (0) + 𝑉 (𝑡−2 )− 𝑉 (𝑡+1 ) + ...
+𝑉 (𝑡−𝑘 )− 𝑉 (𝑡+𝑘−1) + 𝑉 (𝜏)− 𝑉 (𝑡−𝑘 )

=
𝑘∑

𝑖=1

[1− (1 + 𝑑𝑘)
2]𝑉 (𝑡𝑖) + 𝑉 (𝜏)− 𝑉 (0)

> 0.
(6.14)

Thus, by combining (6.12) and (6.14), we obtain∫ 𝜏

0

∥𝑧(𝑡)∥2 𝑑𝑡 < 𝛾2

∫ 𝜏

0

∥𝑤(𝑡)∥2 𝑑𝑡, 𝜏 ∈ (𝑡𝑘, 𝑡𝑘+1]. (6.15)

Hence, as 𝜏 → ∞, we have(∫ ∞

0

∥𝑧(𝑡)∥2 𝑑𝑡
)1/2

< 𝛾

(∫ ∞

0

∥𝑤(𝑡)∥2 𝑑𝑡
)1/2

, (6.16)

i.e.

∥𝑧(𝑡)∥2 < 𝛾 ∥𝑤(𝑡)∥2 . (6.17)

Therefore, 𝐻∞ optimal performance of the impulsive closed-loop system (6.4) is

satisfied.

Next, we shall derive sufficient conditions for internally asymptotical stability

of the impulsive system (6.4). Suppose that 𝑤(𝑡) = 0. Then, it follows from (6.10)

that

�̇� (𝑡) < −∥𝑧(𝑡)∥ = −𝑥(𝑡)𝑇𝐸𝑇𝐸𝑥(𝑡). (6.18)

By Lemma 2.2, we obtain

𝑥(𝑡)𝑇𝐸𝑇𝐸𝑥(𝑡) ≥ 𝜆min(𝑃
−1𝐸𝑇𝐸)𝑥(𝑡)𝑇𝑃𝑥(𝑡). (6.19)

Then, it follows from (6.18) that

�̇� (𝑡) + 𝜂𝑉 (𝑡) < 0, 𝑡 ∈ (𝑡𝑘, 𝑡𝑘+1], (6.20)
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where

𝜂 = 𝜆min(𝑃
−1𝐸𝑇𝐸) > 0.

From (6.4) and (6.6), we have

𝑉 (𝑡+𝑘 ) = 𝑥(𝑡+𝑘 )
𝑇𝑃𝑥(𝑡+𝑘 )

= (1 + 𝑑𝑘)
2𝑥(𝑡𝑘)

𝑇𝑃𝑥(𝑡𝑘)
= (1 + 𝑑𝑘)

2𝑉 (𝑡𝑘).
(6.21)

Thus, by taking integration of (6.20), it follows from (6.21) that

𝑉 (𝑡) < 𝑉 (𝑡+𝑘 ) exp(−𝜂(𝑡− 𝑡𝑘))
= (1 + 𝑑𝑘)

2𝑉 (𝑡𝑘) exp(−𝜂(𝑡− 𝑡𝑘)), 𝑡 ∈ (𝑡𝑘, 𝑡𝑘+1].
(6.22)

For 𝑡 ∈ (𝑡0, 𝑡1], we have

𝑉 (𝑡) < 𝑉 (𝑡0) exp(−𝜂(𝑡− 𝑡0))

and

𝑉 (𝑡1) < 𝑉 (𝑡0) exp(−𝜂(𝑡1 − 𝑡0)).

For 𝑡 ∈ (𝑡1, 𝑡2], we have

𝑉 (𝑡) < 𝑉 (𝑡+1 ) exp(−𝜂(𝑡− 𝑡1))
= (1 + 𝑑1)

2𝑉 (𝑡1) exp(−𝜂(𝑡− 𝑡1))
< (1 + 𝑑1)

2𝑉 (𝑡0) exp(−𝜂(𝑡− 𝑡0)).

Hence, it follows that for 𝑡 ∈ (𝑡𝑘, 𝑡𝑘+1],

𝑉 (𝑡) < 𝑉 (𝑡+𝑘 ) exp(−𝜂(𝑡− 𝑡𝑘))
= (1 + 𝑑𝑘)

2𝑉 (𝑡𝑘) exp(−𝜂(𝑡− 𝑡𝑘))

<
𝑘∏

𝑖=1

(1 + 𝑑𝑖)
2𝑉 (𝑡0) exp(−𝜂(𝑡− 𝑡0))

< 𝑉 (𝑡0) exp(−𝜂(𝑡− 𝑡0)).

Thus, the impulsive closed-loop system (6.4) is asymptotically stable when 𝑤(𝑡) =

0.

Therefore, the impulsive closed-loop system (6.4) is internally asymptotically stable

and satisfies 𝐻∞ optimal performance. This completes the proof.

Theorem 6.2. Let 𝛾 > 0 be a given constant and let (1+𝑑𝑖)
2 < 1, 𝑖 ∈ ℕ. Then, the

impulsive closed-loop system (6.4) is internally asymptotically stable and achieves

𝐻∞ optimal performance with respect to all admissible uncertainties if there exist
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a constant 𝜀 > 0 and a symmetric positive definite matrix 𝑃 ∈ ℝ𝑛×𝑛 such that the

following linear matrix inequality is satisfied,[
𝐴𝑇𝑃 + 𝑃𝐴+ 𝑃 (𝛾−2𝐵𝐵𝑇 − 𝜀−2𝐶𝐶𝑇 )𝑃 𝐸𝑇

𝐸 −𝐼

]
< 0. (6.23)

Moreover, a suitable feedback control law is given by

𝑢(𝑡) = 𝐹𝑥(𝑡), 𝐹 = − 1

2𝜀2
𝐶𝑇𝑃. (6.24)

Proof. Let

𝑢(𝑡) = 𝐹𝑥(𝑡), 𝐹 = − 1

2𝜀2
𝐶𝑇𝑃, 𝜀 > 0.

Substituting

𝐹 = − 1

2𝜀2
𝐶𝑇𝑃

into (6.5), it follows from Theorem 6.1 that[
𝐴𝑇𝑃 + 𝑃𝐴+ 𝑃 (𝛾−2𝐵𝐵𝑇 − 𝜀−2𝐶𝐶𝑇 )𝑃 𝐸𝑇

𝐸 −𝐼

]
< 0. (6.25)

This means that if (6.25) holds, then the feedback control law

𝑢(𝑡) = 𝐹𝑥(𝑡) with 𝐹 = − 1

2𝜀2
𝐶𝑇𝑃

guarantees both internally asymptotical stability and 𝐻∞ optimal performance of

the impulsive closed-loop system (6.4).

The proof is complete.

6.4 A numerical example

In this section, we shall give a numerical example to demonstrate the applicability

of the proposed approach. Consider an uncertain impulsive system with following

specifications.

𝐴 =

[ −1 −1
0 −1

]
, 𝐵 =

[
0 1
1 0.5

]
,

𝐶 =

[
0 1
1 0

]
, 𝑑𝑘 = −0.5, 𝐸 =

[
1 0
−1 1

]
.
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Then, system (6.2) becomes⎧⎨⎩
�̇�(𝑡) =

[ −1 −1
0 −1

]
𝑥(𝑡) +

[
0 1
1 0

]
𝑢(𝑡) +

[
0 1
1 0.5

]
𝑤(𝑡) 𝑡 ∕= 𝑡𝑘,

Δ𝑥(𝑡) = −0.5𝑥, 𝑡 = 𝑡𝑘,

𝑧(𝑡) =

[
1 0
−1 1

]
𝑥(𝑡).

It is easy to check the condition (1 + 𝑑𝑖)
2 < 1 holds.

Choose 𝛾 = 𝜀 = 1. Then, (6.23) is solved by using LMI Toolbox within the

MATLAB environment, yielding the symmetric positive definite matrix

𝑃 =

[
1.4604 −0.2898
−0.2898 1.9320

]
.

Hence, the required state feedback control law is

𝑢(𝑡) = 𝐹𝑥(𝑡), 𝐹 =

[
0.1449 −0.9660
−0.7302 0.1449

]
,

which internally asymptotically stabilizes the impulsive system with time varying

uncertainty (6.2) and guarantees the 𝐻∞ optimal performance, i.e. ∥𝑧∥2 < 𝛾 ∥𝑥∥2.

Numerical simulations are depicted in Figure 6.1 and Figure 6.2 which show that the

state feedback control law can asymptotically stabilize the corresponding uncertain

impulsive system with the initial point [1, 2]𝑇 .

6.5 Conclusion

We have developed a state feedback 𝐻∞ optimal control technique for a class of im-

pulsive dynamical systems subject to time varying uncertainty. Based on a positive

definite solution of a linear matrix inequality, the 𝐻∞ static state feedback con-

trol law obtained guarantees both internally asymptotical stability and 𝐻∞ optimal

performance for a class of impulsive systems subject to time varying uncertainty.

An illustrative example was given to demonstrate the applicability of the proposed

approach.
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Figure 6.1: State trajectories of 𝑥 with the initial point [1, 2]𝑇 .
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Figure 6.2: Phase portrait of 𝑥 with the initial point [1, 2]𝑇 .
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Chapter 7

Conclusions and Future Work

Dynamical systems with impulsive effects and switching phenomena, called im-

pulsive switched systems, are encountered in disciplines ranging from engineering

to biology. As an example, in some circuit systems, the finite switching speed of

amplifiers within the units’ individual circuits can cause delays in the transmission

of signals. The abrupt changes in the voltages produced by faulty circuit elements

are exemplary of impulsive phenomena. On the other hand, it is well known that

stability is one of the most important issues in real applications for any dynami-

cal system, and there is no exception for switched systems, switched systems with

impulses, or delayed switched systems.

In this thesis, we have explored issues relating to fundamental stability theory

of several types of switched systems with impulses and delays. Also, we have de-

rived new computational procedures for the construction of stabilizing controllers.

We now briefly summarize the results of our work.

1) Stability criteria were obtained for impulsive switched systems with time

invariant delays.

2) Asymptotical stability criteria, expressed as linear matrix inequalities (LMI),

were obtained for a class of impulsive switched systems with time-invariant delays.

On this basis, sufficient conditions, which are independent of time delays and im-

pulsive switching interval, were presented.

3) Sufficient conditions, expressed as LMI form, for asymptotical stability of

uncertain impulsive switched systems with input delay were obtained by using the
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receding horizon method. On this basis, the corresponding delayed controller was

constructed.

4) A class of impulsive stabilization problems involving cellular neural net-

works with time delays was considered. Sufficient conditions for asymptotical sta-

bility of the controlled delayed cellular neural networks were presented and a cor-

responding impulsive controller was constructed to stabilize the delayed cellular

neural networks.

5) Sufficient conditions for 𝐻∞ asymptotical stability for uncertain impul-

sive dynamical systems without switching were derived. These conditions ensure

both internally asymptotical stability and achieves 𝐻∞ optimal performance of the

impulsive closed-loop system. Subsequently, a stabilizing control law was con-

structed.

Some outstanding problems for further study are listed below.

1) To show asymptotic stability of the types of switched systems with im-

pulses and delays considered in this thesis, Lyapunov functions used in our ap-

proach are required to decrease at the impulsive switching time points. This does

not appear necessary. It is of great interest and challenge to derive new results which

allow the switched Lyapunov functions to decrease during the continuous portion

of the trajectory but can experience a jump increase at the impulses. In this way,

some assumptions can be relaxed.

2) In the computational procedures developed in this thesis for the construc-

tion of stabilising controllers, it is required to choose some positive definite matrices

as well as some positive constants such that some stability conditions are satisfied.

These parameters are generated randomly. This is clearly unsatisfactory, and hence

it is important to develop efficient systematic algorithms for constructing these pa-

rameters.

3) In Chapter 3, the stability conditions obtained are independent of the time

delays and impulsive switching intervals. However, we observe from the simula-

tions that these factors do affect the transient behaviours of the system, although

they will not cause the system to become unstable. It is mathematically challeng-
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ing and practically important to establish the relationships between the transient

behaviours and the time delays and impulsive switching intervals.

4) In Chapter 5, the asymptotic stabilization conditions for cellular networks

with time delays are obtained. These conditions are impulsive time interval depen-

dent, as can be seen from the simulation study. Their precise relationship should be

established.

5) The class of admissible uncertainties considered in Chapters 2-4 is rather

specific. It will represent a great advancement if some of the restrictions on this

class of admissible uncertainties can be relaxed.

6) Derive new optimal control theory and then develop subsequent compu-

tational algorithms for the types of impulsive switched systems considered in this

thesis.

7) Application of the stability results obtained in this thesis to real world prac-

tical problems in areas such as chaos synchronization and neural networks.
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