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Abstract. This paper compares two vastly different methods of analysis – mul-
tiple regression and neural networks, in supply chain flexibility assessment. Da-
ta of manufacturing firms evaluating their prominent suppliers were analysed 
by multiple regression and simulated using three-layer multilayer perceptron 
(MLP) neural networks. Our study shows that NN can accurately determine a 
supplier’s flexibility capability within an error of 1% The incorporation of these 
two methods can lead to better understanding and dynamic prediction of supply 
chain flexibility for buyers.  
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1  Introduction 

The current economic climate pushes businesses to be more competitive and thus 
leads to re-evaluating their supply chain and supplier strategies. This competitiveness 
requires organisations to be more effective, efficient and productive with lower mar-
gin for error. It is also pushing companies to work more strategically with their supply 
chains and partners [1]. Hence strategic supply partnership is becoming more critical 
and will determine the sustainability and competitiveness of companies in the future 
[2]. Flexible supply policies also help companies adapt quickly to changing market 
conditions and become more competitive [3]. Competitiveness takes many forms, and 
this paper focuses on the parts of the supply chain activities that inter-relate with sup-
pliers and manufacturers in their operational aspects. 

Supply chain operational aspects have many dimensions of functions and activities. 
Specific dimensions are selected and considered in this paper. These selected dimen-
sions are related to the activities of the responding manufacturing firms with their 
most prominent suppliers. These dimensions are information exchange, level of sup-
plier integration, product and delivery variations, logistics, and the organisation’s ca-
pability. These dimensions are selected as they represent some of the principal com-
ponents of published supply chain literature as proposed by Croom et al [4]. 

These selected dimensions are hypothesised to have the highest ability and agility 
to be flexible. This flexibility is related to changes in the external and internal envi-
ronment. As the factors in the external environment change, these supply chain di-
mensions are also expected to change accordingly to maintain the same level of effi-



 

ciency and effectiveness. Flexibility and agility have been promulgated as strategic 
responses to the stochastic economy [5,6]. Aprile et al [7] agree that flexibility is a 
complex and multi-dimensional concept and propose that it reflects the capacity to 
adapt to changing internal and external conditions. Therefore, flexibility is necessary 
to maintain the competitive edge.  

From a practitioner’s point of view flexibility and adaptability are very necessary 
and useful in practical applications. Flexibility is necessary in many dimensions of the 
supply chain. Flexibility in delivery dates, quantity and inventory replenishments 
buffer the impact of uncertainties. Practitioners desire a flexibility guideline with 
practical applications. The 2009 AMR Research [8] of the top 25 leading supply chain 
leader companies shows that agility, responsiveness, reliability and predictability 
were rated very highly.  

Efficacy of supply chain flexibility is further promulgated by Khan et al [9] who 
provide empirical justification that the flexible distribution practices promote greater 
organisational performance. This paper focuses on the determinate factors of supply 
chain flexibility to predict performance by flexibility measures. We describe two sys-
tems that use statistical and artificial neural network techniques respectively for de-
termining the flexibility of suppliers based on their selected elements. The data set 
used in this study was collected from 241 manufacturers commenting about their sup-
pliers’ flexibility based on five dimensions of supply activities. A comparison is also 
made between these two approaches in terms of assessing supply chain flexibility.  

2  Selected Supply Chain Flexibility Dimensions 

The five dimensions that this study focuses on are information exchange, supplier in-
tegration, product and delivery, logistics, and organisational strategy. These five di-
mensions were found to be the common set of supply chain flexibility dimensions in 
most research literature [10]. 

The information exchange (IE) investigates the elements of suppliers’ information, 
such as sufficiency of information, reliability of information, timeliness, accuracy, 
easy of sending, amount of human intervention required, and connectivity and com-
patibility of information systems. Agarwal [11] concluded that flexibility in IT sys-
tems is a strategic feature that offers unique advantages for decision making, competi-
tiveness and systems design.  

The supplier integration (SI) activity takes into consideration of the operational 
elements of suppliers’ inventory levels, such as delivery schedule changes, service 
level standard, costs, ease and time to switch suppliers. The supplier integration ac-
tivities represent the amount of suppliers’ ability to integrate into the manufacturing 
process. Palsson and Johansson [12] conclude that the greater the integration the 
greater the opportunities for improvements in the supply chain activities.  

Material compatibility is an issue in manufacturing. Ball et al [13] state that these 
issues arise when there are a number of different component variants. Product and de-
livery (PD) elements include the suppliers’ ability to design and deliver new compo-
nents, to modify the product mix, to implement product design, and to modify com-



 

ponents variability. This element relates to the suppliers’ capability and capacity to 
adapt to consumer’s changing demands.  

Supplier logistics (SL) elements are the physical movement and handling of the 
procured products. It acts as the physical link between supplier and buyer enabling the 
flow of products, components and materials. The delivery speed and reduction of lead 
time is critical in the production process and customer satisfaction [14]. The degree of 
flexibility may be constrained by the logistics carrier’s environment and operational 
framework. For example, the cost of fuel and transportation may decide the best 
choice for logistics operations and how flexible it is for the supplier to modify logis-
tics arrangements [15]. Therefore, logistics plays a critical role in supply chain flexi-
bility. They include the modification of routes, transportation, performance and prod-
uct variability, and materials handling in terms of product attributes.  

Organisational strategy (OS) indicates how well the internal structure of the manu-
facturing organisation can adapt to changing external environment in terms of the 
supply chain functions. They include business strategy, cost of implementation, and 
responsive actions. Fantasy et al [16] in their empirical study found that firms need to 
build flexibility dimensions to fit into their organisational strategies to deal with direct 
effects of flexibility on performance.  

Manufacturing organisations’ suppliers that have the most flexibility in the above 
mentioned activities and elements will be able to respond to their own internal sto-
chastic environment as well as their suppliers’ external environment. The flexibility 
attributes must be built into all the activities and elements of supply chain dimensions 
discussed above.  

3  Multiple Regression Analysis  

This study was based on finding out the extent of manufacturers’ suppliers flexibility 
capability in five key supply chain dimensions. Scale items were developed using 
Churchill [17] paradigm. Items were developed from literature review. Q-sort tech-
nique was used to refine the survey items. Pilot surveys were conducted and subjected 
to validity and reliability tests. Data was collected on a seven point Likert scale. The 
higher the number; the higher the flexibility.  

The final survey instrument used a self administered postal survey which received 
a response rate of 21.1%. The survey was administered to senior managers in the roles 
of supply chain/procurement/logistics/manufacturing/purchasing managers in large 
manufacturing companies. The sampling frame was 1300 companies from different 
industries ranging from fabricated metal products to food and kindred products. The 
main respondent criteria were manufacturers with more than 70 employees and annual 
procurement value of more than AUD$10 million.  

We know that the higher the five selected dimensions; the higher the flexibility of a 
supplier, but the correlation between the flexibility and five selected dimensions is 
still an unknown function. This is because the quantification of the five dimensions is 
based on human judgment that varies from person to person; hence correspondingly 
the flexibility is somehow an estimation based on the five dimensions. 



 

Traditional model for measuring and analysing such problem is based on multiple 
regression, which is expressed as 

 
Y = A0 + A1x1 + A2x2 + … + Amxm + e,     (1) 

 
where Y is the dependent variable as a function of m independent variables x1, x2, …, 
xm; A0, A1, …, Am are the coefficients that determine the contribution of each inde-
pendent variable to the outcome; e is the error component and supposed to be a small 
constant [18]. This expression can be rewritten as 
 

Y = y + e,        (2) 
 
where y = A0 + A1x1 + A2x2 + … + Amxm is the deterministic portion of the model and 
can be used to estimate the output of this model if all m+1 coefficients can be deter-
mined using sufficient known points. In fact, the set of coefficients determined by 
known points can only be regarded as the best estimate of individual coefficients due 
to the existence of random errors contained in the observed points. Therefore, the de-
terministic portion of the model, y, is approximated by 
 

y ≈ a0 + a1x1 + a2x2 + … + amxm,      (3) 
 
where a0, a1, …, am are the estimated coefficients for A0, A1, …, Am, respectively. 

One way to determine those estimated coefficients is to use the method of least 
squares through minimising the sum of squares of the errors (SSE) of n known points 
as 
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Minimising SSE will be achieved through solving the following system of simulta-

neous linear equations. 
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For n known points, this should lead to the (m + 1) least-squares linear equations in 

a0, a1, …, am as 
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Solving this system of linear equations should determine the (m + 1) coefficients 

that hence define a multiple regression model. 



 

Using statistical tools provided in MATLAB, we apply multiple regression to the 
241 entries mapped between the five factors as inputs and the flexibility as output 
(Flex), which defines a multiple regression model shown below 

 
Flex = 0.0643 - 0.8593IE + 0.6009SI - 0.9827PD - 0.8693SL - 0.9538OS.  (7) 
 
This regression is significant with a coefficient of 0.9852 and a maximum error of 

just about 10%. The accuracy of determining the flexibility of a supplier using this re-
gression will be discussed later incorporating the results from the neural network si-
mulation. 

4  Neural Network Simulation  

Neural networks have been widely used in investment prediction and financial analy-
sis [19,20]. This paper attempts to use it in a supply chain management environment. 
The use of neural networks offers several advantages over traditional statistical meth-
ods. There are no restrictive assumptions as imposed by traditional methodologies. 
Neural networks use all available information while incorporating new information 
through a learning process. It updates the old output and learns from its experience. 
Therefore it is flexible and adaptable and can be used in a changing environment like 
stochastic economy. Supply chain management activities need to be flexible to re-
spond to external environmental uncertainties.  

The core of a neural network is actually an adaptive mathematical model that is ca-
pable of approximating any arbitrary unknown function constrained by training data-
sets. It has been proven that a three-layer multilayer perceptron (MLP) neural network 
can approximate any continuous function mapped from one finite-dimensional space 
to another by adjusting the number of nodes in the hidden layer [21]. Numerous cases 
of three-layer MLP applications have been successful in different fields [22-25]. Fig-
ure 1 illustrates the structure of a three-layer MLP with one hidden layer of L nodes, a 
p-dimensional input vector X and a q-dimensional output vector Y. The relationship 
between the input and output components for this MLP can be generally expressed as. 
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where  and  are the transfer functions; uji denotes the input-to-hidden layer weights 
at the hidden neuron j; and vkj is the hidden-to-output layer weights at the output unit 
k. 

The neural network process involves two phases – training the network with 
known datasets and testing the trained network using different known datasets for 
model generalisation. This is different from statistical approaches, in which the same 
data can be used for both model generation and evaluation.  

In this study, the MLP model is constructed and trained using neural network tools 
in MATLAB® [26]. The Levenberg-Marquardt algorithm [27] is chosen to train the 



 

selected MLPs because this algorithm has been reported to be the fastest method for 
training moderate-sized feedforward neural networks [28].  

 
Fig. 1. Three layer multilayer perceptron (MLP) network 
 

The 241 entries are compiled into two sets. The first set contains 207 (86%) entries 
for training and the second set includes 34 (14%) entries for testing. The log-sigmoid-
linear combination is chosen as the transfer functions for our MLPs. The running of a 
number of nodes in the hidden layer shows that a 25-node hidden layer is good 
enough to achieve satisfactory training. 

The test results for this 25-neuron MLP are tabulated in Table 1, along with the re-
sults for the regression model using the same test set. Both models show good quality 
for forecasting, but the MLP model is more accurate than the regression model, which 
can be clearly seen in Fig. 3.  

Table 1. Testing result of MLP and regression models  

 Test size Correlation MAE (%) SD (%) MAX (%) 
MLP 34 0.9999 0.15 0.24 0.88 
Regression 34 0.9829 3.12 2.53 9.43 

 

 
Fig. 2. Plots of relative errors 



 

5  Discussion and Conclusion  

Although the multivariate regression defined in Relation (7) gives an analytical ex-
pression that is easier to understand, its performance for predicting a supplier’s flexi-
bility through its five attributes may result in an average error of 3% with a maximum 
error up to 10%. This is still useful if the manufacturing scale is relatively small. 
However, if the scale of manufacturing is large, an error of 1% would mean a loss of 
millions of dollar in revenue. 

The MLP model predicts the flexibility of a supplier with an average error of less 
than 0.2% and a maximum error within 1%. The contrast of these two approaches is 
clearly illustrated in Fig. 3. Therefore, the neural network model outperforms the sta-
tistical model in quantitative simulation. This MLP model creates a dynamic discrete 
system that is able to approximate the nonlinear relation existing internally among the 
known entries. It is discrete because by feeding a new entry that falls in the range of 
the known domain to this neural system, it returns the closest approximation to the 
most relevant known entries in the domain. It is dynamic because when some new en-
tries are added to the training data, this neural system is able to retrain the model in 
order to absorb these new entries into its coverage. This either enlarges the known ap-
plicable domain if the additional training data are beyond the previous range, or re-
fines the local approximating mechanism if the additional training data are within the 
known domain. 

In conclusion, the three-layered MLP is able to predict the supplier’s flexibility 
with respect to its five attributes with a higher accuracy, compared with the multivari-
ate regression analysis. However, multivariate regression is still useful for manufac-
turers with lesser number of suppliers and can give an understanding on the impor-
tance of individual attributes for the flexibility assessment through its analytical 
expression. This cannot be achieved by neural networks working like a black-box 
translator. 
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