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Abstract This paper analyses the accuracy of vertical deflection ameasents carried out with
the Digital Zenith Camera System TZK2-D, an astrogeodetitesof-the-art instrumentation de-
veloped at the University of Hannover. During 107 nightsrav@eriod of 3.5 years, the system
was used for repeated vertical deflection observations alegted station in Hannover. The ac-
quired data set consists of about 27300 single measuremeaisovers 276 hours of observation
time, respectively. For the data collected at an earliegestef development (2003 to 2004), the
accuracy of the nightly mean values has been found to be @ajoat— 0”12. Due to applying

a refined observation strategy since 2005, the accuracyeofdltical deflection measurements
was enhanced into the unprecedented ran@&@f — 0”08. Accessing the accuracy level @05
requires usually 1 hour of observational data, while @@ accuracy level is attained after 20
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minutes measurement time. In comparison to the analoguef g@odetic astronomy, the accu-
racy of vertical deflection observations is significantlynoved by about one order of magnitude.

Keywords Digital Zenith Camera System (DZCSYertical deflection accuracy

1 Introduction

During the last years considerable advancements were magpietic astronomy with the de-
velopment of Digital Zenith Camera Systems (DZCS) in Hammand Zurich (Hirt and Burki
2002; Burkiet al. 2004; Hirt 2004). These transportable and completely aatechinstruments
are employed at field stations in order to determine the timeof the plumb line and, by taking
geodetic coordinates into account, the deflection of theozdr

With respect to conventional visual and photographic imagntation from the analogue era of
geodetic astronomy, the performance of the DZCS is sigmitigamproved due to using charge-
coupled device (CCD) technology for star imaging and apgjythe new high-precision UCAC
and Tycho-2 star catalogues as celestial reference. Glisenand processing of the digital star
images is completely automated, accelerating signifigahtt acquisition of vertical deflection
data.

Several years ago the determination of vertical deflectidtes required — 3 hours or even
more, using conventional astrogeodetic instrumentatich as analogue zenith cameras (e.g. Wis-
sel 1982, Burki 1989) or astrolabes. Nowadays, the obernvand processing of vertical deflec-
tion data at single stations takes a total of about 20 min@tepending on the season (duration of
darkness) and the distance between the stations, the ne\# BE@v to collect vertical deflection
data atl 0 — 20 stations per night. In recent time, this improvement in efficy lead to an increas-
ing application of DZCS in gravity field determination atébdscales (Hirt 2004; Hirt and Seeber
2006; Hirtet al. 2006; Hirt and Flury 2007) and at regional scales (Mi#teal. 2004; Brockmann
et al. 2004; Mulleret al. 2006).

Besides the enhanced efficiency, the new DZCS provide e¢daflection data more accurate
than conventional astrogeodetic instruments which wergtijnoperated at the''3 — 0”5 accuracy
level (e.g. Wissel 1982; Burki 1989). First studies on theumacy of the new DZCS showed that
vertical deflections are determined accurat@’tt) — 0”15 (e.g. Hirtet al. 2004, Hirt 2004). This
accuracy range estimate was based on repeated obsenattgmiscted stations in Northern Ger-
many (e.g. data collected during 14 nights at Hannoverstgtiesiduals analysed between double
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occupations of several stations in different nights an@8da® independent comparison data. Com-
parisons were made between the astrogeodetic observatidngertical deflections derived from
the gravimetric geoid model EGG97, and from photographiathgube observations, however,
without detecting significant differences. Furthermorsijta located in Switzerland (Geostation
Zimmerwald) was observed both with the Zurich and Hannov2€B over 5 and 7 nights, re-
spectively, yielding an agreement at tH&. Giccuracy level (Milleet al. 2004).

Since the publication of the first studies on the DZCS acguitae observational precision of
the Hannover DZCS could be further improved due to the deveént of a refined observation
technique (cf. Sect. 2). Since 2005, the observation setig® Hannover station has been consid-
erably extended with observations carried out over a tdtaD@ different nights. This new data
set is the most comprehensive one acquired at a singlerstaitioa DZCS to date. The Hannover
DZCS vertical deflection observations provide statistjcakll founded accuracy estimates, as —
over a total time span of 3.5 years — a wide spectrum of enwiesttal conditions and resulting
refraction is covered by the data. These aspects motivageranalysis of the attainable accuracy
of vertical deflections observed with a DZCS.

This paper is organized as follows. Sect. 2 briefly introdute DZCS instrumentation used
for this study as well as the observation techniques applibd vertical deflection observations
used in this study are described in Sect. 3 and the data giogeas briefly outlined in Sect. 4. An
analysis of accuracy with focus on the error sources affgdtie observations and on the relation
between the number of observations and the attainableamcisrpresented in Sect. 5. Eventually,

some concluding remarks are given in Sect. 6.

2 Instrumentation

The instrumentation used in this study is the Digital Zer@thimera System TZK2-D (Trans-
portable Zenitkamera 2 - Digitalsystem), developed andaipd at the Institut fir Erdmessung
of the University of Hannover. The DZCS consists of a zenitimera equipped with a CCD imag-
ing sensor, which is used for the determination of astronahfatitude and longitude?, A). The

second component is a GPS receiver which is used for timenggg the exposure epochs as
well as for determining geodetic latitude and longitige\) of the camera. By combining both

components vertical deflections

{=2-¢ (1)
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n=(A=XAcosp (2)

at the surface are obtained, which are also known as Helragital deflections (e.g. Heiskanen
and Moritz 1967, Torge 2001). Vertical deflectiofsn) are the measure for the slope of the
equipotential surface with respect to the ellipsoid thedgtia coordinatesy, \) refer to. They
play an important role in astrogeodetic gravity field deteation (e.g. Heiskanen and Moritz
1967, Marti 1997, Torge 2001, Hirt and Flury 2007).

In sequence, a short description of the measurement canaegtrecently realized improve-
ments is given. Details on the technical realization of t@kbver DZCS TZK2-D with particular
focus on the use of CCD technology for digital star imagind #re use of GPS for time tagging
of the exposure epochs are given by Hirt and Burki (20020, (2004) and Hirt (2006).

In order to refer the DZCS observations to the direction efglumb line, tilt measurements
are performed before and during star imaging. A pair of tpgkeision tilt meters, installed in
perpendicular orientation onto the DZCS, permanently teadactual inclination of the camera
with respect to the plumb line. Depending on the inclinatiafues, motorized mechanics (three
motor cylinders) and a computer control the levelling of taenera. The alignment of the camera
to the plumb line is automatically accomplished to an acoyd a few arc seconds. Along with
the observation process, small but inevitably occurringat®ns between the principal camera
axis and the plumb line (e.g. due to sinking of the instruiharg monitored by the tilt meters and
corrected for.

The DZCS is featured by a motorized bearing which enablesdah®era body to be rotated in
two directions, differing by 180in azimuth. Observing in both camera directions elimingtes
influence of zero point errors of the tilt meters as well ahef€CD. As a refinement, observations
are generally performed in a time-symmetric sequencediines 1 — 2 — 2 — 1), so that also linear
variations of the zero point errors are cancelled out.

Another instrumental error source with systematic behavie the azimuth-dependent error
of the DZCS, which may reach amplitudes of a few arc seconds/ary in the range from some
0”01 to a few("1. (for details refer to Hirt 2004). In order to reduce thistsysatic effect, a
calibration technique is applied where at each station Hsewation series in two directions are
performed in three or four different azimuthal zenith caangystem orientations. In early 2005,
efforts were made to overcome the azimuth dependency of Dalg38rvations by applying a
more sophisticated observation technique. Herein the mpamera body, including its tripod,
is rotated between opposite directions by means of an additimotorized precision bearing.
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The decided advantage of this approach over the calibré&idmique is a much more effective
reduction of the azimuth error and its variations, leadim@ tsignificantly smaller instrumental
noise level. For the analysis of vertical deflection datahie following sections, it is useful to
introduce two different levels of performance of the HarerdwZCS.

Level of performance 1. Up to 2004, the instrumental set-up (levelling, focusiafhe DZCS
as well as the rotation between both camera directions nedjliuman intervention whereas the
data acquisition was already completely automated. Attatians, the calibration technique was
applied in order to reduce the azimuth-dependent camewa err

Level of performance 2: Since an extensive reworking of the instrumentation imye2005, the
instrumental set-up as well as the camera rotation are gaigimad by means of the installed motor
set. As a consequence, a completely automated observétientical deflections is achieved and
any influences attributable to the operator are avoided.aboge mentioned additional precision

bearing is used for the rigorous elimination of the azimdéipendent error.

3 Observations

After instrumental set-up, which usually takes a few misusagle observations of vertical de-
flections are automatically performed. A single observaetiomprises two images of zenithal stars,
exposed in opposite camera directions, as well as the esgepochs and tilt measurements. Such
a measurement takes approximately 30 sec. Each of the imageHBy contains between 20 and
50 imaged stars. Both images are used for the computationsofgée solution of the vertical
deflection, cf. Sect. 4.

The DZCS vertical deflection observations analysed in thidyswere carried out from 2003
to 2006 at a site near the Institut fur Erdmessung of the &fsity of Hannover. The observation
site is located at the geodetic coordinates

¢ = 52°386246 A = 99712346 3)

at an elevation of approximately 50 m above mean sea leva 2003 to spring 2004, a minor
part of the deflection measurements were eccentricallyopedgd at a near station (distance of
about 70 m). Due to the completely flat surrounding terrémijlar vertical deflection values are
expected at both stations.

From 2003 to 2004, observations at Hannover station werasimaally conducted in order to
obtain first estimates of the accuracy of the vertical dafiestas observed with a DZCS. Because
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the Hannover DZCS is increasingly involved in gravity fieletermination projects since 2005,
a second aspect motivated regular observations at the semélse astrogeodetic determination
of vertical deflections is aabsolute — and not a differential — kind of observation technique, in
that, any undetected systematic errors (e.g. due to insttahdrifts or improper modelling of
the observations) remain in the data. Therefore, obsemnémtical deflection data routinely (in
our case during approximately three nights per month) ig kielpful to monitor the instrumental
stability and to detect possible failures of the instruraéinh that might reduce the data quality.

The distribution of the complete vertical deflection dathigdime is shown in Fig. 1. Over
most of the 107 nights 150 or more single observations wefenpeed. Maximum values, ranging
between 1000 and 1500 single vertical deflection obsemati@r night, were reached during 5
nights in January 2006. These data already provided imporiéormation on the characteristics
of anomalous refraction, an error source discussed in Sctlt is further seen that the complete
observation series falls into two intervals, interruptgdtee reworking break in winter 2004/2005.
The first interval (identical with the first level of performae) contains the observations conducted
over 24 nights in 2003 and 2004. Some results obtained frenanialysis of the first 14 of the 24
nights were already reported by Hattal. (2004).

The second interval comprises the observational dataatetleduring 84 nights in 2005 and
2006. This interval corresponds to the second level of perdoce of the DZCS. The dense dis-
tribution of these data is additionally shown in Fig. 2. Saga@s of the order of a few weeks are
visible which are due to measurement campaigns taking plaisdde Hannover where the DZCS
TZK2-D was involved in. Table 1 gives the detailed obsensastatistics for each year (rows 1 to
4), for the different levels of performance (rows 5 and 6)wa8l as for the complete data set (row
7). The table shows that most of the 27300 single obsena{avout 23600) were acquired since
2005. The total observation time needed for the acquisiifaimne complete data was about 276
hours and a total of 1.8 million stars were astrometricalbcpssed.

4 Data processing

The vertical deflection observations were processed ubimgaftware system AURIGA (Auto-
matic Real-Time Image Processing System for Geodetic Asiny) which is described in detalil
in Hirt (2001); Hirt and Burki (2002); Hirt (2004). In briethe AURIGA data processing chain
is as follows. The imaged stars are extracted from the dig#aith images using image moment
analysis or, alternatively, a least squares fit with poimeag functions. Reference stars are pro-
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vided by the high density UCAC (United States Naval ObsenyaCCD Astrograph Catalog,
Zachariast al. 2004) or Tycho-2 (Ho@t al. 2000) star catalogues which are the state-of-the-art
realizations of the International Celestial Referencet&ysICRS in the optical domain. These
catalogues provide reference star coordinates for a cadiptéllion stars accurate t0”02 — 0"'1.
After star identification and astrometric data reductibme,direction of the principal camera axis is
interpolated into the star field, separately for both canogientations. The mean of both interpo-
lation results is corrected for instrumental tilt and thiéuence of Earth orientation (sidereal time
and polar motion), yielding to the direction of the plumbdif®, A). Considering the geodetic
coordinategy, \) of the camera (from GPS), vertical deflectiqgsn) are obtained (Egs. 1 and
2).

5 Results and accuracy analysis

A single observation or single solution always refers to vertical deflection esleomputed from
one pair of star images acquired in opposite camera direcidightly mean values are obtained
by averaging all single solutions obtained during the ni@ltrrespondinglyannual mean values
denote the average computed from the nightly mean valuésctad over one year.

5.1 Single observations

Following the processing procedure described in Sect. 83 3fngle solutions were computed
from the data collected i2003 — 2004 and 23616 single solutions f@n05 — 2006. The results
base on star positions from UCAC, as this catalogue — conteaimycho-2 — provided enough
reference stars for all regions of the sky appearing in hexbibve Hannover over the seasons. The
distribution of the(¢, n) values is shown in Fig. 3 and the statistics is compiled ingab It is
seen that the observations under level of performance leaeedccurate (standard deviations
of 0”34 for ¢ and 0.31 for i) than those under level of performance 2 (standard dewiaifo
0”22 for both components). The distribution of the 23616 obd@aa from 2005 and 2006 is
almost perfectly Gaussian in shape. The visible improvermeaccuracy between both levels of
performance mainly originates from the mitigation of thénazth-dependent error of the DZCS
due to applying the refined observation technique desciib&ect. 2. Moreover, also the efforts
made in completely automating the instrumentation aremasduo contribute to the considerable
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data quality of the second level of performance, as any inflae caused by the operator are kept
away from the data.

5.2 Nightly and annual mean values

For each of the 107 nights, tH&, ) single observations were averaged in order to reduce the
observational noise. The resultiig,n) nightly mean values are shown in Figs. 4 and 5 as a
function of the observation epoch and in Fig. 6 as 2D-plot fiures clearly show two different
levels of data quality which are directly related to the twwdls of performance introduced in
Sect. 2. For the 23 observations in 2003 and 2004, the stuidaration has been found to be
0”12 for the deflection componertand (0’10 for 5. Since 2005, the noise level of the vertical
deflection data is significantly reduced in comparison tditeelevel of performance. The standard
deviation computed from 84 nightly mean value8'ig45 both for¢ andr. This corresponds to an
improvement by a factor of 2.5 between both levels of pertorag. The main contribution to this
improvement is made by the mitigation of the azimuth depehéeor. A second contributor to the
reduced noise level is the somewhat larger average numisimgié observations available since
2005 for the computation of the mean values. The statistitseonightly mean values is given in
Table 3. The table shows that the East-West vertical deflectdomponent), which depends on
the time measurement with GPS, is as accurateg(ek Sect. 5.3).

Table 4 lists the annual as well as the total mean values mwéhtical deflectiongé, n)
computed from the complete data set. Forgkabservations in 2003 and 2004, somewhat larger
annual residuals of abowt'04 and 0”/07 occur which are attributable to the azimuth error not
completely removed from the data collected at level of pennce 1. A second reason is related
to the weaker data situation in 2004 (a relatively small nemrds single observations that covers
just 1.3 months of the year 2004). Furthermore, it can notdotuded that the eccentric location
of the 2003 and 2004 observations has a small influence irstefithe local refractivity as well as
in terms of differing expected vertical deflection valuegt EOO5 and 2006, the annual residuals
of the component are(0”022 and0/006, respectively. For the componentthe annual residuals
are generally below”015.

Fig. 7 focuses on the level of performance 2 data and show84hgighly-accuraté¢, n)
nightly mean values obtained since 2005 as well as the ammeiah values. The spreading width
is small with about0”’2 in both components. The data in Table 4 shows that the anneahm
values 2005 and 2006 are in agreemend’©fl6 (component) and0'/009 (component;). This
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satisfactory agreement originates from the extraorditanye observational redundancy (about
7900 observations collected over 39 nights in 2005 and ab®@0 observations over 45 nights
in 2006) as well as from the very effective reduction of th&tinmental error sources.

5.3 Formal error estimation

A formal error estimation is suited for the assessment oktier sources which affect the verti-
cal deflection observations. Error sources with random\iebrare theastrometric processing

of the digital star images, thi#t corrections, theregistration of the exposure epochs and the de-
termination ofgeodetic coordinates (i, \) with GPS. The latter plays an insignificant role in the
error budget, as differential positioning techniques mewan accuracy level well belo®/01. The
known instrumental error sources with systematic charasteh as theero offsets of the CCD
and tilt sensors and the delay of the shutter of the CCD camera, are assumed to play a negligi-
ble part in the error budget due to sophisticated measureamehcalibration techniques. Since
2005, this also applies for theimuth-dependent error, as shown in the previous sections. The
most important external error caused by the atmospheasoisial ous refraction (cf. Hirt 2006).
Depending on the time scale, this effect may show eitheesyatical or random character (Sect.
5.4). A further external error source is a minor systematigreof the UCAC star positions. Below,
these error sources are discussed based on investigayibfig K2004).

A direction to a single star, as determined in the digitaitreémages with image moment anal-
ysis or fitting with point spread functions, is usually aaterto0”3 — 0”4. These numbers already
include the impact of atmospheric scintillation. The piosis of reference stars, as provided by the
UCAC catalogue, are accurate@t02 — 007, depending on the magnitude (cf. Zachaehal.
2004). They are therefore of minor significance to the astétamerror budget. On average, about
60 stars are used for the astrometric data reduction andtdgolation of the coordinates of the
principal camera axis. The interpolation is usually perfed at the accuracy level 6115 — 0"/3.
Depending on the amplitudes of scintillation, the integbioin accuracy may exce@d3 under
unfavourable atmospheric conditions.

Reference star positions taken from the current releasheofJICAC catalogue are known
to have small wave-like systematic errors with amplitudesimto 0”015 whereas the Tycho-
2 catalogue is practically free of systematic errors (cfchzaiaset al. 2000). The differences
between Tycho-2 and UCAC star positions were confirmed bydhiical deflection observations
at Hannover station, which could be processed with bothlaguas. Although the systematic
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UCAC catalogue error is of minor significance to the errordmitdof the vertical deflections, it
may reach significance in high-precision astronomicalllegeas shown in Hirt and Flury (2007).
It is expected that the systematic position errors will bdueed in the forthcoming final UCAC
release in 2007.

A GPS receiver is used for registration of the exposure epséct. 2). The electromechanical
shutter of the CCD imaging device, needed for exposure abigrlinked to the GPS receiver for
time-tagging. Using the electromechanical shutter regua thorough calibration of its motion
characteristics as a function of the temperature. The acgwf the epoch registration procedure,
which is limited by the shutter calibration and not by the GPS8ng capability, has been found
to be 1 ms. The corresponding error in astronomical longitdds 0”015. As a consequence,
homogenous accuracy values are attained both for astroabhatitude® and longituded, and
the deflection components, n), respectively (cf. Sect. 5.2). This uniformity in accurdep main
benefit of the modern DZCS technology, unlike traditionatageodetic techniques.

Tilt measurements formed one of the limiting parts of comral astrogeodetic instruments
(cf. Wissel 1982, Burki 1989). Significant advancementsavaade by using new high-resolution
tilt meters for the Hannover DZCS. These sensors are prditdmrrections accurate @04 —
0”05. In order to access this low noise level, the scale factotisefevels are precisely calibrated,
an affine model is applied for the computation of tilt coriees and the impact of the zero offsets
is eliminated by measurement strategies, as describeccinSe

The discussed random error sources are compiled in Table & g&neral conclusion, the error
budget of singld¢, ) observations is dominated by the astrometric data praugsgarticularly
by the direction measurements to reference stars.

5.4 Redundancy of observation

One of the most important questions related to the apptinatf the new DZCS in field projects is
the number of observations required for attaining a ceteaiel of accuracy. This issue is directly
related to the efficiency of the DZCS for vertical deflectioeasurements. The vertical deflection
data set collected since 2005 consists of 150 or even maykesibservations which are available
for most of the nights (cf. Fig. 2). Obviously, this redundamf observation is much higher than
normally needed for an accurate determination of vertiefiedtions. Therefore, the data is suited
for a decomposition into several subsets, allowing to itigate the relation between the number
of observations and the accuracy achieved.
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In a first step, just one single observation per night is hiceed as a nightly mean value. In
a second step, the first and second single observation ofreglshare averaged and represent
the nightly mean value. In a next step, the average of thetfiree single observations of each
night is used for the computation of the nightly mean val&@owing this approach, a series of
nightly mean values simulates the observation of 1,2 1H0.single observations per night over 84
nights in 2005 and 2006 (level of performance 2 data). Inot@emooth the resulting empirical
functions of the standard deviatioas ando,, the procedure is repeated with additional shifting
of the considered single observations for each night, amdgbults are eventually averaged.

Fig. 8 shows the standard deviatiansando, computed from the simulated series(¢fn)
nightly mean values as a function of the number of obsemati®he standard deviatierz and
o, for the data consisting of one observation per night is ab@2it, which is in good agreement
with the accuracy of single observations listed in Tabl®'2Z% for both components). It is seen
that the noise level of thg, ) data strongly decreases with increasing redundancy. Adthey
of about 10 single observations yields to standard deviataf aboutd”’1 in both components.
Increasing the number of observationsttb— 50 lead to(&, n) values accurate t006 — 0”07.
This corresponds to a gain in accuracy of a factor of about 3.5

The estimated accuracy level 6f06 — 0”07 for the mean of 40-50 single observations is
somewhat better than accuracy estimates obtained fromeloobupations of stations during field
campaigns in Northern Germany and Bavaria where the HanX€S was involved in. During
these campaigns, at several stations about 50 single altiesswere repeatedly collected in two
nights. The standard deviation, computed from the diffeesrbetween the nightly mean values
of both nights, was found to be abaif08 (cf. Hirt and Seeber 2006, Hirt and Flury 2007). A
higher noise level of the single observations of these cagnpdstandard deviation of abauit3)
is considered to be the main cause for the difference.

For the range of 60 to 100 single observations, the obsenaithoise slowly declines to the
0”05 accuracy level. Additional observations give slighigter precision numbers of up t6@5,
which corresponds to the accuracy of the nightly mean vadiready listed in Table 3. It is seen
that the noise reduction is quite similar for both verticaflection components.

Fig. 8 additionally displays the theoretical error propagalaw for uncorrelated observations:

N (4)

whereo, is the accuracy of a single observatians the number of single observations anglis

Oz =

the accuracy of the mean val@ecomputed from the single observations. The error propagation
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law is shown witho, set to0”/21, corresponding to the noise level of singlandr observations,
respectively. The comparison between the theoreticat prapagation lawz and the empirical
standard deviations; ando, shows generally larger, ando,, values. These results clearly in-
dicate small positive correlations contained in the dat&chvprevent the observational accuracy
from going down with the square root of the observations.

The correlation between the single observations can betifjedrapplying the error propaga-

tion law for correlated observations

__ 1+ (n-1p o,
7T = 1-p N

(Hopcke 1980, p. 56). It allows us to estimate the accurdtiyjeomean value+ as a function of

()

the accuracy, of the single observations, the number of single obsemati@and the correlation
coefficientp. The evaluation of Eq. 5 with, set to0”21 and different correlation coefficients
shows a good agreement between the standard deviatjoas and the theoretical error propa-
gation law for correlation coefficienis= +0.04 ... +0.05 (cf. Fig. 8). The authors are aware of the
fact that this simple approach assumes a constant coarlaétween the observations. A more
rigorous correlation analysis would require the deteritndmeof the (auto)correlation as a function
of the lag between the observations. Such an investigagimiains as future task.

It is reasonable to assuna@omalous refraction to be the cause for the correlation of about
+0.04 ... +0.05 between the single observations. Anomaleiraction most likely results from
tilted atmospheric layers of equal density above the obsgienrv site (e.g. Ramsayer 1970, Ko-
valevsky 1998). This effect, which causes additional amgdisplacements of observed stars fields,
is known to reach amplitudes at the orde0t®5 — 0''2 at time scales of some hours (Hirt 2006).
Whereas anomalous refraction may behave like a systematicsurce at shorter time scales,
it becomes more random at longer time scales. With currenwladge, the effect of anomalous
refraction cannot be rigorously eliminated from the datas kconcluded that anomalous refrac-
tion limits the attainable accuracy of vertical deflectiatserved over one night to the level of
0704 — 0"05.

A randomization and further reduction in anomalous reducthowever, seems possible by
collecting and averaging vertical deflection data duringesal different nights. This is indicated
in Sect. 5.2, where the agreement of annual mean values &f &0 2006 has been found to
be below0”02. Achieving such a large redundancy of observation, as &thior these results,
however, is very time-consuming. Therefore the redundapgyroach for reducing anomalous
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refraction to the level of a few01 is considered to be usually inappropriate for practicatfiel

applications.

6 Discussion and Conclusions

The accuracy of vertical deflections was analysed by meaasomprehensive data set acquired
with the Hannover DZCS, a state-of-the-art astrogeodeiasurement system. The data set con-
sists of about 27300 single observations which were cateover 107 nights from 2003 to 2006
at Hannover station. The statistical analysis of the dateals an accuracy of single observations
of about0”’2, which is limited by the astrometric direction measureraent

A considerable improvement in accuracy is achieved by avegea number of single observa-
tions. During 20 min observation time about 50 single obestgons are carried out at field stations.
The mean values computed from the 50 repeated observat®aseurate to abolt'06 — 0”07,
whereas accuracy estimates obtained from double occugaticstations during field campaigns
are about)/08. The difference is assumed to originate from a lower noigel lef the single ob-
servations at Hannover station.

The accuracy analysis shows that the observational nofisetier decreased using up to about
100 repeated observations, requiring approximately 1 lobgervation time. The related accu-
racy of these extended observations has been found to be @ligu Additional observations
performed over the same night, however, do not significantfyrove the accuracy of the vertical
deflection data. A comparison with the theoretical erromppgation law reveals correlations of
about +0.04 ... +0.05 between the single vertical deflealservations. Anomalous refraction is
assumed to cause these correlations which limit the acgurac

The comparison of the annual mean values 2005 and 2006, wiediased on an extraordinary
large redundancy of observation, shows a very good agreemtw 0”02 for £ and belowd”’01
for n. This result clearly indicates that influences due to anoosatefraction were effectively
mitigated to a large extend. It is certainly a not too optimigassessment that the annual mean
values are accurate to a feW01. Therefore, Hannover station is well suited to provide high
precision reference coordinates, required e.g. for any &frtomparisons with other astrogeodetic
instrumentation as well as for further monitoring of thetiomental stability of the Hannover
DZCS.

The results as presented are considered to be well foundibgyabase on observations per-
formed over 84 (107) nights, and 1.45 (3.55) years, resgytif both levels of performance are
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taken into account. The observational data covers all ssa®well as all night times and hence
a wide spectrum of external and environmental conditionsh €.s temperature and pressure, and
resulting refraction influences. Moreover, comparisorts widependent data sets revealed no sig-
nificant systematic errors (Hiet al. 2004, cf. Sect. 1). Therefore, the computed accuracy nusnber
are assumed to indicate the external accuracy of the Hanmextical deflection data. However,

a rigorous determination of the external accuracy is nosiptes due to the lack of independent

comparison data of higher order accuracy.

It is assumed that the results are representative for fiattbets with similar refraction char-
acteristics as for Hannover station. The individually iatiéle accuracy, however, depends on the
presence of anomalous refraction and scintillation dutfiregobservation.

A comparison with the accuracy level of vertical deflectiassttained in the analogue era of
geodetic astronomyd{3 — 0”5) shows an improvement of about one order of magnitude. €ontr
butions to this improvement are made not only by the new sti@l@gues Tycho-2 and UCAC, the
use of CCD technology for star imaging and the redundancysérvation, but also by sophisti-
cated measurement, calibration and processing stratégieging the instrumental error sources
small. To the knowledge of the authors, this is the first tithat the)"/05 accuracy level for vertical

deflections was accessed with a transportable instruni@mtat
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Table 1 Statistics of the vertical deflection measurements at Haemstation

Year/ Number  First night Last night Time Time Single Proeess Stars per Level of perfor-

period of nights  [yyyy.yyl [yyyy.yy]l spah[yrs] span[h] observations stars)’] solution mance of DZCS

2003 12 2003.15 2003.94 0.79 37.6 2870 0.238 83 1
2004 11 2004.21 2004.32 0.11 13.9 793 0.029 36 1
2005 39 2005.25 2005.95 0.70 83.6 7873 0.556 71 2
2006 45 2006.02 2006.70 0.68 141.0 15742 0.975 62 2
2003-2004 23 2003.15 2004.32 1.17 515 3663 0.267 73 1
2005-2006 84 2005.25 2006.70 1.45 224.6 23615 1.531 65 2
2003-2006 107 2003.15 2006.70 3.55 276.1 27278 1.798 66 2 and
Lcomputed as difference between the last and first night ofiiservation period.
Observation epoch [MJD]
52800 53200 53600 54000
1500 T T T T
S 1000}
3
S
o
2
£ 500}
€
2
AT ]
2003.0 2003.5 2004.0 2004.5 2005.0 2005.5 2006.0 2006.5 2007.0
Fig. 1 Number of single observations as a function of the obsemapoch (complete data set from 2003 to 2006)
Table 2 Statistics of the single observations
Period of Level of Number of Componefit Component)
observation performance observations Niih Max[’] Mean[’] Stddev[’] Min['] Max[’] Mean['] Stddev[’]
2003-2004 1 3663 4.99 8.06 6.454 0.34 -0.71 2.26 1.125 0.31
2005-2006 2 23615 5.00 7.40 6.516 0.22 -0.23 2.01 1.109 0.22
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Fig. 3 Above: histogramm of 3663 singl&, 1) observations collected from 2003 to 2004 (level of perfaroea
1). Below: histogramm of 23615 sing(é&, ) observations collected from 2005 to 2006 (level of perfarogs2).

Table 3 Statistics of the nightly mean values

Period of Level of Number of Componefit Component)
observation  performance nights Mifi  Max[’] Mean[’] Stddev[’] Min['] Max[’] Mean[’] Stddev[”]
2003-2004 1 23 6.243 6.709 6.435 0.122 0.930 1.302 1.118 10.10

2005-2006 2 84 6.391 6.598 6.502 0.045 0.997 1.186 1.101 50.04
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Table 4 Annual results of the vertical deflection measurements ataditnean values computed from 27278 single
observations from 2003 to 2006. The annual residuals, computed with respect to the total mean values are

given in the last columns.

Year Nights Observations ¢[”]  n["] re '] ']

2003 12 2870 6.451 1.117 0.037-0.013

2004 11 793 6.417 1.118 0.071-0.013

2005 39 7873 6.493 1.096 —0.006 0.009

2006 45 15742 6.509 1.105 —0.022 0.000
2003-2006 107 27278 6.487 1.105

Table 5 Formal estimation of the random errors which affect thelgiodpservations of vertical deflections

Error source Contribution

Astrometry (image centering, 0”15 - 0"'3
catalogue positions, scintillation)

Tilt corrections 004 — 0”05
Time tagging (epoch registration) 0"/015 (= 1 ms)
Geodetic coordinates <001
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Fig. 8 Accuracyo, (bold dotted line) andr,, (bold line, + marker) as a function of the number of singleesba-
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