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Abstract—A receiver design problem for multi-access space-time block coded multiple-input multiple-output (MIMO) systems is considered. To hedge the mismatch between the true and the estimated channel state information (CSI), several robust receivers have been developed in the past decades. Among these receivers, the Gaussian robust receiver has been shown to be superior in performance. This receiver is designed based on the assumption that the CSI mismatch has Gaussian distribution. However, in real world applications, the assumption of Gaussianity might not hold. Motivated by this fact, a more general distributionally robust receiver is proposed in this paper, where only the mean and the variance of the CSI mismatch distribution are required in the receiver design. A tractable semi-definite programming (SDP) reformulation of the robust receiver design is developed. To suppress the self-interferences, a more advanced distributionally robust receiver is proposed. A tight convex approximation is given and the corresponding tractable SDP reformulation is developed. Moreover, for the sake of easy implementation, we present a simplified distributionally robust receiver. Simulations results are provided to show the effectiveness of our design by comparing with some existing well-known receivers.

Index Terms—MIMO systems, space-time block codes (STBCs), distributionally robust optimization, individual chance constraint, joint chance constraint, Gaussian mixture.

I. INTRODUCTION

A. Motivation

Space-time coding has been shown to be a convincing approach to exploit the spacial diversity and improve the immunity to fading in multiple-input and multiple-output (MIMO) communication systems [1]. Minimum variance (MV) based receivers have been proposed in [2] to suppress the multi-access interferences (MAI) in multi-access space-time block coded MIMO systems. However, the receivers in [2] are designed based on the assumption that the channel state information (CSI) is perfectly known at the receiver. To combat the mismatch between the true and the estimated CSI, robust linear multiuser MIMO receiver design has been studied in the last decade. For example, the diagonal loading minimum variance (DLMV) receiver has been developed in [2] and worst-case based robust receivers have been proposed in [3] and [4].

However, the worst-case based robust receiver design [3] and [4] has been shown to be conservative in practice since the actual worst-case may occur with a very low probability in real world applications. Furthermore, it is difficult to identify the physical meaning in practice by measuring the channel mismatch with Frobenius norm. Therefore, a chance-constrained receiver has been developed in [5] by exploring the stochastic characteristics of the channel mismatch. As a Gaussian CSI mismatch is assumed in [5], we refer to this receiver as Gaussian robust receiver in this paper. Although the performance degradation of the Gaussian robust receiver has been shown to be less than that of the worst-case based receiver in most cases, CSI mismatch distribution may not be available in practice. In addition, even the CSI mismatch distribution is available, it may not be subject to a Gaussian distribution.

Motivated by these facts, a more general robust linear receiver, distributionally robust receiver, is proposed in this paper. Our new receiver design provides a more general and practical formulation, in which we do not assume the full knowledge of the CSI mismatch. The term distributionally robust is introduced from the concept in distributionally robust optimization [6], [7], [8], [9]. In our formulation, we consider that all the possible CSI mismatch distributions belong to a set, which is called ‘ambiguity set’ in distributionally robust optimization. This ambiguity set contains all the distributions which have the same mean and the same covariance. The receiver design is formulated as a distributionally robust optimization problem with an individual chance constraint.

Different from the Gaussian robust receiver in [5], the chance constraint is required to be satisfied for all the distributions in the ambiguity set by optimizing the worst-case distribution. Furthermore, we incorporate another chance constraint in our formulation to suppress the self-interferences when the signal-to-noise ratio (SNR) is high. This chance constraint is called joint chance constraint in stochastic optimization, where a group of constraints are required to be satisfied simultaneously with a same probability. However, an optimization problem with such constraints usually cannot find a tractable solution. Hence, our goal in this paper is to provide tractable reformulations for these general distributionally robust receivers.
B. Literature Review

It is well-known that in general a chance-constrained optimization problem is non-convex and hence is computational intractable. Only in some special cases, a chance-constrained optimization problem is convex. For example, under multivariate Gaussian distribution, an individual chance constraint can be represented by a second-order cone. More generally, it has been shown in [7] that an individual chance constraint can be converted into second-order cone constraints when the random parameters are under radial distributions. However, in most cases, chance-constrained problems are computationally intractable.

There are several methods to solve chance-constrained optimization problems, for example, the Monte-Carlo sampling method [10]. However, it may be computational prohibitive for large scale problems or problems under high feasibility requirement. An attractive approach to solve chance-constrained problem is the convex approximation (also known as safe approximation) method which yields a tractable and feasible solution to the original problem. The conditional value-at-risk (CVaR), which was introduced in [11] [12], is known as the tightest convex approximation to chance constraints [13], [14]. In general, CVaR is computationally prohibitive since the evaluation of a multidimensional integral is required. Fortunately, it has been shown in [6] that for certain constraint functions in distributionally robust scenario, CVaR is computationally tractable. Furthermore, for individual chance constraint, the CVaR approximation has been shown to be exact [6]. For the joint chance constraint, although the CVaR approximation is inexact, it is a tight convex approximation. There are some other deterministic approximation methods, for example, the Chebyshev inequality, and the Bernstein inequality [15].

In this paper, based on our distributionally robust problem formulation, we show that our distributionally robust receiver with the individual chance constraint design can be converted into a semi-definite programming (SDP) problem, which is computational tractable and hence can be solved efficiently with standard optimization package, such as CVX. For the receiver with the joint chance constraint, we provide a tight convex approximation. Furthermore, for the purpose of easy implementation, we provide a simplified design by using the Chebyshev inequality.

There are some recent works on distributionally robust optimization based design in wireless communications, for example, [16] and [17]. In [16], two types of distributionally robust beamformers have been proposed for multiple-input single-output (MISO) downlink systems and the corresponding approximate tractable reformulations are developed. In [17], an efficient distributionally robust slow adaptive orthogonal frequency-division multiple access (OFDMA) scheme has been proposed, which aims to increase the capacity gain of adaptive OFDMA. The formulated problem has been solved by converting the original problem to a tractable linear program.

C. Contributions

We summarize the contributions of this work as follows:
1. Our formulation is more general and practical than the state-of-the-art Gaussian robust receiver, and it is applicable to general linear dispersion (LD) space-time block codes;
2. A tractable SDP reformulation is developed;
3. A tight convex approximation and its corresponding tractable SDP reformation are provided to suppress the self-interferences;
4. A simple design is provided for the self-interferences suppression receiver.

D. Structure

The rest of this paper is organized as follows. Background on multi-access space-time block coded (STBC) MIMO systems and linear multiuser receiver algorithms is given in Section II. In Section III, the formulation of the distributionally robust receiver is provided, and we show that this problem can be reformulated as an SDP optimization problem. Section IV presents simulation results that compare the performance of the proposed receivers with the existing techniques. Finally, we conclude this paper in Section V.

II. BACKGROUND

A. Multi-Access STBC MIMO Systems

We consider an uplink multiuser MIMO communication system with multiple transmitters and a single receiver. Each transmitter is assumed to have the same number of antennas and to encode information-bearing symbols using the same STBC. The received signal can be written as (see [2], [5])

\[ Y = \sum_{i=1}^{t} X_i H_i + N \] (1)

where

\[ Y \triangleq [y_T(1), y_T(2), \ldots, y_T(T)]^T \] (2)
\[ X_i \triangleq [x_iT(1), x_iT(2), \ldots, x_iT(T)]^T \] (3)
\[ N \triangleq [nT(1), nT(2), \ldots, nT(T)]^T \] (4)

are the matrices of the received signals, transmitted signals of the ith transmitter, and noise, respectively, \( H_i \) is the \( N \times M \) complex channel matrix between the ith transmitter and the receiver, \( N \) is the number of transmit antennas, \( M \) is the number of receive antennas, \( I \) is the number of transmitters, \( T \) is the block length, \((\cdot)^T\) denotes the transpose, and for \( t = 1, 2, \ldots, T \),

\[ y(t) \triangleq [y_1(t), y_2(t), \ldots, y_M(t)] \] (5)
\[ x_i(t) \triangleq [x_{i1}(t), x_{i2}(t), \ldots, x_{iN}(t)] \] (6)
\[ n(t) \triangleq [n_1(t), n_2(t), \ldots, n_M(t)] \] (7)

are the complex row vectors of the received signals, transmitted signals of the ith user, and noise, respectively.

We denote the complex information-bearing symbols of the ith transmitter prior to space-time encoding as

\[ s_i \triangleq [s_{i,1}, s_{i,2}, \ldots, s_{i,K}]^T \] (8)

where \( K \) is the constellation size.
It can be shown that for any LD code, $X(s_i)$ can be written as (see [18], [19])

$$X(s_i) = \sum_{k=1}^{K} (C_k \text{Re}\{s_{i,k}\} + D_k \text{Im}\{s_{i,k}\}) \quad \text{(9)}$$

where $C_k \triangleq X(q_k)$, $D_k \triangleq X(jq_k)$, $j = \sqrt{-1}$ and $q_k$ is the $K \times 1$ vector having one in its $k$th position and zeros elsewhere. Using (9), we can rewrite (1) as (see [2])

$$Y = \sum_{i=1}^{l} A(H_i) \hat{s}_i + N \quad \text{(10)}$$

where the ‘underline’ operator for any matrix $P$ is defined as

$$P \triangleq \left[ \frac{\text{vec}(\text{Re}\{P\})}{\text{vec}(\text{Im}\{P\})} \right] \quad \text{(11)}$$

Here, vec(·) is the vectorization operator stacking all columns of a matrix on top of each other, and the $2MT \times 2K$ real-valued matrix $A(H_i)$ is given by [19]

$$A(H_i) = [C_1H_i, \ldots, C_KH_i, D_1H_i, \ldots, D_KH_i] \triangleq [a_1(H_i), \ldots, a_K(H_i), a_{K+1}(H_i), \ldots, a_{2K}(H_i)] \quad \text{(2)}$$

### B. Robust MV Receivers

The goal of designing a receiver is to extract the signals received from the user-of-interest, while rejecting the interference and noise components. Without any loss of generality, let us assume that the first user is the user-of-interest. The estimated value of the data vector $\hat{s}_1$ at the output of a linear receiver can be expressed as

$$\hat{s}_1 = W^T Y \quad \text{(13)}$$

where

$$W = [w_1, w_2, \ldots, w_{2K}] \quad \text{(14)}$$

is the $2MT \times 2K$ matrix of the receiver weight coefficients, and $w_k$ is the $2MT \times 1$ weight vector that is used to decode the $k$th entry of $s_1$. Given the matrix $W$, the estimate of the vector of information symbols of the transmitter-of-interest can be computed as

$$\hat{s}_1 = [I_K \ jI_K] \hat{\bar{s}}_1 \quad \text{(15)}$$

where $I_K$ is a $K \times K$ identity matrix.

To suppress MAI, an MV receiver was proposed in [2]. This MV receiver is designed to estimate $\hat{s}_1$ by minimizing the receiver output power while preserving a unity gain for this particular entry of $s_1$. The corresponding optimization problem can be written as [2]

$$\min_{w_k} w_k^T \hat{R} w_k \quad \text{s.t.} \quad a_k^T(H_1)w_k = 1 \quad \text{(16)}$$

for all $k = 1, \ldots, 2K$, where

$$\hat{R} = \frac{1}{J} \sum_{i=1}^{J} Y^T_i Y_i \quad \text{(17)}$$

is the sample estimate of the full rank $2MT \times 2MT$ covariance matrix

$$\hat{R} \triangleq \text{E}\{YY^T\} \quad \text{(18)}$$

of the vectorized data, $Y_i$ is the $i$th received data block, and $E\{\cdot\}$ denotes the statistical expectation.

To improve the robustness of the receivers (16) against CSI errors, some more advanced robust receivers have been developed. These receivers are designed by considering the following error matrix

$$\Delta_1 \triangleq H_1 - \bar{H}_1 \quad \text{(19)}$$

where $H_1$ and $\bar{H}_1$ denote the actual channel matrix of the user-of-interest and its estimated value available at the receiver, respectively, and $\Delta_1$ denotes the CSI mismatch. In [3], a worst-case based robust receiver has been proposed, where the Frobenius norm of the error matrix is bounded by a known constant $\eta$

$$\|\Delta_1\|_F \leq \eta. \quad \text{(20)}$$

Here $\|\cdot\|_F$ denotes the matrix Frobenius norm. Then the worst-case based receiver is formulated as

$$\min_{w_k} w_k^T \hat{R} w_k \quad \text{s.t.} \quad \min_{a_k} w_k^T a_k(\bar{H}_1 + \Delta_1) \geq 1 \quad \text{(21)}$$

where $a_k(\bar{H}_1 + \Delta_1)$ is defined in the same manner as that in (12). The main modification of (21) with respect to (16) is that for each $k$, instead of requiring fixed distortionless response towards the single mismatched space-time signature $a_k(\bar{H}_1)$, in (21), such distortionless response is maintained by means of inequality constraints for a continuum of all space-time signatures given by the set

$$A(\eta) = \{ a_k(\bar{H}_1 + \Delta_1) \| \Delta_1 \|_F \leq \eta \}.$$  

The inequality constraint in (21) guarantees that the distortionless response is maintained in the worst case, i.e., for a particular vector in $A(\eta)$, which corresponds to the smallest value of $w_k^T a_k(\bar{H}_1 + \Delta_1)$.

However, it is difficult to determine $\eta$ in real world applications because its physical meaning in practice is not obvious. In addition, the worst-case scenario that was considered in [3] may occur with a very low chance in practice. Therefore, a chance constraint based robust receiver was proposed in [5], where the receiver is designed by considering the stochastic property of the CSI mismatch. This chance constraint based robust receiver design is formulated as

$$\min_{w_k} w_k^T \hat{R} w_k \quad \text{s.t.} \quad \Pr_{[\Delta]} \left[ w_k^T \left( a_k(\bar{H}_1) + e_k(\Delta_1) \right) \geq 1 \right] \geq 1 - \epsilon \quad \text{(22)}$$

where $\Pr_{[\Delta]} [\cdot]$ stands for the probability under the Gaussian distribution $\mathcal{G}$ and

$$e_k(\Delta_1) \triangleq a_k(\bar{H}_1) - a_k(\bar{H}_1). \quad \text{(24)}$$

According to [5], the entries of $\Delta_1$ are assumed to have uncorrelated Gaussian distribution, and we refer to (22)-(23) as the Gaussian robust receiver in our paper. We would like to mention that $p$ in [5] is replaced by $1 - \epsilon$ in (23), and $\epsilon$ is chosen according to quality-of-service (QoS) specifications in practice.
III. A DISTRIBUTIONALLY ROBUST LINEAR RECEIVER

Although the robust receiver in [5] explores the stochastic information of the channel, the exact distribution of the CSI mismatch is usually not available in practice. In most cases, we may only have partial information on the distribution of the CSI mismatch. Moreover, even the mismatch distribution is available, it may not be Gaussian. Motivated by this fact, in this section, we develop a distributionally robust linear receiver. Here, the concept of distributionally robust is from distributionally robust optimization, rather than knowing the exact distribution \( P \) of the channel, the exact distribution of the CSI mismatch. Moreover, even the mismatch distribution \( \Delta \), and second-order moments of the mismatch. In this paper, we may only have partial information on the distribution of the CSI mismatch. Hence, we formulate the problem using some properties of the Kronecker matrix product \( \otimes \) and using some properties of the Kronecker matrix product (11). We note that the last equality in (26) follows from the linearity of the receiver. Here, the concept of distributionally robust is from distributionally robust optimization in the literature. More specifically, the receiver design is based only on the first-order and second-order moments of the mismatch. In this paper, we assume that the mean and the covariance of \( \Delta \) under the distribution \( P \) is \( \mu \) and \( \Sigma \), respectively. In addition, we define a distribution set \( P \) as

\[
P = \{ P : E_P [\Delta] = \mu, \ E_P [(\Delta - \mu)(\Delta - \mu)^T] = \Sigma \}.
\]

(25)

The robustness is in the sense of finding the worst-case distribution among all the possible distributions in the distribution set \( P \) such that the chance constraint (23) is satisfied.

Using the notations of model (10), we can write

\[
e_k(\Delta_1) \triangleq a_k(H_1) - a_k(\hat{H}_1) = F_k \Delta_1 - F_k \hat{H}_1 = F_k \hat{\Delta}_1, \quad k = 1, \ldots, 2K
\]

(26)

and the last equality in (26) follows from the linearity of the underline operator (11). We note that \( e_k(\Delta_1) \) depends linearly on \( \Delta_1 \). Indeed, applying the underline operator (11) to (26) and using some properties of the Kronecker matrix product \([20]\), we have

\[
e_k(\Delta_1) = \begin{bmatrix} \text{vec}(\text{Re}(F_k \Delta_1)) \\ \text{vec}(\text{Im}(F_k \Delta_1)) \end{bmatrix} = \begin{bmatrix} \text{Re}\{I_M \otimes F_k\} & -\text{Im}\{I_M \otimes F_k\} \\ \text{Im}\{I_M \otimes F_k\} & \text{Re}\{I_M \otimes F_k\} \end{bmatrix} \begin{bmatrix} \text{vec}(\text{Re}(\Delta_1)) \\ \text{vec}(\text{Im}(\Delta_1)) \end{bmatrix} = \Psi_k \Delta_1
\]

(28)

where

\[
\Psi_k \triangleq \begin{bmatrix} \text{Re}\{I_M \otimes F_k\} & -\text{Im}\{I_M \otimes F_k\} \\ \text{Im}\{I_M \otimes F_k\} & \text{Re}\{I_M \otimes F_k\} \end{bmatrix}
\]

(29)

and \( \otimes \) denotes the matrix Kronecker product.

In view of (23), the single chance constraint is calculated based on the Gaussian distribution. However, in the context of distributionally robust optimization, rather than knowing the exact distribution \( P \), there are infinite number of possible distributions which all have the same mean and variance and belong to a distribution set \( P \) as defined in (25). By considering the worst-case robust philosophy, the corresponding distributionally robust receiver design can be formulated as

\[
\min_{w_k} \quad w_k^T R w_k
\]

s.t. \[
\inf_{P \in P} \Pr_P \left[ w_k^T \left( a_k(H_1) + \Psi_k \Delta_1 \right) \geq 1 \right] \geq 1 - \epsilon
\]

(30)

(31)

It is well-known [14] that chance constraint problem is usually non-convex and hence it is difficult to solve the optimization problem (30)-(31). In the following, we shall derive a tractable reformulation of the problem (30)-(31).

A popular treatment of chance constraints is using convex approximation. Among them, conditional value-at-risk (CVaR) is widely accepted as the tightest convex approximation according to [13]. CVaR is a special class of risk measure introduced in [11] and further discussed in [12] as a tractable alternative for solving value-at-risk (VaR) problems in financial applications. There are different definitions of CVaR. In this paper, we adopt the definition in [12] as follows. For a random variable \( \xi \), its CVaR under distribution \( P \) is defined as

\[
\mathbb{P} - \text{CVaR}_P \left[ \xi \right] = \inf_{\beta \in \mathbb{R}} \left\{ \beta + \frac{1}{\epsilon} \Pr_P \left[ \left( \xi - \beta \right)^+ \right] \right\}.
\]

Here, \( \mathbb{R} \) denotes the set of all real numbers and \( (a)^+ \) denotes \( \max(a, 0) \), respectively, where \( a \) is a real number.

In general, for the chance constraints like (23), CVaR can only provide a ‘best’ convex approximation. However, for the distributionally robust constraint like (31), it has been proved that the ‘worst-case’ CVaR constraint among all possible distributions is equivalent to the distributionally robust constraint on condition that the distributionally robust constraint function is either concave or quadratic in \( w_k \) [6]. Fortunately, we can justify that the problem (30)-(31) satisfies this condition with the following lemma (Theorem 2.2 in [6]).

**Lemma 1:** Let \( L : \mathbb{R}^K \rightarrow \mathbb{R} \) be a continuous loss function that is either concave in \( \xi \) or quadratic in \( \xi \). Then, the following equivalence holds.

\[
\inf_{P \in P} \Pr_P \left[ L(\xi) \leq 0 \right] \geq 1 - \epsilon \iff \sup_{P \in P} \mathbb{P} - \text{CVaR}_P \left[ L(\xi) \right] \leq 0
\]

(32)

where \( P \) is defined in (25).

Although CVaR is convex, it is difficult to calculate because the expectation involves multidimensional integration. Therefore, the evaluation of CVaR is computational prohibitive. However, the worst-case CVaR under the distributionally robust framework can be represented as an SDP from the following lemma (Theorem 21 in [6]).

**Lemma 2:** The feasible set

\[
\left\{ x \in \mathbb{R}^n : \sup_{P \in P} \mathbb{P} - \text{CVaR}_P \left[ y^T(x) + y^T(x)\xi \right] \leq 0 \right\}
\]

(33)

can be written as

\[
\left\{ x \in \mathbb{R}^n : \begin{bmatrix} M = \begin{bmatrix} 0, & \beta + \frac{1}{\epsilon} \text{Tr}(\Omega M) \leq 0, \\
\frac{1}{\epsilon} y^T(x) \end{bmatrix} \geq 0, \\
\frac{1}{\epsilon} y^T(x) \end{bmatrix} \geq 0 \right\}
\]

(34)

where

\[
\Omega = \begin{bmatrix} \Sigma + \mu \mu^T & \mu \\
\mu^T & 1 \end{bmatrix}
\]

(35)
\[ \Sigma \text{ and } \mu \text{ are defined as in (25), } y_0(x) \text{ and } y(x) \text{ depend affinely on } x, \text{ and } \text{Tr}(\cdot) \text{ denotes the matrix trace.} \]

Based on the results above, we can show that the problem (30)-(31) can be represented as an SDP problem and hence is computationally tractable.

**Theorem 1:** The problem (30)-(31) can be reformulated as the following conic optimization problem

\[
\begin{align*}
\min_{\tau, \beta, w_k, M} & \quad \tau \\
\text{s.t.} & \quad \|U w_k\| \leq \tau \\
& \quad \beta + \frac{1}{\epsilon} \text{Tr}(\Omega M) \leq 0 \\
& \quad M - \left[ \begin{array}{c} 0 \\ -\frac{1}{2} \Psi^T_k \Psi_k \\ 1 - \frac{1}{2} \Psi^T_k \Psi_k (\hat{H}_1) - \beta \end{array} \right] \succeq 0 \\
& \quad M \succeq 0
\end{align*}
\]

where \( \| \cdot \| \) denotes the Euclidean norm, \( \Omega \) is defined in (35), and \( M \in S_{2MN+1} \) means all the \( (2MN+1) \times (2MN+1) \) symmetric matrices.

**Proof:** In view of (31), we can see that \( L(\Delta_k) = 1 - w_k^T (a_k(\hat{H}_1) + \Psi_k \Delta_k) \) depends linearly on \( \Delta_k \), which also implies that \( L(\Delta_k) \) is concave in \( \Delta_k \). Thus, from Lemma 1, we know that (31) is equivalent to

\[
\sup_{P \in P} \text{CVaR}_{\epsilon} \left[ 1 - w_k^T (a_k(\hat{H}_1) + \Psi_k \Delta_k) \right] \leq 0
\]

where

\[
\text{CVaR}_{\epsilon} \left[ 1 - w_k^T (a_k(\hat{H}_1) + \Psi_k \Delta_k) \right] = \inf_{\beta \in \mathbb{R}} \left\{ \beta + \frac{1}{\epsilon} \text{Pr}_{P} \left( 1 - w_k^T (a_k(\hat{H}_1) + \Psi_k \Delta_k) - \beta \right)^+ \right\}
\]

Let \( y_0(w_k) = 1 - w_k^T a_k(\hat{H}_1) \) and \( y(w_k) = -\Psi^T_k w_k \). Clearly, \( y_0(w_k) \) and \( y(w_k) \) affinely depend on \( w_k \). Then, from Lemma 2, (41) can be rewritten as the constraints (38)-(40). Then, we take the Cholesky factorization of \( \hat{R} \) in (30), which yields

\[
\hat{R} = U^T U.
\]

By introducing a new decision variable \( \tau \), (30) can be rewritten in the epigraph form as that in (36)-(37). This completes the proof. \( \square \)

### A. Self-Interferences Suppression

For the distributionally robust receiver (36)-(40), both the self-interferences and MAI are suppressed by minimizing the output power in (36). However, according to [3] and [5], the performance of the distributionally robust receiver in (36)-(40) may degrade dramatically when the SNR is high. This is because when the SNR is high, the power of the self-interferences is high as well.

To suppress the self-interferences, some additional constraints are imposed in the formulation as follows

\[
\begin{align*}
\min_{w_k, \delta} & \quad w_k^T \hat{R} w_k + \|\delta\|^2 \\
\text{s.t.} & \quad \text{Pr}_{P} \left[ w_k^T \left( a_k(\hat{H}_1) + e_k(\Delta_k) \right) \geq 1 \right] \geq 1 - \epsilon \\
& \quad \text{Pr}_{P} \left[ \sigma_i \left( \frac{1}{2} a_i(\hat{H}_1) + e_i(\Delta_k) \right) \right] \leq \delta_i \geq 1 - \epsilon, \quad l = 1, \ldots, 2K, \ l \neq k
\end{align*}
\]

where \( \delta = [\delta_1, \ldots, \delta_k, \ldots, \delta_{2K}]^T \) is the \( (2K-1) \times 1 \) vector whose entries limit the contribution of self-interferences, and \( \sigma_i \) is the standard deviation of the waveform of the user-of-interest. In fact, \( \|\delta\|^2 \) is the power of self-interferences for the user-of-interest.

Similar to the distributionally robust receiver (30)-(31), we can derive the formulation of the distributionally robust version of (43)-(45) as follows

\[
\begin{align*}
\min_{w_k, \delta} & \quad w_k^T \hat{R} w_k + \|\delta\|^2 \\
\text{s.t.} & \quad \text{inf}_{P \in P} \left[ \text{Pr}_{P} \left[ w_k^T \left( a_k(\hat{H}_1) + e_k(\Delta_k) \right) \geq 1 \right] \right] \geq 1 - \epsilon \\
& \quad \text{inf}_{P \in P} \left[ \sigma_i \left| w_k^T \left( a_i(\hat{H}_1) + e_i(\Delta_k) \right) \right| \leq \delta_i \geq 1 - \epsilon, \quad l = 1, \ldots, 2K, \ l \neq k
\end{align*}
\]

Clearly, for each \( l \), the constraint (45) can be rewritten as

\[
\text{Pr}_{P} \left[ w_k^T \left( a_k(\hat{H}_1) + e_k(\Delta_k) \right) \geq \delta_i / \sigma_i \right] \geq 1 - \epsilon.
\]

Compared with (44), there are two inequalities in (45) to be satisfied. In fact, (45) is called joint chance constraint in stochastic optimization. Only when the distribution is log-concave, joint chance constraint is convex [14, 15]. Therefore, considering all the possible distributions in \( P \), the distributionally robust constraint (48) cannot be convex.

Here, we provide a tight convex approximation of (48) based on the results in [6]. In particular, we approximate (48) by the following constraint

\[
\text{Pr}_{P} \left[ \max \left\{ \alpha_{l,1} \left( w_k^T \left( a_l(\hat{H}_1) + e_l(\Delta_k) \right) - \delta_i / \sigma_i \right) \right\} \geq 1 - \epsilon \right]
\]

(50)

where \( \alpha_{l,1} \) and \( \alpha_{l,2} \) are positive numbers. It has been shown by [14] that the feasible set of (50) is a subset of (48).

To proceed further, we need the following result (Theorem 3.3 in [6]).

**Lemma 3:** For any fixed \( x \in \mathbb{R}^n \), \( y_i : \mathbb{R}^n \rightarrow \mathbb{R}^k \), and \( \alpha_i \), the feasible set of

\[
\text{Pr}_{P} \left[ \max_{i=1,2,...,m} \left\{ \alpha_i \left( y_i^0(x) + y_i^T(x) \xi \right) \right\} \leq 0 \right] \geq 1 - \epsilon
\]

equivalent to the following SDP representable set

\[
\left\{ \begin{array}{c}
\beta_i + \frac{1}{\epsilon} \text{Tr}(\Omega M_i) \leq 0, \ M_i \succeq 0 \ \\
0 \leq \frac{1}{2} \alpha_i y_0 i(x) - \frac{1}{2} \alpha_i y_i^T(x) \ \\
\end{array} \right\}
\]

Now we give a tight SDP approximation of the problem (46)-(48) with the following theorem.

**Theorem 2:** The distributionally robust receiver with self-interferences suppression (46)-(48) can be approximated by the SDP optimization problem (51)-(59) shown at the top of the next page, where the decision variables are \( \tau, \beta_0, \beta_{l,1}, \beta_{l,2}, w_k, M_0, M_{l,1}, M_{l,2}, \alpha_{l,1}, \alpha_{l,2}, \delta \).
\[
\begin{align*}
\min & \quad \tau + ||\delta||^2 \\
\text{s.t.} & \quad ||U w_k|| \leq \tau \\
& \quad \beta_0 + \frac{1}{c} \text{Tr} (\Omega M_0) \leq 0 \\
& \quad \beta_l + \frac{1}{c} \text{Tr} (\Omega M_{l,1}) \leq 0, \quad l = 1, \ldots, 2K, \quad l \neq k \\
& \quad \beta_l + \frac{1}{c} \text{Tr} (\Omega M_{l,2}) \leq 0, \quad l = 1, \ldots, 2K, \quad l \neq k \\
M_0 - & \begin{bmatrix}
0 \\
-\frac{1}{2} w_k^T \Psi_k \\
1 - w_k^T a_k (H_1) - \beta_0
\end{bmatrix} \geq 0, \quad M_0 \geq 0 \\
M_{l,1} - & \begin{bmatrix}
0 \\
\frac{1}{2} \alpha_{l,1} w_k^T \Psi_l \\
\alpha_{l,1} (w_k^T a_l (H_1) - \delta_l / \sigma_1) - \beta_{l,1}
\end{bmatrix} \geq 0 \\
M_{l,2} - & \begin{bmatrix}
0 \\
-\frac{1}{2} \alpha_{l,2} w_k^T \Psi_l \\
\alpha_{l,2} (-w_k^T a_l (H_1) - \delta_l / \sigma_1) - \beta_{l,2}
\end{bmatrix} \geq 0 \\
M_{l,1} & \geq 0, \quad M_{l,2} \geq 0, \quad l = 1, \ldots, 2K, \quad l \neq k
\end{align*}
\]  

Using (60) and (64), the left-hand side of the \(l\)th constraint in (45) can be lower bounded as
\[
\Pr_{[\theta]} \left\{ \sigma_1 \left| w_k^T (a_l (\hat{H}_1) + e_l (\Delta_1)) \right| \leq \delta_l \right\} = 1 - \Pr_{[\theta]} \left\{ \sigma_1 \left| w_k^T (a_l (\hat{H}_1) + e_l (\Delta_1)) \right| \geq \delta_l \right\} \\
\geq 1 - \frac{\sigma_l^2}{\delta_l^2} w_k^T (a_l (\hat{H}_1) a_l^T (\hat{H}_1) + a_l (\hat{H}_1) \mu^T \Psi_l^T + \Psi_l \mu a_l^T (\hat{H}_1) + \Psi_l (\Sigma + \mu^T) \Psi_l^T) w_k. 
\]  

Replacing all the constraints in (45) by their lower bounds (65), we obtain the following set of constraints
\[
\frac{\sigma^2}{\epsilon} w_k^T (a_l (\hat{H}_1) a_l^T (\hat{H}_1) + a_l (\hat{H}_1) \mu^T \Psi_l^T + \Psi_l \mu a_l^T (\hat{H}_1) + \Psi_l (\Sigma + \mu^T) \Psi_l^T) w_k \leq \delta_l^2, \\
l = 1, \ldots, 2K, \quad l \neq k. 
\]  

The constraints in (66) are referred to as safe approximations of the original constraints in (45), meaning that the constraints in (66) are stricter than those in (45). Therefore, the constraints in (45) always hold true provided that those in (66) are satisfied.

For the sake of simplicity, we further approximate the constraints in (66) by summing them together to obtain a single constraint of the following form
\[
\begin{align*}
w_k^T Q_k w_k & \leq ||\delta||^2 \\
\text{where} & \\
Q_k & \triangleq \frac{\sigma^2}{\epsilon} \sum_{l=1,l \neq k}^{2K} [a_l (\hat{H}_1) a_l^T (\hat{H}_1) + a_l (\hat{H}_1) \mu^T \Psi_l^T + \Psi_l \mu a_l^T (\hat{H}_1) + \Psi_l (\Sigma + \mu^T) \Psi_l^T].
\end{align*}
\]  

Substituting the left-hand side of (67) into the objective function (43) instead of the term \(||\delta||^2\), we can eliminate the constraint (67) from the final optimization problem. Then, the new objective function can be written as
\[
w_k^T (\hat{R} + Q_k) w_k. 
\]
TABLE I: Computational Complexity of the Gaussian Robust Receiver [5] and the Distributionally Robust Receiver (70)-(74)

<table>
<thead>
<tr>
<th>Receiver</th>
<th>[5]</th>
<th>(70)-(74)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Complexity order</td>
<td>$O(M^2P^s)$</td>
<td>$O(M^{k+1}P^s)$</td>
</tr>
</tbody>
</table>

The final optimization problem which approximates the original problem (43)-(45) can be written as the following second-order cone programming (SOCP) problem

$$\min_{\tau, \beta, \omega_k, M} \tau$$

s.t. $$\|Z_k \omega_k\| \leq \tau$$

$$\beta + \frac{1}{\epsilon} \text{Tr} (\Omega M) \leq 0$$

$$M - \begin{bmatrix} 0 & -\frac{1}{2} \Psi_k^T \omega_k \\ -\frac{1}{2} \Psi_k \omega_k^T & 1 - \omega_k^T \alpha_k (H_1) - \beta \end{bmatrix} \succeq 0$$

$$M \succeq 0$$

(75)

where

$$\tilde{R} + Q_k = Z_k^T Z_k$$

is the Cholesky factorization of $$\tilde{R} + Q_k$$, and $$\tau$$ is a new variable such that $$\|Z_k \omega_k\| \leq \tau$$.

We observe that only $$4K$$ LMIs are involved in the computation of designing a distributionally robust self-interferences suppression receiver, which is much less than $$(4K - 1) \times 4K$$ in the receiver (51)-(59). Therefore, the receiver (70)-(74) is much easier to be implemented in practice. We compare the computational complexity of the Gaussian robust receiver [5] and the proposed receiver (70)-(74) in Table I according to the results in [21]. Here, for simplicity we assume $$T = N$$. It can be seen from Table I that the proposed receiver has a higher computational complexity than the Gaussian robust receiver. It will be seen in the next section that the proposed receiver has a better symbol-error-rate (SER) performance than the Gaussian robust receiver, such performance-complexity trade-off is interesting for practical multi-access space-time block coded MIMO systems.

IV. SIMULATIONS

We consider an uplink cellular communication system with $$I$$ transmitters each equipped with $$N$$ antennas and a single receiver equipped with $$M$$ antennas. The interfering transmitters use the same STBC as the transmitter-of-interest. The block length is $$T$$. The interference-to-noise ratio (INR) is equal to 20 dB and the QPSK modulation scheme is used. The MIMO channel between the $$i$$th transmitter and the receiver is assumed to be quasi-static Rayleigh flat fading, and $$\rho = 1 - \epsilon = 0.95$$ is taken for the proposed distributionally robust receiver and the Gaussian robust receiver all through our simulations. For each example, a Monte-Carlo simulation of 1000 runs is performed.

The following receivers are compared in terms of SERs: the proposed distributionally robust receiver (70)-(74), the Gaussian robust receiver [5], the worst-case optimization-based robust receiver [3] with the parameter $$\eta = 6\sigma_h$$, the DLMV receiver [5] with the DL factor $$\nu = 10\sigma_h^2$$ (where $$\sigma_h^2$$ is the noise variance), the MF receiver, and the ‘informed’ MV receiver [5]. Note that the latter receiver does not correspond to any practical situation and is included in our simulations for the sake of comparison only. The distributionally robust receiver (36)-(40) and the Gaussian robust receiver (22)-(23) are not considered here since their performance will degrade when the SNR increases according to [5], [3]. This is because the self-interferences are not suppressed as mentioned in Section III-A.

In our first example, we set $$I = 2$$, $$N = K = T = 2$$, $$M = 8$$, and $$J = 35$$. Fig. 1: Example One. Alamouti’s code, i.i.d. Gaussian CSI mismatch, $$I = 2$$, $$N = K = T = 2$$, $$M = 8$$, and $$J = 35$$. (b) $$\sigma_h^2 = 0.5$$. 
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and are much superior than the other receivers. Among the advanced receivers, the Gaussian robust receiver performs slightly better than the other two receivers. However, when we increase $\sigma_h^2$ to 0.5, we observe from Fig. 1b that the proposed distributionally robust receiver performs better than the Gaussian robust receiver. It implies that the proposed receiver appears to be more robust in the case of large CSI mismatch. In addition, we also observe from Fig. 1b that the performance degradation is severe for the worst-case based receiver in such situation.

In the second example, we set $I = 2$, $N = K = T = 2$, $M = 8$, $J = 35$, $[H_{i,j}]_{n,m} \sim \mathcal{CN}(0,1)$, and test all the receivers in non-Gaussian CSI mismatch scenarios. The Alamouti’s code is used in this example. Firstly, we consider the Gaussian mixture model, which is widely used to approximate the non-Gaussian noise in communication channels [23]. The probability density function (pdf) of $[\Delta_i]_{n,m}$ is given as

$$f\left([\Delta_i]_{n,m}\right) = \sum_{l=1}^{L} \frac{\lambda_l}{\pi \sigma_{h,l}^2} \exp\left\{-\frac{[\Delta_i]_{n,m}^2}{\sigma_{h,l}^2}\right\}$$  \hspace{1cm} (76)

where $\sum_{l=1}^{L} \lambda_l = 1$. According to [23], (76) is a spherically symmetric, bivariate pdf for the complex-valued random variable $[\Delta_i]_{n,m}$. In particular, for the case of $L = 2$, it is a typical model for impulsive noise if $\sigma_{h,2} \gg \sigma_{h,1}$ and $\lambda_2 < \lambda_1$. Fig. 2a shows the receiver SERs versus the SNR for a CSI mismatch scenario with $\sigma_{h,1}^2 = 0.3$, $\lambda_1 = 0.9$, $\sigma_{h,2}^2 = 5$, and $\lambda_2 = 0.1$, while Fig. 2b displays the receiver SERs versus SNR for the CSI mismatch environment where $\sigma_{h,1}^2 = 0.3$, $\lambda_1 = 0.9$, $\sigma_{h,2}^2 = 10$, and $\lambda_2 = 0.1$. Similarly, Fig. 2c and Fig. 2d show the SERs versus the SNR where the Gaussian mixture model has the setting with $\sigma_{h,1}^2 = 0.5$, $\lambda_1 = 0.9$, $\sigma_{h,2}^2 = 5$, $\lambda_2 = 0.1$ and $\sigma_{h,1}^2 = 0.5$, $\lambda_1 = 0.9$, $\sigma_{h,2}^2 = 10$, $\lambda_2 = 0.1$, respectively. In Fig. 2, it shows that the proposed robust receiver has the best performance among all the receivers. We also observe that
the performance gain of the proposed receiver is more obvious in the case where $\sigma_{n,2}$ is larger. An interesting phenomenon is that the worst-case based receiver experiences a severe performance degradation when $\sigma_{n,2}$ increases.

Secondly, a Laplacian CSI mismatch [24] is considered with zero-mean and variance of $\sigma_{n,2}$. The pdf of $[\Delta_i]_{n,m}$ is given by

$$f ([\Delta_i]_{n,m}) = \frac{1}{\sigma_{h}} \exp \left\{ -\frac{2}{\sigma_{h}} \left( |\text{Re}([\Delta_i]_{n,m})| + |\text{Im}([\Delta_i]_{n,m})| \right) \right\}.$$  

We set $\sigma_{h}^2 = 0.3$ and plot SERs versus the SNR in Fig. 3. The performance of the proposed receiver is better than other receivers as shown in Fig. 3. In the third example, we use a higher rate LD code in [18]. In particular, we set $I = 2$, $N = T = 2$, $K = 4$, $M = 16$, and $J = 70$. Thus, the rate of this code $K/T = 2$ is higher than that of the Alamouti’s code where $K/T = 1$. In this code, $C_k$, $k = 1, 2, 3, 4$, are chosen as

$$C_1 = \frac{1}{\sqrt{2}} \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix}, \quad C_2 = \frac{1}{\sqrt{2}} \begin{bmatrix} 0 & 1 \\ 1 & 0 \end{bmatrix},$$  

$$C_3 = \frac{1}{\sqrt{2}} \begin{bmatrix} 1 & 0 \\ 0 & -1 \end{bmatrix}, \quad C_4 = \frac{1}{\sqrt{2}} \begin{bmatrix} 0 & 1 \\ -1 & 0 \end{bmatrix} \quad (77)$$  

and $D_k = jC_k$, $k = 1, 2, 3, 4$. In Fig. 4, we plot SERs versus the SNR with a Gaussian mixture CSI mismatch (76) where $\sigma_{h,1}^2 = 0.3$, $\lambda_1 = 0.9$, $\sigma_{h,2}^2 = 10$, and $\lambda_2 = 0.1$ (the same settings as those in Fig. 2b). Compared with Fig. 2b, we observe that the SERs of all receivers increase in Fig. 4. The can be interpreted by the typical trade-off between the coding rate and SER in space-time block coded MIMO systems. Nevertheless, it can be seen from Fig. 4 that the proposed robust receiver still yields the lowest SER among all receivers tested.

In the fourth example, we consider a scenario where the channel elements are not i.i.d. The spatial correlation of
Comparing Fig. 5a with Fig. 5b, the trade-off between Nevertheless, seen from Figs. 5a and 5b, the distributionally similar to the point-to-point case and K

$J = 2$

The worst-case based receiver is shown to be sensitive to the CSI mismatch with a large variance.

V. CONCLUSIONS

A distributionally robust receiver design is proposed in this paper. The proposed receiver works better than the existing receivers in most cases in our simulations. The advantage of the proposed receiver is more obvious for the situation where the variance of the CSI mismatch is large. The worst-case based receiver is shown to be sensitive to the CSI mismatch with a large variance.
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