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PREFACE 

 

Slope stability is one of the most sophisticated and challenging problems for all 

disciplines of mining and geotechnical engineering. Over the recent decades, 

substantial progress in the knowledge and practice concerning slope analysis has 

been made. Surface failure is both a natural and artificial phenomenon, with little 

information known regarding the mechanisms behind this failure. The importance of 

slope stability analysis has increased because of a significant increase in the 

frequency and consequence of natural hazards.  

In this thesis, the necessity of the subject area is presented in Chapter 1. New 

developments are presented in Chapter 2 that focuses on the latest knowledge, 

experiences and practices that have been introduced, highlighting several recent 

developments in slope stability analysis. There has been a gradual increase in the 

power of computers and significant progress has been made in the development of 

specialised software based on various methods of slope stability analysis under 

dynamic and static conditions. In this chapter, a list of different types of slope 

stability software is described, including a discussion on their advantages and 

limitations. This opens new windows to the potential capabilities embedded in the 

image processing methods that are beyond traditional software programs. Thus, a 

complete description of experimental attempts for shallow failures studies with 

imaging methods are presented in Chapter 3. 

Techniques such as image processing can help researchers analyse and synthesise 

temporal and spatial data based on the parameters influencing slope stability, with it 

being necessary for analysers to be aware of new developments. Based on the key 

importance of uncertainty in slope stability analysis, an increasing role for image 

processing techniques is ensured. Image processing techniques are crucial for both 

regional and site-specific studies focusing on slope stability analysis. This thesis 

employs one of the most popular image processing techniques, so-called partial 

image velocimetry (PIV), to undertake slope stability investigations as presented in 

Chapter 4, which shows results and discussion from the experiments. The 

conclusions obtained from these results are shown in Chapter 5 and 

recommendations for further research involving this technique are discussed in 

Chapter 6.  
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1. INTRODUCTION   

1.1. Statement of Problem 

From the beginning of civilisation, humans have deliberately attempted to discover 

more stable areas for their domiciles. With rapid expansion of population size and 

industrialisation, a sharp increase in establishing infrastructure, such as railways, 

highways, and roads, has been necessary. To facilitate such developments, human-

made cut and fill slopes are ineluctable during the construction process. In the 

majority of cases, the slopes strongly facilitate the convenience of humans, whereas 

in other situations, past disasters related to geo-technological problems has been 

closely related to slope instability.  

Soil landslides are known as one of the most common geohazard phenomena in the 

world, particularly in zones with residual soils that have high potential for sliding. 

This phenomenon is a crucial problem in many parts of the world because it might 

damage houses, jeopardise continuity of mining activities, destroy roads, prevent 

road development projects from continuing, and even harm people and/or lead to loss 

of life. To protect lives and properties, it is necessary to discover affected area 

resulting from the failures (Chen et al., 2011). Furthermore, it can effectively help 

authorities to accomplish prevention measures and mitigate risk of failure or 

establish early warning systems.  

According to the key importance associated with slope stability analysis, different 

models have been developed. The first mathematical model for slope stability 

calculation was stated by a French engineer Alexander Collin (1846), after which an 

influx of new techniques on slope stability analysis occurred. Several techniques 

such as Taylor and Wood’s (1937) model utilised stability charts to evaluate slope 

stability conveniently and efficiently, while other techniques such as Bishop’s (1955) 

Simplified Method of Slices employed equilibrium of moments. Following this, 

progress was made by Morgenstern and Price (1965) to consider the equilibrium of 

moments and forces simultaneously. Parallel inter-slice forces were then considered 

by Spencer (1967) with computations, and Janbu (1973) who refined the circular slip 

to be a generalised slip surface. In addition, several models have been developed to 
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simulate the impact of the friction angle and the fall height of materials on the 

collapsed volume of soil (Hsü, 1975; Scheidegger, 1973). The factor of safety (FOS) 

in slope stability analysis is typically employed by researchers to reflect the stability 

of the soil slope. This factor is defined as the ratio of the ultimate shear strength 

divided by the mobilised shear stress at incipient failure (Cheng & Lau, 2008). A 

slope is considered unstable if the FOS is less than one.  

However, these models often formulate a failure phenomenon with low accuracy or 

high vagueness because of the complexity of factors influencing the soil slope 

stability; therefore, conventional models neglect to apply all available information. 

Consequently, they inaccurately estimate the FOS because of limited information. 

The merit of using the particle image velocimetry (PIV) technique is that it 

formulates a failure by utilising exactly the optical features of the soil slope instead 

of using analytical and mathematical equations. An initial review of the applications 

of the PIV technique was investigated by Adrian (1991), which focused on 

velocimetry measurements in the field of fluid mechanics. 

The PIV procedure has emerged as a strong and robust tool for analyses of 

displacement. In the present thesis, a comprehensive comparison between different 

procedures is conducted by utilising identical safety factors from the PIV technique. 

This approach makes it possible to compare the PIV results with those of other 

techniques.  

Despite the fact that the PIV has several drawbacks and limitations, this method is 

broadly employed in practice. The majority of conventional procedures are two-

dimensional (2D), which assume that the failure surfaces are infinitely wide and that 

the three-dimensional (3D) shear forces are negligible in comparison with the overall 

resisting and driving forces. The main reason for the popularity of 2D procedures 

like Bishop’s (1955) model, which is based on vertical slices, has arisen from two 

useful simplifications: (i) the base of each slice passes through just one type of 

material, and (ii) the slices are narrow enough so the slip surface at the base of each 

slice can be formulated by a straight line (Akhtar, 2011). Nevertheless, some slope 

failures have a 3D geometry and are not infinitely wide. Therefore, from a theoretical 



 Page 3 
 
 

 

 

point of view, applying a 2D procedure to a 3D problem is conservative for 

engineering practice.  

Previous research has demonstrated that the FOS yields from 3D procedures are 

generally greater than that from 2D ones (Cavoundis, 1987; Hungr, 1987; 

Hutchinson & Sarma, 1985), when everything else is equal (Duncan, 1996). Since 

the shear forces along the two sides of the slide mass are ignored in the analysis of 

the 2D procedures, these processes might calculate the FOS sufficiently. 

Nonetheless, in the case of back analyses of slope failures, the results arising from 

2D procedures can be significantly different from back-calculated shear strength 

(Stark & Eid, 1998). Therefore, 3D procedures can be important in situations where: 

(i) slopes are formed by corners or ridges (Giger & Krizek, 1975; Hungr et al., 1989), 

(ii) slopes have extra loads (Baligh & Azzouz, 1975; Hungr et al., 1989), (iii) slopes 

have asymmetry and faults (Stark & Eid, 1998), and (iv) slopes are curved in plan 

(Baligh & Azzouz, 1975).  

Despite the importance of 2D analyses and the widely accepted 2D procedures, only 

a small amount of corresponding software has been developed, with the majority of 

these computer programs inferior in practice. However, the accuracy of the 2D 

analyses strongly depends on the degree to which the analysis reflects soil properties 

and slope geometry.  

The main aim of this thesis was to investigate the capability of an image processing 

technique, namely PIV, in characterisation of the behaviour of infinite soil slopes and 

evaluation of their stability. The soil samples included in the study were loose sand 

having varying clay content that were utilised to investigate fine particles effects. As 

such, different compositions including without bentonite, 5% bentonite, 10% 

bentonite, 15% bentonite, and 20% bentonite were examined. The main aim of the 

research was to immediately and effectively detect and trace the threshold and shape 

of failures to reduce their adverse effects on slope movements. 
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1.2. Aims and Objectives  

The main aims and objectives of this research are:  

 To establish a pilot plant to accomplish the required images of shallow slope 

stability issues within loose dry sands or sands with clay soils. 

 To define a platform for repeatable and traceable tests.  

 To determine in detail micro failures in terms of their accurate shapes, 

distribution and velocities by using PIV for minor movement and particle size 

analysis.  

 To develop an approach that generates digital data from running the captured 

movies of slope failure in a 2D scale.   

 To understand the importance of micro failures in shallow slope stability 

issues by utilising statistical investigations.   

1.3. Scope of Work 

To achieve these aims and objectives, the following main tasks were performed: 

 Review soil slope stability methods. 

 Study soil properties and geometry of shallow slope failures to track the 

different statuses of surfaces that should be considered for modelling.   

 Convert the images into numerical codes using MATLAB software.  

 Verify the accuracy of the PIV model and code against real case. 

 Compare the soil slope stability analyses resulting from the PIV technique 

with those obtained from conventional procedures.  

 Study the model designed by the PIV technique.  

 Analyse the threshold of failures for planar or shallow slopes.  

         

The remainder of this thesis is organised as follows: 

Chapter 2 provides a literature review of existing soil slope stability procedures. 

Chapter 3 establishes an apparatus design or pilot plant for acquiring the 

experimental data. 
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Chapter 4 presents the results of the failure surfaces using PIV method, analyses 

the impact of shear forces on soil slope stability and discusses the findings. 

Chapter 5 summarises the conclusions obtained from the PIV technique. 

Chapter 6 illustrates the research contributions and provides directions for future 

studies. 

Chapter 7 contains the reference list, resource information and links.   

Chapter 8 contains the appendixes: 

Appendix A presents a description of the computer code. 

Appendix B shows the SPSS output for test: A0-1 and sample: S-D, for 

intervals of 20 frames.  

Appendix C contains the Material: sand and bentonite, specifications. 

Appendix D shows a test report sheet 
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2. LITERATURE REVIEW 

2.1. Introduction 

Analysis of slope stability is a key but risky component of civil and mining 

engineering. The experience of the failure surfaces can teach important lessons to not 

only understand the causes of failure but also comprehensively evaluate the slope 

stability. Therefore, methods with high capabilities of modelling sophisticated 

systems have been developed. Over recent decades, a gradual increase in the power 

of computers has occurred and significant progress in the development of technical 

analysis software based on both conventional and modern techniques of slope 

stability analysis has taken place.  Nonetheless, the selection of the proper technique 

for slope stability assessment is crucial. To achieve this aim, a set of failure 

observations and field studies is required to determine failure mechanisms to select 

the most appropriate technique for the analysis.  

Slope stability techniques can be categorised into seven sub-sections, consisting of 

limit analysis, limit equilibrium methods (LEM), numerical modelling, empirical 

design, physical model tests, probabilistic methods, and image processing 

techniques.  

An extensive review of the literature pertaining to the present research on slope 

stability techniques is illustrated in this chapter. 

2.2. Limit Analysis 

For a precise result, the equilibrium and compatibility of the slope need to be 

simultaneously taken into account. This means that the constitutive equations of the 

material, strain compatibility equations, differential equations of equilibrium, and 

boundary conditions of the problem under consideration are required. The limit 

analysis models a slope stability problem by utilising the concept of the stress-strain 

relationship based on the assumption that the soil is a rigid structure. Without 

handling a systematic elasto-plastic analysis, many problems can be solved using this 

analysis (Cheng & Lau, 2008), and the bound formulas of traditional plasticity 

concept are applied (Drucker et al., 1951). 



 Page 7 
 
 

 

 

Based on the principal concepts of limit analysis, an upper bound solution assumes 

the failure mechanism is systematically admissible; whereas, a lower bound solution 

undertakes the mechanism is statically admissible. In addition, control variables are 

employed to optimise the objective function. Early attempts of limit analysis were 

made based on systematic or direct algebraic techniques to discover the solutions for 

analysing the slope stability with the help of soil profile and simple geometry (Chen, 

1975). However, for most practical problems, these techniques could not discover the 

solutions. Therefore, slice techniques have been employed for analysing the upper 

bound limit (Donald & Chen, 1997). 

A combination of both theorems provides a strict bound on the failure include 

mechanism. According to the potential application of the method, an extraordinary 

amount of research has been conducted, including Zhao et al. (2016) who utilised the 

pseudo-static method and the upper bound limit analysis technique to calculate the 

seismic factor of safety of homogeneous slopes while considering cracks subjected to 

seismic loading. Gao et al. (2015) presented a kinematic method of limit analysis to 

assess the influence of the nonlinear failure envelope on 3D stability analysis of 

homogenous slopes. Lim et al. (2015) used the finite element upper and lower bound 

limit analysis approach to evaluate 3D slope stability of two-layered undrained clay 

slopes, while Tschuchnigg et al. (2015) performed slope stability analyses by 

combining the LEMs and limit analyses to take advantage of both methods. Nian et 

al. (2016) conducted slope stability analysis based on a technique that integrated the 

kinematic theorem of limit analysis with strength reduction concept, while Tang et 

al. (2015) used the upper bound limit analysis theory to analyse slope stability. The 

impacts of 3D conditions on reinforced structure stabilised were considered by Gao 

et al. (2016) who utilised a limit analysis approach to determine the length of 

reinforcement and the required strength. A nonlinear failure criterion based on an 

upper bound analysis finite element method (FEM) for assessing slope stability was 

developed by Yang and Chi (2013).  

A new failure mechanism using the upper bound limit analysis was proposed by 

Huang et al. (2013) to evaluate the stability of slopes with weak interlayers. Liu et al. 

(2011) utilised the upper bound limit analysis to obtain the safety factor using 
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nonlinear constrained optimisation. Although the lower and upper bound limit 

analysis can bound the true failure load, this method cannot predict the displacement 

of the slope (Liu et al., 2011). 

 

2.2.1. Method Based on the Extremum Principle 

The determination of the inter-slice force function by the user before the analysis 

process is the most critical limitation of the LEM. Therefore, lower bound techniques 

have been developed. These techniques state that any statically admissible stress 

field not exceeding the yield will be a lower bound of the final condition (Cheng & 

Lau, 2008). However, because of redistributing the internal forces to prevent failure, 

stability analysis of the soil mass leads to a maximum safety factor for any surface 

failure. This is known as the extremum principle or maximum variational. 

Conversely, for any given slip surface, the most likely slip surface is connected with 

the minimum safety factor. This is known as the minimum variational or extremum 

principle, corresponding to the upper bound method (Cheng & Lau, 2008). Two 

techniques have been developed for the implementation of the maximum extremum 

principle having different local and single factor of safeties.  

The extremum principle technique has been applied by different researchers. Cheng 

et al. (2013) utilised the limit equilibrium formulations by using the extremum 

principle and the external and internal components to bearing capacity and slope 

stability issues. Xiao et al. (2011) determined potential slip surfaces in soil slopes by 

combining limit equilibrium theory and numerical analysis in the form of a precise 

method. To achieve this, the extremum principle and Coulomb’s strength principle 

based on the ratio of the shear strength to the shear stress at any point were applied to 

compute the direction of the critical slip surface at that point in a slope. However, 

this technique is unable to investigate the displacement of the slope (Xiao et al., 

2011). 

2.3. Limit Equilibrium Method (LEM) 

The most general method in slope stability analysis is the LEM (Cheng & Lau, 

2008). Based on the primary concept of the LEM, a division process of the sliding 
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mass into sections is required to compute a safety factor for a specific failure, which 

is known as the method of slices. To compute the driving or resisting force or 

moment, equilibrium conditions are performed for each slice. The summation of the 

values pertaining to all resisting and driving moments and forces are calculated for 

the computation of the total factor of safety. The ratio between these two sums can 

be defined as the safety factor, F : 

(  )

(  )

resisting forces
F

driving forces
 


 2-1 

The merit of using a FOS is that the slope stability is clearly calculated by a 

numerical value. Based on the safety factor equation, failure is possible when a FOS 

of less than one is obtained. A total FOS less than one, calculated by different failure 

surfaces or several potential failure modes, indicates that the slope could fail.  

Based on the classical concepts of soil slope stability, the FOS is usually constant 

along the slip surface. Hence, the average value is utilised instead of the actual one, 

which might fluctuate along the failure surface. Several models have been introduced 

to formulate the FOS where this factor can change along the slip surface. A 

procedure based on the framework of the LEM for determining a variable FOS in 

analysing the slope stability was proposed by Chugh (1986). However, this model 

follows a process that employs several assumptions that have no strong theoretical 

background.  

Conventionally, failure computations are based on the assumption that defines a 

circular failure. Although this assumption is accurate for many homogenous soils, the 

assumption cannot be accurate in many real world situations where soil is 

heterogeneous or a complex geometry is formed. In such situations, noncircular 

failures are much more likely. Several methods have been developed for computation 

of FOS by applying the slicing process. The LEM has been employed by different 

researchers, including Agam et al. (2016) who determined the impact of varying 

parameters values on the safety factor by using Spencer's and General Limit 

Equilibrium methods of slices and Mohr-Coulomb failure criterion, while Zhou and 

Cheng (2015) analysed the stability and the displacement of 3D creeping slopes 

using a novel displacement-based rigorous limit equilibrium method. 
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A new method combining the rigorous LEM and the pseudo-dynamic method was 

proposed by Zhou and Cheng (2014) to investigate stability of 3D seismic landslides, 

in which the force equilibrium conditions along three coordinate axes and the overall 

moment equilibrium conditions around three coordinate axes were all strictly 

satisfied. In an earlier study, Zhou and Cheng (2013) utilised inter-column forces 

based on six equilibrium conditions to develop the rigorous limit equilibrium column 

method, which includes three directional moment equilibrium conditions around 

three coordinate axes and three directional force equilibrium conditions along 

coordinate axes. Conti and Viggiani (2013) described a new pseudo-static limit 

equilibrium approach for analysis and design of cantilevered retaining walls for 

seismic loading, while Shamsabadi et al. (2013) estimated seismic earth pressures 

due to earthquake-induced pseudo-static body forces by using a method of slices.  

Wei et al. (2009) applied the LEM and the strength reduction method to analyse 3D 

slope stability for several cases LEMs can be divided into three main techniques, 

including the Swedish circle method (SCM), methods of slices, and noncircular 

methods. However, there is not one codified rule to demonstrate which method is the 

best; however, it is generally true that noncircular methods are better because they 

consider the internal forces more carefully. There is a general principle that the 

noncircular methods will usually be better than the others are because it considers 

more carefully the internal forces. Despite some differences between these methods, 

many researchers have discovered that the results obtained are approximately the 

same (Cheng et al., 2008; Morgenstern, 1992).  

 

2.3.1. Swedish Circle Method (SCM) 

The SCM was established on the assumption that the failure surface is a circular and 

the FOS is calculated by summing the moments about the centre of the circle. This 

method, which was first applied by Petterson in 1916 and formalised by Fellenius in 

1992 (Duncan et al., 2014), assumes that the friction angle is equal to zero. 

Otherwise, the shear strength, mathematically shown as the following equation, only 

results from cohesion ( 0   dc  ): 
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tand dc     2-2 

where, 

d

c
c

F
  2-3 

and 

tan
tan d F

   
2-4 

The variables dc and d represent the developed cohesion and friction angle, 

respectively; c and  are the cohesion and friction angle for the soil, respectively; 

and  is the total normal stress on the shear plane. The SCM is an appropriate tool 

for analysing short-term stability of both homogeneous and heterogeneous slopes 

(Duncan et al., 2014).  

 

2.3.2. Infinite slope failures 

Shallow landslides are a type of slope failure that might be induced by rainfall 

infiltration, which causes changes in total suction (i.e. the sum of matric and osmotic 

suctions) and soil properties, such as soil shear strength and pore fluid (e.g. air, 

water, and dissolved air in water and menisci) properties, in a process where the 

mechanism of change (from unsaturation to saturation and back to unsaturation) is 

still not clearly understood. Extensive studies completed by numerous researchers 

have occurred over the years, both in the field and in the laboratory (Abramson, 

2002, pp. 658–659). 

A few standard codes have been developed to analyse shallow slope stability. The 

country of Los Angeles developed a well-known set of standard codes as follows: 

܁۽۴ ൌ
ܿᇱ ൅ ሺߛ௧ െ ′ߔtan	ߙଶݏ݋௪ሻȥ௪ܿߛ

௧ȥ௪ߛ sin ߙ cosߙ
 2-5 

Where 

 ܿᇱ = the effective cohesion; ߔ′ = the effective friction angle; ȥ௪ = the vertical depth 

of saturated soil;  = the unit	௪ߛ ௧ = the total unit weight; andߛ ;the slope angle = ߙ	

weight of water. 
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If cohesion is neglected, then: 

2.3.3. Methods of Slices 

For the methods of slices, a number of solution techniques have been developed. The 

primary difference among all techniques arises from the equations of the considered 

statics, the included interslice normal and shear forces, and the presumed correlation 

between the inner slice forces (Krahn, 2003). A typical slice in a potential sliding 

mass with the forces acting on the slice is depicted in Figure 2-1. The real number of 

slices that is utilised is based on geometry and profile of slope earthfill (Duncan et 

al., 2014). 

 
Figure 2-1: Slices and Forces in a Sliding Mass 

A number of the methods of slices formulate a slope stability problem focused on the 

assumption that the slip surface is a circular slip surface; whereas, a noncircular slip 

surface is assumed by the others. The former considers the equilibrium of moments 

about the centre of the circle, while the latter considers the equilibrium in terms of 

the individual slices (Duncan et al., 2014).  

 

2.3.3.1. The Ordinary Method of Slices 

This approach is also known as the Fellenius method or Swedish method of slices. 

This method is a procedure of slices that neglects the forces on the sides of the slices 

(Figure 2-2). As shown in Figure 2-2(a), the failure surface is divided into a number 

of imaginary upright slices. In this method, the computational method for calculating 

the factor of safety is simple and straightforward according to:  

܁۽۴ ൌ ሺ1 െ
௪ߛ
௧ߛ
ሻ
	tanߔ′
tanߙ

 2-6 
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 tan ( cos( )

sin( )

c l W u l
F

W

 


     






 2-7 

where c is the effective cohesion; l  denotes the slice base length;  is the effective 

friction angle; W denotes the weight of the slice; u expresses the pore water pressure, 

and  denotes the angle between the tangent of the center of the base of the slice and 

the horizon (Fellenius, 1936). 

 
Figure 2-2:Ordinary Method of Slices (a) different slices (b) forces acting on single slice (Fellenius, 1936) 

 

2.3.3.2. Simplified Bishop Method  

The simplified Bishop method, proposed originally by Bishop (1955), is based on the 

statement that the forces on the sides of the slice are flat. Therefore, it is assumed 

that no shear stresses exist between slices. Figure 2-3 depicts the slice with the forces 

considered by the simplified Bishop method, where the total moment equilibrium 

about a centre of rotation and vertical force equilibrium equation of each slice are 

applied for determination of the unknown forces.  
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Figure 2-3: Forces acting on slice in simplified Bishop method (Bishop, 1955) 

2.3.4. Noncircular methods  

2.3.4.1. Janbu’s Simplified Method 

Janbu’s simplified method only considers total horizontal force-equilibrium, instead 

of total moment equilibrium (Figure 2-4). This method is similar to the Bishop 

method in that it only takes into account two of the three equations of the equilibrium 

problem. Since force equilibrium is sensitive to the forces on the sides of the slice, 

Janbu’s simplified method which ignores these forces gives a less accurate result for 

circular slip surfaces. 

 
Figure 2-4: Janbu’s Simplified Method (Janbu, 1954) 
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2.3.4.2. Spencer’s (1967) Method 

Spencer’s method, which was first developed for circular surfaces, takes into account 

all conditions of equilibrium, including moment equilibrium, vertical and horizontal 

force equilibrium. This method extends to model noncircular surfaces and assumes 

that all forces on the sides of the slice are parallel.  

The Spencer’s method separately uses the moment equilibrium and horizontal force 

equilibrium to derive two FOS. The FOS resulting from the moment equilibrium are 

close to that from the simplified Bishop technique, and from the Janbu’s simplified 

method (Spencer, 1967).  

 

2.3.4.3. Morgenstern and Price’s (1965) Method 

In Morgenstern and Price’s (1965) method, all normal, tangential and moment 

equilibrium are considered for each slice in the circular and noncircular slip surfaces. 

This method generates two FOS, similar to the Spencer’s method, based on moment 

and horizontal force equilibrium. Since the Morgenstern and Price’s (1965) method 

takes into account force and moment equilibrium, as well as the forces on the sides 

of slice, the results are more robust for slope stability analysis (Figure 2-5).  

 
Figure 2-5: Morgenstern and Price’s Method Effecting Forces (Pulat, 2009) 

 

Morgenstern and Price’s method is similar to the Spencer method if the interslice 

function is constant. Figure 2-6 presents the usual functional variations for the 

direction of the interslice force against x.  
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Figure 2-6: Typical functional variations (Pulat, 2009) 

 

 

Table 2-1 comparative analysis between various methods of stability analyses, 

including the equilibrium condition of forces and moments.  

 

Table 2-1: Slope stability analysis methods (Pulat, 2009) 

No Methods 
Moment 

Equilibrium 
 

Force 
Equilibrium 

 

Inter 
Slice 

Normal 
Forces 

 

Inter 
Slice 
Shear 
Forces 

 

Moment 
Factor 

of 
Safety 

 

Force 
Factor 

of 
Safety 

 

Inter Slice 
Force 

Function 

1 
Ordinary method 

of slices 

Yes No No No Yes No No 

2 

Simplified 
Bishop 
method 

Yes No Yes No Yes No No 

3 

Janbu’s 

Simplified 

method 

No Yes Yes No No Yes No 

4 
Spencer’s 

method 

Yes Yes Yes Yes Yes Yes Constant 

5 

Morgenstern and 
Price’s method 

Yes Yes Yes Yes Yes Yes Constant 
Half- 
Sine 
Clipped-Sine 
Trapezoidal 
Specified 
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However, before using a method for slope stability assessment, it is necessary to 

understand its limitations. The main limitations of the LEMs for slope stability 

analysis are based on the assumptions that the soil mass behaves as a rigid material 

and that shear strength is developed simultaneously along the failure surface. 

2.4. Numerical Modelling  

When using numerical modelling, different equations and conditions can be 

considered in the process of the problem formulation, including strain compatibility 

equations, constitutive equations for material, differential equations of equilibrium, 

and boundary conditions of the problem under consideration (Krahn, 2003). One of 

the main advantages of numerical modelling is that it computes both the 

displacement and the stress resulting from external loads. For the formulation of 

complex slope geometry, numerical modelling can result in a better result when 

compared to analytical models or LEMs (Bobet, 2010).  

A number of numerical techniques have been developed to model the slope stability 

problem. The FEM, which is a continuum model, and the distinct element method 

(DEM), which is a discontinuum model, are two popular numerical techniques 

(Adhikary et al., 1996). In a continuum model, the displacement field is continuous 

and the focus of shear strain reflects the location of the failure surface, whereas in a 

discontinuum model, the geometry basic model contains discontinuities, with the 

location of these discontinuities, as an input, compulsory for consideration in the 

analysis (Shen et al., 1995).    

2.4.1. Finite Element Method (FEM) 

Frequently, conventional methods cannot estimate the progressive failure 

phenomenon. To overcome this limitation, the FEM has been proposed, with two key 

applications developed for analysing slope stability. The first application is to apply 

the body force due to the soil to the slope system for accomplishing an elasto-plastic 

stress analysis. After determination of the stresses, the stresses and the Mohr–

Coulomb criterion can then be applied for the calculation of local safety factors. In 

addition, the actual driving force and the ultimate shear force can be utilised to define 

the overall FOS. It should be noted that both the FOS and the location of the critical 
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failure surface from the finite element analysis are usually close to those from the 

limit equilibrium (Cheng & Lau, 2008). The second application is the strength 

reduction method (SRM), in which the gravity load vector for a material with unit 

weight s can be defined as follows: 

   
T

sf N dv   
2-8 

where  f  indicates the equivalent body force vector and  N represents the shape 

factor matrix.  

The main benefits of the SRM are: (i) the critical failure surface is automatically 

determined from the localised shear strain arising from the application of gravity 

loads and the reduction of shear strength; (ii) it requires no assumption on the inter-

slice shear force distribution; (iii) it covers many complex different soil states; and 

(iv) it can calculate parameters such as stresses, displacement and pore water 

pressures that cannot be derived using LEM (Cheng & Lau, 2008). However, the 

main disadvantage of the SRM is that it poorly captures the localised shear band 

formation.  

The FEM has been employed by a number of researchers, including Shamekhi and 

Tannant (2015) who utilised FEMs to assess slope stability and Lu et al. (2015) who 

applied a numerical method using the FEM to evaluate slope stability during seismic 

loading. Tang et al. (2015) applied the SRM for developing an approach to assess 

slope stability. 

 

2.4.2. Distinct Element Method (DEM) 

The FEM, based on continuity theory, is not applicable for slope stability analysis. 

The DEM, however, is capable of providing a qualitative assessment to estimate the 

complete failure mechanism (Cheng & Lau, 2008). This method employs an 

approach based on a set of triangular rigid blocks or particles. However, analysing 

large numbers of rigid blocks or particles is a time-consuming process. Therefore, a 

limited number of particles or rigid blocks, ranging from 10000 to 100000, can 

generally be employed in the process of computations.   
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In the system of the FEM, the movement history of a system can be qualitatively 

assessed from initial displacement to an entire failure. Although it is difficult to 

assess a FOS using the DEM, it can assess the collapse mechanism, whereas 

conventional techniques are unable to assess this mechanism.     

A computer program was developed by Javan (2015) to perform stability analysis of 

a rock slope using the DEM, while Moosavi (2009) utilised a DEM to analyse the 

slope stability of the west wall of a Sarcheshmeh copper mine (Moosavi, 2009). 

Chang (1992) presented the DEM for slope stability analysis, and Shen and Abbas 

(2013) used the DEM software UDEC to model the slope based on the shear strength 

reduction method to compute the slope stability safety factor. Botero-Jaramillo et al. 

(2014) used the DEM as a tool to detect stability problems in deep spillways. 

However, the process of the simulation of a complex problem is a cumbersome and 

time-consuming process. 

 

2.4.3. Rigid Element Method (REM) 

The REM, also known as the rigid body-spring model (RBSM) proposed by Kawai 

(1978), was initially developed from the DEM (Cundall, 1971). This technique is 

also known as the interface element method and rigid finite element method 

(RFEM). Although the process of discovering a solution for a problem in the system 

of the REM is similar to that in the traditional FEM, the REM employs elements and 

interfaces as a replacement of nodes and elements in the FEM.  

The REM models a problem based on the assumption that each element is rigid. In 

this method, a problem is divided into an appropriate number of rigid elements 

bilaterally linked at the interfaces. Displacement of any point in a rigid element can 

be explained by a series of the sliding and rotation of the particle centroid (Cheng & 

Lau, 2008). Based on the high potential of the REM, different researchers have 

employed this technique to solve slope stability problems. Zhang and Qian (1993) 

developed the RFEM to model the mechanical behaviour of discontinuities structures 

such as bedding joints and structural discontinuities. These authors then utilised the 

RFEM for analysis of stability and proposed a slope stability method based on lower 

bound limit analysis with the rigid elements to evaluate the stability of slopes. 
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This method has also been applied by different practical and theoretical researchers. 

Liu and Zhao (2013) presented a numerical limit analysis on the slope stability using 

the RFEM. Zhang (1999) used the RFEM to analyse slope stability, while Merati 

(2015) developed a combination approach based on RFEM and limit analysis 

methods to assess the slope stability. Lingxi and Xiong (1995) proposed a RFEM 

model for the mechanical behaviour of discontinuities such as joints and beddings. 

However, the simulation of a sophisticated problem using the REM is a time-

consuming process. 

2.5. Empirical Design 

To analyse a simple homogeneous slope, the FOS can be extracted from a stability 

table or figure without using a computational process or computer software. An early 

attempt was made by Lutton (1970) to develop an organised classification of 

empirical data. According to the high potential of stability figures and tables in slope 

stability, several types of figures and tables have been proposed. The most famous 

tables and figures have been prepared by Chen (limit analysis), Morgenstern 

(Spencer method), Taylor (friction circle), and Cheng (2008). Generally, the stability 

tables and figures often obtain results that are sufficiently close to each other. 

However, these tables and figures are usually developed for analysing 2D problems. 

Hoek and Bray (1981) extended slope angle features the dataset and plotted the slope 

height against the slope angle as depicted in Figure 2-7.  
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Figure 2-7: Slope height versus slope angle (Hoek & Bray, 1981) 

From the figure, the dotted line estimating the upper limit for stable slopes is 

depicted. When the height of the slope increases, the slope angle must be decreased 

to maintain slope stability. However, this is not always possible as the angle of 

slopes is almost constant, especially when higher slopes are considered, which 

demonstrates that there is a limit to the slope angle. This possibly arises from the fact 

that there is a lack of information for higher slopes. Therefore, since several unstable 

slopes are located below the design curve, the design curve is somewhat arbitrary.  

This method has been widely utilised by different researchers, including Jiang et al. 

(2016) who utilised the Hoek-Brown failure criterion to develop a chart-based 

seismic stability analysis method and Tang et al. (2015) who presented stability 

charts of homogeneous isotropic slopes to analyse slope stability. 

Shen et al. (2013) presented new stability charts based on the generalised Hoek–

Brown criterion for the analysis of slope stability; with these charts proposed for 

computing the FOS of a slope for a specified slope angle of 45°. Eid (2014) 

developed charts based on the results of an elaborated parametric study for 

evaluating the stability of homogenous earthfill slopes with nonlinear shear strength 

failure criterion. However, the empirical design charts only provide a general view of 

the slope stability analysis and cannot establish information that is more detailed. 
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2.6. Physical Model Tests 

Physical model tests have been developed for solving the problems and costs 

pertaining to full scale testing. These tests simulate the conditions of a real slope 

under a controlled environment, where the influence factors can simply vary and 

corresponding impacts on the slope stability are comprehensively analysed. The 

method provides an opportunity for studying the effects of unknown parameters that 

might be time-consuming and bothersome in the field (Springman, Laue, & Seward, 

2010).  

Since calculation of the slope angle is only possible indirectly, the physical model 

test is not an accurate tool. To overcome this drawback, several tests with varying 

slope angles have been accomplished to create a comparison analysis. A physical 

model is well known as a strong and successful tool that significantly increases the 

knowledge and understanding of possible failure modes (Springman, Laue, & 

Seward, 2010).  

A number of researchers have used physical model tests to analyse the slope 

stability. Resnick and Znidarčić (1990) developed a centrifugal modelling technique 

to study the influence of drains on slope stability. They noted that there was good 

agreement between the observed phenomena and the analysis. Chen and Liu (2007) 

presented both modelling and laboratory means to evaluate slope stability behaviours 

and traditional slope stabilisation tests. However, physical model tests do not provide 

a precise design for the simulation of the accurate loading conditions, although they 

are useful for the analysis of the fundamental failure mechanism and the verification 

of numerical and analytical methods. 

2.7. Probabilistic Methods 

The basic motivation for development of probabilistic approaches for slope stability 

analysis is to recognise the variation of factor weights based on natural variations.   

Although these variations can be calculated using a sensitivity analysis, this analysis 

cannot quantify the chance of a slope failure. Based on the principal concepts of a 
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probabilistic method, the chance or probability of a slope failure is computed by 

means of the stochastic nature of the input components.  

The chance of a slope failure is probable when the probabilities of failure are higher 

than the safety factors. This is more realistic than considering a certain FOS as either 

stable or unstable. In addition, a risk or decision analysis can be conducted using a 

quantitative description of the failure probability. The probabilistic methods have 

been broadly applied by different researchers.  

Shou and Wang (2003) studied the failure of the Chiufengershan landslide and 

proposed a Monte Carlo analysis to investigate the residual slope. The probability 

tests revealed that the residual slope was more critical than the static analysis of 

slope and needs to be investigated carefully. A probabilistic approach was proposed 

by Leynaud and Sultan (2010) using a modified version of a 3D slope stability 

software to account for complex geometry, while Hannachi et al. (2015) presented a 

probability analysis using the Monte Carlo modelling approach of uncertainty. 

Stankovic (2013) applied two widely used methods in probabilistic analysis of slope 

stability in an open pit mine “Potrlica”, Pljevlja in Monte Negro, including Monte 

Carlo simulation and First Order Reliability Method enforced with the Response 

Surface Method. Low (2003) developed a practical probabilistic technique for slope 

stability analysis and Griffiths and Fenton (2004) studied the probability of failure of 

a clayey slope using various probabilistic analysis methods. 

However, probabilistic methods use distribution functions that require a large amount 

of input data and assumptions. These methods are based on the LEM and have the 

same limitations as the LEM do. Likewise, practical applications of probabilistic 

methods are limited because of the vast amount of input data required to run such 

methods. However, increasing the amount of required data leads to increasing the 

rendering time.  

2.8. Image Processing Methods 

Image processing is the processing of images employing mathematical methods to 

fulfil a set of operations on a specific image. These operations are performed for the 

purpose of extracting valuable information or obtaining a reduced or enhanced 
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image. Image processing is a typical form of signal processing whereby the input is 

an image (picture), a video, or a series of images and the output can be either an 

image or features (characteristics) pertaining to the image.  

In modern technologies, image processing is a rapidly growing technique because of 

the increasing importance of visual sciences and large scale scientific data (Gonzalez 

& Woods, 2008). Image processing techniques are divided into two main methods, 

which are analogue and digital. The analogue method is applied to the hard copies, 

whereas the digital method employs computer systems to manipulate digital images. 

Before using a digital method, three structural analyses are conducted on all types of 

data, comprising pre-processing, enhancement and display. Digital image processing 

includes three steps: (i) importing the image via image acquisition methods; (ii) 

analysing and utilising the image; and (iii) reforming the resulting image or account 

that is based on image processing (Jain, 1989).  

Image analysis is the most important phase in digital image processing. In this phase, 

quantitative measurements from an image are completed to develop a description and 

formulate a proper decision. The image analysis method requires an extraction of 

specific characteristics to identify the object. Quantitative measurements of object 

characteristics help to classify and describe the image. A digital image processing 

system gathers the radiative energy emitted by a certain object to make it visible 

(Gonzalez & Woods, 2008). The radiative energy can comprise of a flow of acoustic 

waves, electromagnetic waves and particles.  

Generally, in the classical computer vision, the object feature of interest is analysed 

as a systematic approach based on what is available; whereas, in the scientific visual 

system, a different approach is required.  

Figure 2-8 depicts that the ray emitted by an object can be influenced by 

environmental radiations. By refraction of the ray produced by the object, the 

position of the object might be changed. As shown in the figure, the scattering and 

absorption processes can lead to attenuation of the radiation fluctuations. As a result, 

the observations can be falsified. To obtain an accurate result, additional effects 

should be minimised (Jähne, 2005).  
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Figure 2-8: The interaction between the radiative energy emitted by the object and environment rays 

 (Jähne, 2005) 

 

Based on the primary concepts of image processing, the surface normal vector can 

describe the surface slope. An illumination system, known as telecentric, is applied 

for converting a radiant distribution into a set of parallel beams, with this playing a 

key role in surface slope measurements (Figure 2-9). From the figure, it is obvious 

that a parallel set of lights results from the rays emitted by a single point. The angle 

of the light bundle with the optical line is calculated from the location on the focal 

plane (Jähne, 2004).  

 

 
Figure 2-9: A typical telecentric illumination system (Jähne, 2004) 

While techniques of flow visualisation have been used from the beginning of 

hydrodynamics, measurable analysis of image sequences to determine flow 
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parameters has only become available recently (Jähne, 2004). Particle image 

velocimetry (PIV) is the standard technique for analysis of flow components.   

 

2.8.1. Particle Image Velocimetry Analysis 

PIV was initially developed in the 1980s to compute flow fields instantly (Adrian, 

1991) and is based on design matching of two successive images irrespective of 

whether the pictures are obtained from a fluid or solid element (Baba & Peth, 2012). 

This method employs an optical evaluation system that utilises visible flow and 

digital images. One benefit of PIV is that it provides instantaneous high-resolution 

flow velocity vector data of the overall plane in the flow (Stamhuis, 2006). 

The main proposal of the PIV method is to obtain consecutive digital images from 

the sensors employed in digital cameras and video cameras to record standing and 

moving images. These images can then be analysed by a computer program to 

determine velocities of the tracer particles. This technique has considerable potential 

for observing full flow.  

Although the PIV method was originally applied in fluid mechanics, based on the 

capability and effectiveness of the method, further research and practicality studies 

by engineers and researchers occurred (e.g. Adam et al., 2005; Anastasopoulos et al., 

2007; Baba & Peth, 2012; Barends, 2011; Bridgwater, 2012; Cameron, 2011; Chen 

et al., 2011; Dejong et al., 2006; Hossain & Fourie, 2013; Hossain et al., 2005; Lu et 

al., 2013; Mickovski et al., 2010; Peth et al., 2010; Raffel, 2007; Schroeder et al., 

2008; Take & Bolton, 2011; Tejchman, 2010; White et al., 2001, 2003, 2013; 

Wijewickreme et al., 2009; Win, 2012). 

2.9. Applications and Software  

Related applications and software for analysing slope stability are presented in Table 

2-2, with each of these applications designed for a specific purpose. 
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Table 2-2: Software programs and applications for slope stability analysis 

Software Name Details 

SLOPE/W 

(Slope Stability Analysis with 

SLOPE/W, 2016) 

 

 

 

A software product generated by GEO-SLOPE 

International Ltd. Company, located in Alberta-

Canada. This software analyses slope stability by 

calculating the safety factor of earth and rock 

slopes. This program can efficiently study both 

simple and composite failure mechanisms for a 

wide range of problems. The software uses limit 

equilibrium to model a problem under 

consideration by applying deterministic or 

probabilistic input parameters. In addition to the 

limit equilibrium, this software can utilise the 

finite element stress analysis to generate a more 

appropriate analysis.   

Slope Stability Analysis Program  

(SSAP2010 (rel. 4.7.2 - 2016), 2016) 

 

This is a free software program that 

implements a series of characteristics using 

the LEM. The software includes different 

types of reinforcements, taking into account 

their effects in the safety computations. 

GSTABL7 

(GSTABL7 with STEDwin  Gregory 

Geotechnical, 2016) 

This software, developed by Gregory 

Geotechnical Software (2001), is powerful 

stability analysis software that is an extended 

version of the STABL program designed at 

Purdue University (1988). This software uses the 

method of slices in the form of a 2D limit 

equilibrium analysis to compute the safety factor 

using four procedures, including the modified 

Bishop, simplified Janbu, Spencer, and 

Morgenstern-Price methods, in which the first 

method is applied for circular failure surfaces and 

the last three methods are employed for circular, 

random, or sliding block failure surfaces.  
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Software Name Details 

ZSoil 

(Zace Services Ltd ZSoilPC 

software for geotechnics and 

geomechanics , 2016) 

 

Produced by Zace Services Ltd. Company in 

1985 this computer software was designed for 

modeling rock and soil mechanics, comprising 

displacements, flow and dynamics. ZSoil 

software is written for MS-Windows environment 

and achieves slope stability analysis based on the 

finite-element method.  

midas GTS 

(midas GTS NX | Geotechnical 

Analysis New Experience, 2016) 

 

This program was developed for geotechnical 

engineering applications employing finite 

element analysis to handle both 2D and 3D 

slope stability analysis.  

GEO5 

(Geotechnical Software GEO5 | 

Fine, 2016) 

 

 

This software employs analytical technique and 

FEM to evaluate slope stability, with analytical 

methods helping users to design structures 

efficiently. The planned structure can be entered 

into the FEM computations so that the common 

analysis of the structure can be fulfilled.   

VERSAT-2D 

(Wu, 2013) 

 

A software package that comprises three 

computer processors, including VERSAT-D2D, 

VERSAT-2D and VERSAT-S2D. The VERSAT-

2D program is used to generate input data for 

VERSAT-S2D and VERSAT-D2D. The program 

uses the FEM to conduct slope stability analysis. 

TAGAsoft 

 

(Geotechnical Software - 3D Slope Stability 

– Geotechnical Software for a 3D World, 

2016) 

This was developed by Robert Pyke (1981), 

who is a geotechnical engineering consultant, 

in Berkeley, California.  
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Software Name Details 

TSLOPE 

(Geotechnical Software - 3D Slope 

Stability – Geotechnical Software 

for a 3D World, 2016) 

 

This is a limit equilibrium based program, 

which can handle slope stability analyses in 

either 2D or 3D.   

SVSlope® 

(SoilVision Systems - Geotechnical 

Finite Element Software - 

SVSLOPE®, 2016) 

 

This is a program based on LEM that allows users 

to perform slope analysis by the method of slices 

or several stress-based methods. It uses both 

stress-based and LEMs for slope stability 

analysis. For determination of the correct location 

of the critical slip surface, the program employs 

advanced searching methods. 

Slope 

(Oasys Software , 2015) 

 

This software provides a number of established 

methods, including the Bishop horizontal method, 

Fellenius or Swedish slip circle analysis, and the 

constant inclined method, to calculate the interslice 

forces. This program employs the equivalent Janbu 

methods to analyse the noncircular slip surfaces.  

Plaxis 

(PLAXIS - Essential for 

geotechnical professionals, 2016) 

 

This is a finite element based program 

intending to conduct 2D and 3D geotechnical 

analysis.  

FLAC/Slope 

(Engineering Consulting | 

Geotechnical Software | Earth 

Resources | An Itasca International 

Company, 2016) 

 

This utilises the graphical interface to model 

problems of slope stability under a wide variety 

of slope conditions, comprising arbitrary slope 

geometries, multiple layers, pore pressure 

conditions, heterogeneous soil properties, surface 

loading and structural reinforcement (Itasca 

Consulting Group, 2015). 
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Software Name Details 

CandeCAD Pro 

(CandeCAD, 2016) 

 

(Culvert ANalysis and DEsign inside 

AutoCAD) 

This software is based on the FEM that was 

developed under sponsorship from the United 

States Federal Highway Administration  

XSLOPE 

(Slope stability - XSLOPE - Civil 

Engineering - The University of 

Sydney, 2016) 

 

 

This applies Bishop's (1955) simplified 

method for circular failure surfaces and 

Morgenstern and Price's (1965, 1967) 

analysis for noncircular failure surfaces. This 

program is a developed version of the first 

DOS version released in 1982.  

ReSSA 

(ReSSA (3.0), 2016) 

 

Capable of assessing the rotational and 

translational stability of slopes, this program 

was developed under sponsorship from the 

United States Federal Highway 

Administration  

LimitState:Geo 

(LimitState:GEO - Geotechnical 

Analysis Software | LimitState, 

2016) 

 

This is a slope stability analysis computer 

program that rapidly determines the failure 

mechanism. 

GGU-STABILITY 

(GGU-STABILITY - Slope failure 

calculations and soil nailing, 2016) 

 

This software can use not only the Bishop or 

Krey methods for circular slip surfaces and 

the Janbu method for polygonal slip surfaces, 

but can also compute the dimensions of soil 

nailing (Geosysta, 2015).    
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Software Name Details 

SPECFEM3D GEOTECH 

(Computational Infrastructure for 

Geodynamics :: Software, 2016) 

 

This is based on the spectral-element method 

for 3D slope stability analysis.  

GSLOPE 

(Mitre Software Corporation, 2016) 

 

This uses the LEM for slope stability analysis 

with soil reinforcement, unreinforced 

manufactured slopes, and natural slopes. 

 

ReActiv 

(Geocentrix ReActiv - overview, 

2015) 

 

This is a computer program for designing 

reinforced slopes in a variety of soil types, 

using reinforced soil or soil pins (Geosysta, 

2015).  

PCStabl 

(STABL -Slope Stability Analysis 

Software, 2016) 

This applies the geosynthetics process to 

implement slope stability and reinforce soil 

slopes analysis. 

 

STAB-3D 

(Biodata - Dr.D.J.Petley, 2016) 

 

This is based on the LEM for 3D slope 

stability analysis. This program is a 

FORTRAN version. 

CLARA-W 

(Slope Stability Analaysis, 2016) 

 

This was released in 2001, a Windows 

version program, and has powerful 

capabilities for both 3D and 2D analyses.  

GALENA 

(GALENA - Slope Stability Analysis, 2015) 

This is a powerful slope stability analysis system 

developed for engineers who would rather solve 

geotechnical problems than computer problems 

(Scientific Software Group, 2015). 
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Software Name Details 

StrataSlope 

(StrataSlope System - Geogrid, 

2016) 

 

This is an interactive computer program using 

Bishop’s (1955) method for slope stability 

analysis.  

LISA (Level I Stability Analysis) 

(Soil and Water Engineering - 

Modeling Software, 2015). 

 

This uses Monte Carlo simulation of the 

infinite slope equation to estimate a 

probability of slope failure for use in relative 

stability assessment of natural slopes. 

XSTABL 

(XSTABL home page, 2016) 

 

This software, developed at Purdue 

University, provides an integrated 

environment for performing slope stability 

analyses.  

Slide 

(Slide, 2016) 

 

This is the most comprehensive analysis software 

of slope stability based on the FEM. This 

program has the capability of performing 

sensitivity and probabilistic analysis.  

QUAKE/W 

(Dynamic Earthquake Analysis with 

QUAKE/W - GEO-SLOPE 

International Ltd., 2016) 

 

This calculates a safety factor by calculating 

total shear resistance and mobilised shear 

stress beside the entire slip surface 

(www.geo-slope.com). Likewise, the 

software uses the Monte Carlo approach to 

compute the probability of failure.  

CRISP 

(CRISP Geotechnical Finite 

Elemenat Analysis Software, 2016) 

 

This software, written in standard FORTRAN90, 

was originally developed by researchers in the 

Cambridge University Soil Mechanics Group in 

the late 1970s. This software implements stability 

analysis by using finite element technique.  
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Software Name Details 

GeoPIV 

(GeoPIV-RG, 2016) 

 

This is a MATLAB-based program, which 

uses the principles of image processing to 

gather displacement data from a set of digital 

images captured during the process of 

geotechnical tests and then implements the 

PIV to map the material flow. The software 

was written by White (2002) and Take (2002) 

during their PhD research. 

ABAQUS 

(Abaqus/CAE User's Guide (6.14), 

2016) 

 

This is a finite element based program, 

designed for modelling both static and 

dynamic structures involved in material 

behavior. The unique feature of ABAQUS is 

to conduct a wide variety of analysis such as 

vibration, failure analysis/fracture mechanics, 

heat transfer analysis, and so on. This 

program is applied for process optimisation, 

general forming analysis and material 

comparisons, which assists users with 

modelling a problem in a simple and easy 

manner in comparison with trial and error 

based techniques.    
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2.10. Literature Review Conclusions  

Although many slope stability techniques have been developed over recent decades, 

there are still some major limitations to these techniques. In this chapter, a 

comprehensive analysis of the different techniques in reference to applications and 

limitations of slope stability methods were investigated, with the LEM, limit 

analysis, numerical modelling, empirical design, physical model tests, probabilistic 

methods, and image processing techniques explored and discussed.  

Several techniques including the SRM can give clear stress analysis without 

requiring the inter slice force assumption, although this analysis is time-consuming 

and there are some limitations under certain situations. In comparison with other 

techniques, the DEM can give better understanding about the post failure 

mechanism; however, this method cannot calculate the FOS. Although the lower and 

upper bound limit analysis can bound the true failure load, this method cannot 

predict the displacement of the slope. The main limitations of the LEMs for slope 

stability analysis are based on the assumption that the soil mass behaves as a rigid 

material and the shear strength is mobilised at the same time along the entire failure 

surface. 

In the numerical methods, the simulation of smaller block sizes can lead to a lengthy 

and time-consuming process; therefore, it is impossible to simulate smaller block 

sizes. Empirical design charts only provide a general view on the slope stability 

analysis and cannot establish more detailed information. Physical model tests do not 

provide a precise design for the simulation of the accurate loading conditions, 

although they are useful for the analysis of the fundamental failure mechanism and 

the verification of numerical and analytical methods. The practical applications of 

the probabilistic methods are limited because of the vast amount of input data 

required to run such methods. 

Although a number of techniques have been developed to formulate the slope 

stability problem (as revealed by this literature review), a novel technique based on 

the image processing method, which is a robust and powerful technique, for precise 

formulation of the behaviour of a failure mechanism is still required. 



 Page 35 
 
 

 

 

The variety of commercial software packages available for the calculation of the 

FOS and assessment of slope stability were briefly described to demonstrate the key 

importance of slope stability analysis. Although a number of computer programs 

have already been developed for slope stability analysis, it is still necessary to 

develop new computer programs for accurate and simple modelling of the behaviour 

of a failure mechanism. Therefore, it is proposed in this thesis to employ the high 

potential of the PIV method to formulate the failure mechanism in slopes and 

compare the results of the proposed model with those of other techniques. A typical 

case is micro failure modelling, which is required for the study of micro movements 

in natural or human-made slopes. These types of failures are dominant in dry, loose 

soils such as sands with fine particles. The PIV method is utilised to reveal further 

information regarding shallow failures and their features as a prevalent type of slope 

stability issue. 
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3. EXPERIMENTAL METHOD 

A schematic diagram of the experimental method is depicted in Figure 3-1, which 

shows the stepwise process utilised to formulate the soil slope stability based on the 

effective parameters. All stages of the model implementation are systematically 

described and the results are clearly presented in the following sections of this 

chapter. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3-1: Schematic diagram of the experimental method 
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3.1. Material 

3.1.1. Soil  

Soil samples were collected from an area of Gaskell Ave, Ellenbrook, Western 

Australia (Figure 3-2), which belongs to Rocla Quarry Products Pty Ltd.  

 

 
Figure 3-2: Location of the soil resource (GoogleMaps, 2016) 

 

The soil was labelled “Gaskell concrete sand” in the laboratory. To obtain a 

representative well-mixed sample, a standard collection (AS 1141.3.1-2012) 

procedure was followed, which involved establishment of a platform where the 

collected soil was placed and then the soil was mixed thoroughly several times. The 

soil pile was then divided into four parts to select one part as a representative sample 

and the remaining three parts were discarded. This procedure was then repeated to 

obtain the required quantity of soil. Next, the selected soil sample was thoroughly 

mixed. The discarded parts were placed into bags for transportation to the 

environmental engineering laboratory in Curtin University. Sand physical properties 

selected for slope stability analysis are presented in Table 3-1. 
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Table 3-1: Gaskell concrete sand physical properties 
(Gaskell Concrete Sand Technical Data Sheet, 2014) 

 

 

 

 

 

 

 

 

 
 
 
 
 
 
 
 
 
 
 
Particle size distribution 
 
The particle size distribution strongly influences the decomposition and mechanical 

behaviour of soil, with particle size determinations performed using mechanical sieve 

analysis. In this procedure, the particles retained on each sieve were collected and 

transferred into an oven 105°C for the purpose of drying and weighing. Then, by 

dividing the weight of the sample retained on each sieve by the total weight of the 

sample, the percentage passing through each sieve can be calculated. Table 3-2 

presents the passing percentage for each sieve. The calculation of the percent passing 

total for the desired sizes is as follows: 

log log
(passing percent)

log log

sizeB sizeC
pp

sizeA sizeC





 3-1 

where:   

A = next size larger than desired size, B = desired size, and C = next size smaller 

than desired size. 

 

Particle Density - SSD Basis 

                       - Dry Basis 

Water Absorption 

Dry Density        - Maximum 

                          - Minimum 

Sodium Sulphate Soundness. 

Light Particles 

Clay and Fine Silt 

Gross Moisture Content 

Fineness Modulus 

Alkali Reactivity        At  - 10 days 

(CSIRO) Mortar Bar       - 22 days 

Material Finer than 2 micron 

Acid Soluble Salts     - Cl 

                                  - SO4 

Organic Impurities (N1) 

 

2.61 t/m3 

2.59 t/m3 

0.8% 

1.86 t/m3 

1.56 t/m3 

0.1 % 

< 1 

3% 

3.2% 

1.9    

0.01 

0.07 

0.2% 

< 0.01% 

0.03% 

Pass   
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Table 3-2: Gaskell concrete sand sieve analysis  
(Gaskell Concrete Sand Technical Data Sheet, 2014) 

 

Sieve opening 

(µm) 

Passing 

(%)  
Specification Limits  

4.75 mm – 100 

2.36 mm – 95 – 100 

1.18 mm 100 90 – 100 

600 µm 86 72 – 100 

425 µ m 55 – 

300 µ m 25 17 – 37 

150 µ m 1.7 0 – 7 

75 µ m 0.1 0 – 5 

Pan 0 – 

Clay and Fine Silt 
(Guide Only) 

3 ≤ 4 

 

The grain size distribution is graphically depicted in Figure 3-3, which illustrates that 

the greatest size distribution was between 300 µm and 1.8 mm, with this size 

accounting for greater than 97% of the total size. 

 
Figure 3-3: Soil grain size distribution graph  
(Gaskell Concrete Sand Technical Data Sheet, 2014) 
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Soil properties and characteristics are comprehensively presented in Appendix C-1. 

A drained soil sample, prepared for slope stability analysis, is shown in Figure 3-4.  

 
Figure 3-4: Drained soil sample before test 

3.1.2. Bentonite  

In this experiment, bentonite, obtained from Silbelco Australia, was mixed with the 

soil (soil details presented in section 3.1.1) as time progressed. Bentonite 

specifications are presented in Appendix C-2. Typical percentages of bentonite in the 

soil varied between 5 and 20%. Table 3-3 presents the typical composition of 

bentonite. From the table, it can be seen that Smectite is the main component of 

bentonite. 

 

Table 3-3: Information / Composition on Bentonite ingredients 

(Material Safety Data Sheet Sibleco Bentonite Group 2 , 2010) 
 

Ingredients  CAS Proportion 

Smectite 12199-37-0 60–100% 

Albite - < 2% 

Quartz (Crystalline Silica) 14808-60-7 < 11% 

Other information The respirable fraction of free crystalline silica is less than 4%. 

 

A photograph from the bentonite trademark package in the laboratory is shown in 

Figure 3-5. 
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Figure 3-5: Bentonite package TRUBOND brand 

3.2. Laboratory Tests 

3.2.1. Particle Density 

The unit weight of the soil was obtained according to standard AS 1141.5-2000, 

which is the method for determining particle density, apparent particle density and 

water absorption of fine aggregates or the fine fraction of an aggregate. The density 

of sand particles in the present experiment was approximately 2.62 ton/M3  

 

3.2.2. Direct Shear Test 

The direct shear test was performed according to standard AS 1289.6.2.2-1998, 

which is the standard approach for determining the shear strength of a soil (in terms 

of effective stress) by direct shearing in a shear box.  

After extraction, normal stress results for five samples with ingredients presented in 

Table 3-4 and the Mohr Circle calculations are shown in Figure 3-6 (sample S-D), 

Figure 3-7 (samples SB5-D), Figure 3-8 (samples SB10-D), Figure 3-9 (samples 

SB15-D) and Figure 3-10 (samples SB20-D). Because following Mohr circle graphs 

exported from edited macro excel file half circle is shown.   

Table 3-4: Samples ingredients for direct shear tests 

Sample code 
Batching proportions 

Sand% Bentonite% 

S‐D  100  0 

SB5‐D  95  5 

SB10‐D  90  10 

SB15‐D  85  15 

SB20‐D  80  20 
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Figure 3-6: Mohr Circle result for sample S-D (Soil) 

 
Figure 3-7: Mohr Circle result for sample SB5-D (5% bentonite) 
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Figure 3-8: Mohr Circle result for sample SB10-D (10% bentonite) 

 
Figure 3-9: Mohr Circle result for sample SB15-D (15% bentonite) 
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Figure 3-10: Mohr Circle result for sample SB20-D (20% bentonite) 

The direct shear results are summarised in Table 3-5 and cohesion amount 3 result in 

soil sample is negligible it is affected by tiny elements and clay. 

 

Table 3-5: Results of Direct Shear tests for samples 

Sample Bentonite% Tan (Φ) Φ (Degree) Cohesion (KPa) 

S-D 0 0.5533 28.88 3 

SB5-D 5 0.5233 27.55 14 

SB10-D 10 0.5167 27.25 17 

SB15-D 15 0.5133 27.10 19 

SB20-D 20 0.5117 27.03 20 
 

3.3. PIV Apparatus Design and Manufacturing  

An apparatus design is a small-scale industrial system that helps researchers 

formulate the behavioural patterns of a system or sub-system for use in the design of 

a full-scale facility. The apparatus design can be built in different sizes, although it is 

a relative term in the case that the apparatus is naturally smaller than the full-scale 

facility. The apparatus design is usually a system established in the laboratory using 
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a stock of laboratory materials. Researchers interchangeably utilise the terms 

apparatus design and pilot plant, but an apparatus design is usually smaller in 

comparison to a pilot plant. 

An apparatus design can be comprised of the following components:  

1- A main framework support structure onto which parts are assembled. 

2- A tank container with a clear wall to observe movement of particles inside the 

tank. 

3- A base plate under the tank that lifts from one side and is connected with a 

hinge on the other side. 

4- Several specialised parts to prevent the tank from sliding on the table when 

one side is lifted. 

5- A force generator like a winch or jack to lift one side of the table. 

6- A regulator under the legs for alignment purposes.  

 

3.3.1. Base Plate 

A base plate is a solid piece of material that functions as the surface that other items 

are attached to, and it must be sturdy and strong enough to bear the weight of the 

tank and contained sample. Figure 3-11 shows an orthographic layout of the base 

plate used for the experiment in this thesis. 

 

 
Figure 3-11: Base plate, orthographic layout 

 
 
 

Top view Right side view 

Front view 
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3.3.2. Main Framework Support Structure 

 

A corner view of the main framework support structure is shown in Figure 3-12.  

 

 
Figure 3-12: Corner view of the main framework structure 

 
 
The front and right side views of the main framework are depicted in Figure 3-13 and 

Figure 3-14 based on the final design decision after several meetings with the 

workshop team helping with the experimental design utilised in this thesis.  
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Figure 3-13: Front view of main framework structure, base plate, and winch 

 

 
Figure 3-14: Right side view of main framework structure, base plate and winch 
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The main parts included in the design of the apparatus and purchased (and that 

appear in these figures) were the following: 

A- Steel Handyman RHS Painted 25 × 25 × 1.6mm.  

B- Cadet Winch Webbing S Hook 300 kg.   

C- Hinge Butt Fp Zenit Th 63 mm Brass Cd2 1065. 

D- Pine Dar Fj Clear 405 × 19 mm 1.8 m. 

E- Glide Screw on Romark 3/8 × 1.1/2 in white 386020. 

 

3.3.3. Plexiglass Container (Tank)  

The tank container must be clear, with the material utilised for this study being 

plexiglass of 10 mm thickness. The divider section enables the tank to be separated 

into two sections, as shown in Figure 3-15.  

 

 
Figure 3-15: Tank container, an orthographic layout  

 

3.3.4. Water Transmitter and Holes Map 

The water transmitter component includes two plates: a holed plate as shown in the 

left hand side of Figure 3-16 and a plate of sponge as depicted in the right hand side 

Top view Right side view 

Front view 
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of Figure 3-16. The plexiglass plate having a thickness of 5 mm holds the backside 

of the soil.  

 

 
 

Material: Plexiglass with thickness of 5 mm Material: Sponge with thickness of 10 mm 

Figure 3-16: Water transmitter 

The technique of installing the water transmitter component is clearly presented in 

Figure 3-17 and Figure 3-18.  

 

Figure 3-17: A corner view of the water tank container 
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Figure 3-18: Installation of divider and water transmitter 

 

3.3.5. Implementation Procedure  

Before implementing a series of tests, it was necessary to accomplish an alignment 

process via establishing small regulators on the end of the legs and checking the level 

of the system with a level aligner device. Figure 3-19 and Figure 3-20 illustrate the 

final apparatus designed for the process of slope stability investigation that was 

utilised in this experiment.  
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Figure 3-19: Front view of designed apparatus 

 

Figure 3-20: View of the apparatus and saturation driver. A – table structure, B – glass container, C – 
camera, D – mount camera holder, E – winch force generator, F – soil sample and G – water feeder. 
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A view of the designed apparatus with the lifting up driver attached is depicted in 

Figure 3-21. 

 

 

Figure 3-21: View of designed apparatus with lifting up driver. A – table structure, B – glass container, C – 
camera, D – mount camera holder, E – winch force generator and F – soil sample.  

3.4. Camera 

A camera is a device for capturing or recording images and videos. A camera, similar 

to the human eye, can capture an object without contacting it physically. In this 

research, a Gopro Hero3+ Black camera, which is a user friendly and 60 frames per 

second system, was selected (Hero3 Black edition, 2014). In Figure 3-22, the Gopro 

Hero3+ camera and water-resistant cover are shown. 

Table 3-6 presents the camera’s features and characteristics, while Table 3-7 shows 

the resolution instructions on how to achieve the best quality image.  
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Figure 3-22: Gopro Hero3+ camera and water-resistant cover (Hero3 Black edition, 2014) 

Table 3-6: Gopro Hero3+black resolution (Hero3 Black edition, 2014) 

Video Resolution 
NTSC 

fps 

PAL 

fps 
Protune 

Field of View 

(FOV) 

Screen 

Resolution 

4K /  

4K 17:9 

15 

12 

12.5 

12 

Yes Ultra Wide 3840×2160, 16:9 

4096×2160, 17:9 

2.7K /  

2.7K 17:9 

30 

24 

25 

24 

Yes Ultra Wide 

Medium 

2704×1524, 16:9 

2704×1440, 17:9 

1440p 48 

30 

24 

48 

25 

24 

Yes Ultra Wide 1920×1440, 4:3 

1080p 60 

48 

30 

24 

50 

48 

25 

24 

Yes Ultra Wide 

Medium 

Narrow 

1920×1080, 16:9 

1080p SuperView* 60 

48 

30 

24 

50 

48 

25 

24 

Yes Ultra Wide 1920×1080, 16:9 

960p 100 

60 

48 

100 

50 

48 

Yes 

Yes 

No 

Ultra Wide 1280×960, 4:3 

720p 120 

 

60 

100 

 

50 

Yes 

 

Yes 

Ultra Wide 

Medium** 

Narrow 

1280×720, 16:9 

720p SuperView* 100 

60 

48 

100 

50 

48 

Yes 

Yes 

No 

Ultra Wide 1280×720, 16:9 

WVGA 240 240 No Ultra Wide 848×480, 16:9 

*SuperView delivers the world’s most immersive field of view. 
**720p 120 and 720p 100 only support Ultra Wide and Narrow FOV. 

Note: Protune mode is only possible in select Video resolutions. 
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Table 3-7: Application of video resolution (Hero3 Black edition, 2014) 

Video 

Resolution 
Best Use 

4K /  

4K 17:9 

Stunning high-resolution video with professional low-light performance. 

Pull 8MP stills from video. Recommended for tripod or fixed position shots. 

2.7K /  

2.7K 17:9 

16:9 / 17:9 resolution video downscales to provide stunning, cinema-quality 

results for professional productions. Recommended for tripod or fixed 

position shots.  

1440p Recommended for body-mounted shots as larger viewing area and high frame 

rate yield the smoothest, most immersive results for high-action capture. 

1080p 1080p60 is great for all shots as high resolution and frame rate yield stunning 

results. Tripod or fixed mounting for 1080p48 and 30 fps and 1080p24 is ideal 

for television and film productions. 

1080p 

SuperView 

Recommended for body- or gear-mounted shots. More vertical4:3 content is 

automatically stretched to full-screen 16:9 for greater viewing enjoyment. 

960p Use for body-mounted shots and when slow motion is desired. 

Provides large viewing area and smooth results for high action capture. 

720p Good for handled shots and when slow motion is desired. 

720p SuperView Good for body- or gear-mounted shots. More vertical 4:3 content is  

Automatically stretched to full-screen 16:9 for greater viewing enjoyment. 

WVGA Good when super slow motion is desired and standard definition is acceptable. 

3.4.1. Camera Mount  

The camera mount utilised in this experiment, as shown in Figure 3-23, was flexible 

and easy to fit onto the plexiglass tank.  

 
Figure 3-23: Camera flexible mount (Hero3 Black edition, 2014) 
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3.5. Manufactured Apparatus 

The apparatus was manufactured as depicted in Figure 3-24, with Figure 3-25 and 

Figure 3-26 showing information that is more detailed. 

 

 

Figure 3-24: A front view of the manufactured apparatus 

 
Figure 3-25: A close view of the apparatus 
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Figure 3-26: A view of the water section and winch in the manufactured apparatus 

3.6. Sample Preparation  

As mentioned in the Material section, the main sample considered for testing was 

sand extracted from Gaskell Avenue. This is the greatest area of in Western 

Australia; the sand is smooth and, because of considerable impurity effects, bentonite 

was added. A study by Ata et al. (2015) also utilised a component soil and bentonite 

because of coherence effect (more details are presented in section 3.2.2 Direct Shear 

Test). Hashemi et al. (2015) used 10, 15 and 20 % bentonite in their tests, and Wong 

et al. (2013) studied further the effectiveness of bentonite in incoherence. For a 

drained test, the soil sample should be kept in an oven at a temperature of 105 °C for 

24 h. 
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3.7. Apparatus Standardisation Test  

Figure 3-27 presents a schematic diagram of the process of the apparatus 

standardisation test. One major factor when attempting to solve a problem using 

image processing is to conduct the test in the dark to prevent light reflection.  

 
Figure 3-27: Schematic diagram for apparatus standardisation test 
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3.8. Apparatus Alignment  

The main framework and tank were initially aligned in an attempt to begin the tests 

from different initial slopes to replicate the effect of sub-bottom hard layers in 

nature. Thus, for each test three aligned angles (0°, 5° and 10°) were assumed.  

3.9. Preparation before Test 

To achieve repeatability of tests and identical conditions, all tests were prepared in a 

similar way, as clarified in Figure 3-28. In the first step, the soil sample was made in 

a container, with attempts at composing a loose and dry slope to replicate natural 

sand slopes. In the second step, the head of the slope was trimmed and flattened. 

Several techniques were employed to increase the quality of tests, namely the light 

was decreased to accomplish the test in a night situation and an anti-streak spray was 

applied to decrease the sticking property of the particles to the wall. An inclinometer, 

vertical and horizontal rulers, test code and sample codes were stuck to the glassy 

tank to help with any measurement during the tests and analysing the result. A 

coding system for tests and samples makes it easy to manage and categorise the 

results (see below for details).  

 

3.9.1. Test Coding Method  

A (Alignment differentiation) and S (Saturation method):  

A0, A5, A10, S – 1, 2, 3 

Where the letters and numbers stand for:  

A0: Begin alignment at 0°; A5: Begin alignment at 5°; A10: Begin alignment at 10°; 

and S: Saturated 

 

3.9.2. Sample Coding Method 

S, SB5, SB10, D, W5, W10 

Where the letters and numbers stand for:  

S: Sand; SB5: Sand + 5% Bentonite; SB10: Sand + 10% Bentonite;  

D: Dry; W5: 5% Water; W10: 10% Water 
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For example: A10-SB5 indicates that the test type is the alignment process beginning 

with angle 10°, and the sample is sand containing 5% bentonite. In this research, the 

lifting process was only utilised in the process of evaluation and the saturated tests 

were neglected. After sample preparation for the test, a sample label was installed on 

the corner of the tank as shown in Figure 3-28, which enables easier checking of the 

videos for analysing purposes. 

 
Figure 3-28: Stable sample 

3.10. Camera Setup 

The camera was installed with a mount on the container and moved with the 

container. Similar to above, the test was conducted in a dark room, the film 

resolution was set to 720 × 1280 pixels and the lens was in the medium orientation to 

cover all surfaces of the test area. Before beginning the test, the quality of light and 

the covered capture area were checked through repeating and monitoring by the 

computer.   

3.11. Test Report Sheet 

For the data recording system, a test report sheet was designed (Appendix D – Test 

Report Sheet), which helped to establish the test characteristics and track the file 
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name associated with each file description and any information required during data  

analysis data.  

3.12. Pilot Tests  

A total of 15 pilot tests were conducted with the following sample ingredients: 

Sand (Angle start 0°; 5°; 10°)  

Sand + 5% bentonite (Angle start 0°; 5°; 10°) 

Sand + 10% bentonite (Angle start 0°; 5°; 10°)   

Sand + 15% bentonite (Angle start 0°; 5°; 10°) 

Sand + 20% bentonite (Angle start 0°; 5°; 10°) 

 

The test characteristics from the report sheet and categories are presented in Table 

3-8 and Table 3-9, sorted by test code and sample code, respectively. 

Table 3-8: Test characters sorted by test code 

Test Code  Sample Code  Tank Angle 
 before test 

A0-1 S-D 0 
A0-2 SB5-D 0 
A0-3 SB10-D 0 
A0-4 SB15-D 0 
A0-5 SB20-D 0 
A5-1 S-D 5 
A5-2 SB5-D 5 
A5-3 SB10-D 5 
A5-4 SB15-D 5 
A5-5 SB20-D 5 
A10-1 S-D 10 
A10-2 SB5-D 10 
A10-3 SB10-D 10 
A10-4 SB15-D 10 
A10-5 SB20-D 10 
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Table 3-9: Test characters sorted by sample code 

Test Code Sample Code Tank Angle 
Before test 

A0-1 S-D 0 
A5-1 S-D 5 
A10-1 S-D 10 
A0-2 SB5-D 0 
A5-2 SB5-D 5 
A10-2 SB5-D 10 
A0-3 SB10-D 0 
A5-3 SB10-D 5 
A10-3 SB10-D 10 
A0-4 SB15-D 0 
A5-4 SB15-D 5 
A10-4 SB15-D 10 
A0-5 SB20-D 0 
A5-5 SB20-D 5 
A10-5 SB20-D 10 

3.13. MATLAB Analysis 

MATLAB is a computational software program that utilises parallel calculations to 

model complex equations. This software is employed by millions of engineers and 

scientists worldwide to analyse and design systems and has a large number of 

modules for engineering and scientific applications, such as image processing, 

pattern recognition and optimisation. In this research, an attempt was made to find a 

specific character in the captured movie to cluster the output into several groups. To 

achieve this aim, the colour and image pixels were employed as the main parameters 

and the videos were converted into separate frames. The process of changing videos 

into corresponding frames is presented systematically in the MATLAB code lines.    

3.13.1. MATLAB Code 

 
The MATLAB program uses several functions obtained from a website designed by 

Kovesi (2000) to code the algorithm under consideration, with the approach to the 

program coding in this research as follows: 
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A- Open video file and read it is a frame selected (Figure 3-29). 
 

 

 
Figure 3-29: Sample label 

 

B- Define a mask area to remove any extra surface and eliminate soil 
boundaries (Figure 3-30). 
 
 

 
Figure 3-30: Mask area designed to remove unnecessary areas 

 
 

C- Apply the colour difference threshold to remove holes in the monochrome 
picture. 
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D- Select a rectangular area on the soil section and then determine its colour 
value (Figure 3-31) 

 
 

 
Figure 3-31: Rectangular area to optimise sample colour 

 

E- Convert the soil region RGB values to lab colour space (monochrome) 

(Figure 3-32). 

F- Define the inclinometer region as shown in Figure 3-32. 

 

 
Figure 3-32: Separator line shows slope line 
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G- Process the movie frames through the loop. 

H- Select and find the longest edge list and assume it is the surface profile. 

I- Generate an Excel file and export the pixel coordinates into this file 

where the name of the file is the same as the frame name (Figure 3-33). 

 

 
Figure 3-33: Points coordinates for pixels generating the slope line 

 
J- Import all data into the Excel file using a macro (Figure 3-34). 
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Figure 3-34: Setting the slope line in a sheet frame by frame 

 

K- Conduct a data analysis process with Excel and SPSS software (Figure 

3-35). 

 
Figure 3-35: The graph generated from frame 840 to 891 

The MATLAB coded program is presented in Appendix A.  
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3.14. SPSS Analysis 

A comprehensive software package employed for statistical analysis is SPSS. Using 

the numerical data extracted from the MATLAB software, a comprehensive analysis 

was accomplished using SPSS software (see Figure 3-36). This software is capable 

of classifying data with the same characteristics into similar categories. In this 

research, K-Mean cluster analysis, one of the best classification methods, was 

applied (IBM, 2013) to analyse the frame category and determine the slope 

movement jumping in specific frame intervals.   

 

 
Figure 3-36: Selection of variable parameters in K-Mean cluster analysis 

 

In addition, it was possible to change the clusters numbers to obtain different results. 

In this research, the number 10 was considered for clusters (Figure 3-37).  
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Figure 3-37: Determination of the number of maximum clusters 

Before implementing data analysis by the K-Mean method, it was necessary to 

standardise the data by the following procedures (Figure 3-38): 

1- Select Descriptive…  from Analyze /Descriptive Statistics    

 
Figure 3-38: Standardisation process 

2- Select the variables and save standardised values as variables to generate the 

standardised data (Figure 3-39).  
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Figure 3-39: Selection of variables for normalising 

This SPSS analysis was done to clarify relation between separated lines in slope lines 
presented for the test.   
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4. EXPERIMENTAL RESULTS AND DISCUSSION 

In this chapter, the following procedures for the interpretation and implementation of 

the test outcomes has been taken into account: 

 MATLAB was run for 15 movies and the outputs were automatically entered 

into the Excel files for post-processing analysis.  

 The Excel files were merged into a single Excel sheet for data analysing by 

SPSS software.  

 The tests were categorised for comparisons as follows:  

o Same ingredients with different alignments: 

S-D:(A0-1, A5-1, A10-1)  

SB5-D:(A0-2, A5-2, A10-2) 

SB10-D:(A0-3, A5-3, A10-3) 

SB15-D:(A0-4, A5-4, A10-4) 

SB20-D:(A0-5, A5-5, A10-5) 

o Same alignment with different ingredients  

A0-1,2,3,4,5: (S, SB5 , SB10, SB15, SB20 – D) 

A5-1,2,3,4,5: (S, SB5 , SB10, SB15, SB20 – D) 

A10-1,2,3,4,5: (S, SB5 , SB10, SB15, SB20 – D) 

4.1. Comparison between Tests with Same Ingredients and Different 

Alignments 

4.1.1. S-D:(A0-1, A5-1, A10-1)  

In this test, three different categories were investigated as follows: 

- Intervals of 100 frames 

- Intervals of 50 frames 

- Intervals of 20 frames 

 

To compare soil slopes stability assuming the same ingredients, the displacement 

value of the soil was computed using the PIV procedure in the MATLAB software 

program.   
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Figure 4-1: Changes in slope stability for different frames with alignment of 0° 

 

Figure 4-1depicts the some curves of slope stability when the frame numbers change 

along the test time with an interval of 100 and shows that the slope angle steadily 

decreased with a gradual increase in the frame numbers or rotation of the tank. This 

figure illustrates how slope stability can change when the frame numbers are varied 

or the tank moved upward at a constant rate of 5 mm/s vertically or 0.95 deg/s 

rotationally. A movement resistance in the initial frame can be seen followed by a 

jump in rotations, which can be called the failure threshold.   
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Figure 4-2: Changes in slope stability for different frames with alignment of 5° 

 

Figure 4-2 presents changes in slope stability for different frames with alignment of 

5°. The failure threshold can be clearly seen, where F900 has considerable movement 

compared with slopes changes in the initial frames. From the figure, the test results 

reveal a slight difference in slope angle with variation of the frame number initially. 

However, as the frame numbers increase, their corresponding slope angles decrease 

mainly after the failure threshold has been reached. An increase in the frame number 

creates more potential for slip surfaces and less potential for stability. Therefore, the 

test results demonstrate that the slope movements are not the same rate as loading 

rates induced by tank rotation.  

One important result is that failures do not show planar and transitional slides. 

Instead, they are rotating around a point that is located along nearly one third of the 

slope. 
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Figure 4-3: Changes in slope stability for different frames with alignment of 10° 

Figure 4-3 shows variations in the slope stability for different frames with alignment 

of 10°, illustrating the convergence of all curves as the frame number increases. 

These test results confirm previous results. Hence, the relationship between the frame 

number and slope stability is a reverse function; therefore, the slope angle is 

decreased by failure when the frame number is increased.   

 

 
Figure 4-4: Changes in slope stability for different frames with intervals of 50 frames 
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Slope stabilities of the samples for eighteen frames with intervals of 50 frames are 

depicted in Figure 4-4. This figure illustrates how slope stability alters when the 

frame number varies, and reveals from the curves that there is an almost uniform 

rotation or movement after the first jump in frame F950. Therefore, the slope angle 

decreases steadily after failure.     

 
Figure 4-5: Changes in slope stability for different frames with alignment of 5° 

Slope angles based on several frames with alignment of 5° are shown in Figure 

4-5.When curves change from lower frame to higher frame, the angle decreases, i.e. 

the slope angle decreases when the frame number increases.  
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Figure 4-6: Changes in slope stability for different frames with intervals of 50 frames 

Figure 4-6 shows the effect of frame numbers on slope stability for ten laboratory 

tests. From the figure, it is difficult to locate the jump and statistical analysis of the 

movement rates is required. The curves present a uniform convergence of slope 

stability lines by increasing the frame number, which is similar to the previous 

analysis that demonstrates an increase in the frame numbers leads to a decrease in 

slope angle.   
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Figure 4-7: Changes in slope stability for different frames with intervals of 20 frames 

Figure 4-7 shows how slope stability changes as a function of the frame numbers 

with intervals of 20 frames. The relationship of the slope angle and frame number 

changes appears to be opposite, i.e., the slope angle increases as the frame number 

decreases in a steady manner. However, delineating of the failure surface is not as 

easy as that shown in Figure 4-1to Figure 4-7. 

 
Figure 4-8: Changes in slope stability for different frames with intervals of 20 frames 
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The effect of the frame numbers on slope angles are presented in Figure 4-8, which 

reveals a slight difference between the lines resulting from slip surfaces. However, 

the slope angle varies with an insignificant change in the frame number; therefore, 

statistical analysis might be necessary to distinguish the yielding frames.   

 
Figure 4-9: Changes in slope stability for different frames with alignment of 10° 

The role of frame numbers in surface failures is depicted in Figure 4-9, where it is 

confirmed that the frame numbers play a significant role in the slope stability 

process. From the figure, it is clear that the effects of frame numbers on slope angles 

for several tests are converged with increasing frame number.  

 

4.1.2. SB5-D:(A0-2, A5-2, A10-2) 

The following section describes the results obtained when bentonite was added to the 

soil in varying percentages..  
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Figure 4-10: Changes in slope stability for different frames with intervals of 20 frames 

Figure 4-10 shows a range of variations in slope stabilities with intervals of 20 

frames, which is in agreement with previous analyses that demonstrated significant 

influence of frame numbers on slope angles. The figure illustrates that a decrease in 

the frame numbers leads to an increase in the slope angle.  

 
Figure 4-11: Changes in slope stability for different frames with alignment of 5° 
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Figure 4-11depicts the effect of the frame numbers on slope angle under alignment of 

5°, with a relative difference between the curves indicating that the slope angle 

continuously increased with decreasing frame numbers. However, overall the same 

trends for all curves were observed.  

 
Figure 4-12: Changes in slope stability for different frames with alignment of 10° 

The changes in slope angle with the frame numbers under alignment of 10° are 

depicted in Figure 4-12, with all curves converged in F120. However, the slope angle 

declines with increasing frame numbers.  

 

4.1.3. SB10-D:(A0-3, A5-3, A10-3) 

By addition of 10% bentonite to the saturated soil, a series of laboratory tests were 

conducted to determine the impact of this new composition on slope stability. The 

results of these tests are schematically depicted and technically described in the 

following section.  
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Figure 4-13: Changes in slope stability for different frames with intervals of 20 frames 

The effect of several frame numbers on the slope angles is observable as shown in 

Figure 4-13 by varying the bentonite percentage content, with there being obvious 

significant differences between the slope stability lines. However, by decreasing the 

frame numbers, the slope angles substantially increased. 

 



 Page 80 
 
 

 

 

 
Figure 4-14: Changes in slope stability for different frames with alignment of 5° 

The impact of the frame number on slope angle is depicted in Figure 4-14, which 

illustrates that an increase in frame numbers leads to a decrease in slope angle.  

 

 
Figure 4-15: Changes in slope stability for different frames with alignment of 10° 
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The effect of the frame number on slope inclination under alignment of 10° is shown 

in Figure 4-15, which illustrates the curves are close to each other and approximately 

present the same behaviour.  

 

4.1.4. SB15-D:(A0-4, A5-4, A10-4) 

By addition of 15%bentonite, the following patterns were extracted from the 

laboratory tests.  

 
Figure 4-16: Changes in slope geometry for different frames with intervals of 20 frames 

Figure 4-16 reflects the behaviour of slope inclination when altering the frame 

numbers and shows a significant relationship between slope inclination and frame 

numbers. Therefore, the slope angle decreases when the frame number considerably 

increases.  
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Figure 4-17: Changes in slope geometry for different frames with alignment of 5° 

The impact of the frame numbers on slope inclination under alignment of 5° is 

presented in Figure 4-17, which illustrates there is a relative difference between all 

curves. However, the slope angle continuously decreases when the frame number 

steadily increases.  

 
Figure 4-18: Changes in slope geometry for different frames with alignment of 10° 
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Figure 4-18 illustrates how the slope angle changes when the frame number increases 

or decreases, with the lines relatively coinciding in lower frame numbers.    

 

4.1.5. SB20-D:(A0-5, A5-5, A10-5) 

By addition of 20% bentonite, the laboratory tests are repeated under the identical 

conditions to above tests, and the results are presented in the following part.  

 
Figure 4-19: Changes in slope geometry for different frames with intervals of 20 frames 

Figure 4-19 shows the changes in slope inclination when the frame numbers vary 

systematically, which illustrates that the slope inclination quickly decreases as the 

frame number increases.  
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Figure 4-20: Changes in slope geometry for different frames with alignment of 5° 

Figure 4-20 reflects how changes in slope inclination are influenced by the frame 

numbers under alignment of 5°. From the figure, it is obvious that there is a 

convergence among the curves with increase in the frame number.  

 

 
Figure 4-21: Changes in slope geometry for different frames with alignment of 10° 
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The impact of the frame number on the slope inclination under alignment of 10° is 

shown in Figure 4-21, which illustrates that a decrease in the frame number leads to 

an increase in the slope inclination.  

4.2. Tests Conducted with the Same Alignment and Different Ingredients 

In this section, the results from Figure 4-1to Figure 4-21 are reproduced according to 

their batching proportions or ingredient contents. Thus, by changing the composition 

of the test samples, a new set of analysis are obtained for the slopes as follows: 

 

4.2.1. A0-1,2,3,4,5: (S, SB5 , SB10, SB15, SB20 – D) 

 

Figure 4-22: Changes in slope geometry for different frames with intervals of 50 frames 

The effect of the frame number on the slope angle is presented in Figure 4-22 with 

intervals of 50 frames, which shows that the lines are distributed uniformly and 

differences between lines are not significant. However, this result does not occur by 

increasing the percentage of bentonite in the sample, as presented in the following 

figures. 
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Figure 4-23: Changes in slope geometry for different frames with 5% bentonite 

The changes in slope angle with the frame number are shown in Figure 4-23, which 

illustrates a convergence between the lines because of the slip surfaces with increase 

in the frame number. This convergence tends to shift upward from 0% bentonite to 

10% bentonite as illustrated in Figure 4-24. 

 
Figure 4-24: Changes in slope geometry for different frames with 10% bentonite 
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Figure 4-24 depicts the changes in slope stability with the frame numbers under the 

addition of 10% bentonite, which shows that there is a significant difference between 

the lines.   

 
Figure 4-25: Changes in slope geometry for different frames with 15% bentonite 

The effect of the frame number on the slope inclination is depicted in Figure 4-25, 

which shows there is an outstanding convergence among all curves with increasing 

frame number. However, the slope angle decreases as the frame number increases.  

 
Figure 4-26: Changes in slope geometry for different frames with 20% bentonite 
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Figure 4-26 reflects the changes in slope stability when the frame number varies, 

which illustrates that in the zero bentonite treatment there is a relative difference 

among all curves. From this figure, the slope angle decreases when the frame number 

increases.   

 
Figure 4-27: Changes in slope geometry for different frames with alignment of 20 frames 

The impact of the slope angle on the frame number is shown in Figure 4-27, which 

demonstrates that with increasing frame number, the slope angle decreases. 

However, there is a reverse relationship between the frame number and slope 

inclination.  



 Page 89 
 
 

 

 

 
Figure 4-28: Changes in slope geometry for different frames with 5% bentonite 

The impact of the frame number on slope inclination is shown in Figure 4-28, which 

demonstrates a convergence between all curves resulted from the slip surfaces with 

increasing frame number. However, the results are still in agreement with those of 

previous tests.    

 
Figure 4-29: Changes in slope geometry for different frames with 10% bentonite 

Figure 4-29 depicts several curves extracted from the slip surfaces captured by the 

camera. The results show that there is a substantial difference between the lines. 
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However, the figure confirms that the relationship between the slope angle and frame 

number is a reverse function.  

 
Figure 4-30: Changes in slope geometry for different frames with 15% bentonite 

The effect of the frame number on slope angle by adding 15% bentonite is shown in 

Figure 4-30, which depicts a convergence between all curves with increasing frame 

number, i.e. with steadily increasing the frame number, the slope angle gradually 

decreases.  

 
Figure 4-31: Changes in slope geometry for different frames with 20% bentonite 
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Figure 4-31 shows how the slope stability varies when the frame number changes, 

which demonstrates that the results are in line with the previous ones, i.e. when the 

frame number increases, the slope angle decreases.   

 

4.2.2. A5-1,2,3,4,5: (S, SB5 , SB10, SB15, SB20 – D) 

By addition of bentonite, a set of tests were conducted to understand how the 

composition affects slope stability. The test results are presented in the following 

section. 

 
Figure 4-32: Changes in slope geometry for different frames with alignment of 5° 

Figure 4-32 depicts the relationship between the slope angle and the frame number 

and shows that the slope inclination drops when the frame number increases. From 

the figure, a slight difference between all curves can be observed.  
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Figure 4-33: Changes in slope geometry for different frames with intervals of 50 frames 

Figure 4-33 shows how the changes in the frame number vary the slope angle; 

therefore, progressive increase in frame number leads to a gradual decrease in slope 

inclination.   

 
Figure 4-34: Changes in slope geometry for different frames with 10% bentonite 

The changes in the slope angle with the frame number are graphically shown in 

Figure 4-34, which illustrates a convergence between all curves with increasing 
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frame number. However, the relationship between the slope angle and frame number 

is a reverse function.    

 
Figure 4-35: Changes in slope geometry for different frames with 15% bentonite 

The impact of the frame number on slope inclination with addition of 15%bentonite 

with intervals of 50 frames is presented in Figure 4-35. From the figure, it is obvious 

that all curves are converged at a certain point on the left hand side of the figure.  

 
Figure 4-36: Changes in slope geometry for different frames with 20% bentonite 
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Figure 4-36 shows how a decrease in the frame number leads to an increase in the 

slope inclination. From the figure, there is a convergence between all curves with 

increasing frame number.   

 
Figure 4-37: Changes in slope geometry for different frames with intervals of 20 frames 

The relationship between the frame number and the slope inclination under intervals 

of 20 frames is presented in Figure 4-37, which shows only slight differences 

between all curves.  

 
Figure 4-38: Changes in slope geometry for different frames with 5% bentonite 
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The changes in the slope inclination with the frame number are shown in Figure 

4-38, which illustrates that the slope angle increases when the frame number 

decreases.  

 
Figure 4-39: Changes in slope geometry for different frames with 10% bentonite 

 

The effect of the frame number on the slope inclination with the addition of 10% 

bentonite is depicted in Figure 4-39, which illustrates that an increase in frame 

number leads to a decrease in slope inclination.   
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Figure 4-40: Changes in slope geometry for different frames with 15% bentonite 

Figure 4-40 shows how the changes in the frame numbers vary the slope inclination 

by the addition of 15% bentonite and confirms that the relationship between the slope 

angle and frame number is a reverse function. 

 
Figure 4-41: Changes in slope geometry for different frames with 20 % bentonite 
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The changes in the slope angle with varying the frame number under intervals of 20 

frames are shown in Figure 4-41, which illustrates a gradual increase in the frame 

numbers leads to a continuous decrease in the slope inclination.   

 

4.2.3. A10-1,2,3,4,5: (S, SB5 , SB10, SB15, SB20 – D) 

By addition of bentonite in different percentages to the saturated soil, several tests 

were conducted to find how an increase of 5° changes the slope stability.  

 

 
Figure 4-42: Changes in slope geometry for different frames with alignment of 10 percent 

Figure 4-42 shows how a progressive increase in the frame number leads to a gradual 

decrease, and demonstrates only a slight difference between all curves.  
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Figure 4-43: Changes in slope geometry for different frames with 5% bentonite 

 

Figure 4-43 shows the behaviour of the slope angle when the frame number changes, 

which reveals a convergence between all curves with increasing frame numbers.  

 
Figure 4-44: Changes in slope geometry for different frames with 10% bentonite 

Figure 4-44 depicts how the slope angle changes when the frame number varies with 

a composition of 10% bentonite. This figure shows that the obtained results are in 

agreement with those of the previous tests.  
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Figure 4-45: Changes in slope geometry for different frames with 15% bentonite 

Figure 4-45 depicts how the changes in the frame number can vary the slope angle 

with the addition of 15% bentonite. From the figure, it can be seen that a decrease in 

the frame number leads to an increase in the slope inclination.  

  

 
Figure 4-46: Changes in slope geometry for different frames with 20% bentonite 
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The changes in the slope stability for several frame numbers with the addition of 

20% bentonite are shown in Figure 4-46, which confirms that there is a reverse 

relationship between the slope inclination and frame number.  

 
Figure 4-47: Changes in slope geometry for different frames with intervals of 20 frames 

Figure 4-47 shows how a decrease in the frame number leads to an increase in the 

slope angle. This figure demonstrates that there is a convergence between all curves 

with increasing frame number.   

 
Figure 4-48: Changes in slope geometry for different frames with 5% bentonite 
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Figure 4-48 depicts all curves resulting from the slip surfaces are relatively different 

and with an increase in the frame number, the slope angle decreases. This figure 

shows that there is a convergence between all curves with decreasing slope angle.   

 
Figure 4-49: Changes in slope geometry for different frames with 10% bentonite 

Figure 4-49 shows that the pattern between the frame number and the slope 

inclination is a linear relationship. Therefore, progressive increase in the frame 

number leads to a continuous decrease in the slope angle.  

 
Figure 4-50: Changes in slope geometry for different frames with 15% bentonite 
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The effects of the frame number on the slope inclination are graphically depicted in 

Figure 4-50, which shows a convergence between all curvaes with decreasing the 

slope inclination.  

 
Figure 4-51: Changes in slope geometry for different frames with 20% bentonite 

Figure 4-51 presents how the slope inclination changes when the frame number 

varies and shows a relative difference between all curves resulting from the slip 

surfaces. However, a decrease in the slope inclination results from an increase in the 

frame number.  

4.3. Summary of Results from Image Processing  

Bentonite was added to the samples to replicate fine content effects when analysing 

slope stability. From the results obtained above, by adding bentonite, the slope 

stability decreased significantly. For example, at 5° alignment, the stability of soil 

with 5% bentonite, soil with 10% bentonite, and soil with 15% bentonite steadily 

decreased. The decrease in the slope inclination can be directly attributed to the 

increase in the volume of bentonite. As presented in the figures, the slope stability 

curves shifted downwards with an increase in bentonite content. Because soil 

displacement varies with composition, an important design problem in slope stability 

analysis is soil decomposition. 
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From these results, it can be concluded that a soil with no bentonite is more stable 

than with bentonite. As the bentonite content increases the stability of the slope 

decreases. Whereas, the least stable slope belongs to the sample with the soil and the 

least alignment. For all curves resulting from the image processing technique, the 

slope stability decreased with frame numbers. Therefore, the potential for slope 

stability decreases when frame number increases. Therefore, the results indicate that 

slope stability is a function of the frame number in addition to the degree of 

composition.  

The alignment varied from 0° to 15°, with this variable being slightly less significant 

for changes in the slopes, with the effect of alignment on slope stability is negligible.  

For smaller intervals, the numbers of frames are associated with more detail and 

information. Over different test designs, intervals of 20 frames were found to be the 

best for analysis.  

4.4. SPSS Analysis Results 

After the primary image processing analyses of the test results, the outputs were 

entered in the database for SPSS analysis. This technique helps to locate jump 

locations in an analytical logic and to avoid visual errors in identifying first failure 

locations. For example, a typical test (A0-1 - S-D - intervals of 20 frames) is 

presented below.  
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Figure 4-52: Changes in slope geometry for different frames with intervals of 20 frames 

Figure 4-52 shows how the behaviour of the slope angle changes when the frame 

number varies and presents a range of 114 frames, from F1 to F260, with intervals of 

20 frames. In a visual check, some initial micro failures can be seen, as depicted in 

Figure 4-53. In this research, the micro failures are neglected.  

 
Figure 4-53: Micro failures 

For purpose of analysing and classifying the data, the homogeneous properties of 

various image features were categorised into classes. The K-Mean cluster method, a 

data-partitioning and iterative algorithm as presented in Appendix B, was applied to 
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separate the frames logically. The results obtained from the K-Mean cluster method 

are sorted as listed in Table 4-1 as shown in coloured yellow blue and brown.  

Table 4-1 : K-Mean cluster analysis 

Cluster Category Cluster Number in SPSS Frame 
No. 

5 1 F1 
5 2 F20 
5 3 F40 
5 4 F60 
5 5 F80 
5 6 F100 
5 7 F120 
5 8 F140 
5 9 F160 
5 10 F180 
5 11 F200 
5 12 F220 
5 13 F240 
5 14 F260 
5 15 F280 
5 16 F300 
5 17 F320 
5 18 F340 
5 19 F360 
5 20 F380 
5 21 F400 
5 22 F420 
5 23 F440 
5 24 F460 
5 25 F480 
5 26 F500 
5 27 F520 
5 28 F540 
5 29 F560 
5 30 F580 
5 31 F600 
5 32 F620 
5 33 F640 
5 34 F660 
5 35 F680 
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Cluster Category Cluster Number in SPSS Frame 
No. 

5 36 F700 
5 37 F720 
5 38 F740 
5 39 F760 
5 40 F780 
5 41 F800 
5 42 F820 
5 43 F840 
5 44 F860 
5 45 F880 
5 46 F900 
4 47 F920 
9 48 F940 
9 49 F960 
1 50 F980 
1 51 F1000 
1 52 F1020 
1 53 F1040 
1 54 F1060 
1 55 F1080 
1 56 F1100 
1 57 F1120 
1 58 F1140 
1 59 F1160 
8 60 F1180 
8 61 F1200 
8 62 F1220 
8 63 F1240 
8 64 F1260 
8 65 F1280 
8 66 F1300 
8 67 F1320 
6 68 F1340 
6 69 F1360 
6 70 F1380 
6 71 F1400 
6 72 F1420 
6 73 F1440 
6 74 F1460 
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Cluster Category Cluster Number in SPSS Frame 
No. 

10 75 F1480 
7 76 F1500 
2 77 F1520 
3 78 F1540 
3 79 F1560 
3 80 F1580 
3 81 F1600 
3 82 F1620 
3 83 F1640 
3 84 F1660 
3 85 F1680 
3 86 F1700 
10 87 F1720 
10 88 F1740 
10 89 F1760 
10 90 F1780 
10 91 F1800 
10 92 F1820 
10 93 F1840 
10 94 F1860 
10 95 F1880 
10 96 F1900 
10 97 F1920 
10 98 F1940 
10 99 F1960 
10 100 F1980 
10 101 F2000 
10 102 F2020 
10 103 F2040 
10 104 F2060 
10 105 F2080 
10 106 F2100 
10 107 F2120 
10 108 F2140 
10 109 F2160 
10 110 F2180 
10 111 F2200 
10 112 F2220 
10 113 F2240 
10 114 F2260 
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For a better understanding, the clusters are graphically curved as shown in Figure 

4-54 to Figure 4-63. 

 
Figure 4-54: Cluster5 - A0-1 - S-D - Intervals of 20 frames 

 

 
Figure 4-55: Cluster4 - A0-1 - S-D - Intervals of 20 frames 

 
 



 Page 109 
 
 

 

 

 
Figure 4-56: Cluster9 - A0-1 - S-D - Intervals of 20 frames 

 
Figure 4-57: Cluster1 - A0-1 - S-D - Intervals of 20 frames 
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Figure 4-58: Cluster8 - A0-1 - S-D - Intervals of 20 frames 

 
Figure 4-59: Cluster6 - A0-1 - S-D - Intervals of 20 frames 
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Figure 4-60: Cluster10 - A0-1 - S-D - Intervals of 20 frames 

 
Figure 4-61: Cluster7 - A0-1 - S-D - Intervals of 20 frames 
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Figure 4-62: Cluster2 - A0-1 - S-D - Intervals of 20 frames 

 
Figure 4-63: Cluster3 - A0-1 - S-D - Intervals of 20 frames 
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4.5. Calculation of Inclination and Maximum Vertical Displacement 

Speed 

In this section, for calculation of inclination and maximum vertical displacement, 

two frame numbers (F840 and F900) were utilised as shown in Figure 4-64. The 

outputs of the two frame numbers under different slope angles are presented in Table 

4-2.  

  

Table 4-2: The conversion of the frame numbers F840 and F900 to a monochrome plan 

Frame 840 (Tank slope = 8°) Frame 840 (Tank slope = 8°) 

  

Frame 900 (tank slope = 9°) Frame 900 (Tank slope = 9°) 
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Figure 4-64: Test A0-1 - S-D - output graph of F840 and F900 

     

To compare the two frame numbers (F840 and F900), a section of the line was 

separated to analyse the outputs as shown in Figure 4-64, with additional information 

presented in Figure 4-65. 

 
Figure 4-65: Test A0-1 - S-D - output graph of F840 and F900- the selected area to compare 
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Figure 4-66: Test A0-1 - S-D - output graph of F840 and F900 - line equation 

 

It was necessary to convert pixels to millimetre dimensions before conducting the 

tests. Two vertical and horizontal rulers were installed to compute the vertical and 

horizontal displacement (Figure 4-66). The conversation rate for y- axis and x-axis is 

4.75 and 4.8, respectively. For example, to convert a 10-pixel displacement on the y-

axis to a standard millimetre unit, it is necessary to divide 10 by 4.75 (10 ÷ 4.75 = 

2.1mm). Detailed information on the displacement is presented in Table 4-3 and 

Figure 4-67.   
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Figure 4-67: Test A0-1 - S-D - output graph F840 and F900- Displacement mm 

Table 4-3: Calculation of inclination and maximum vertical displacement speed 

Frame No. Tan(Alpha) Slope Angle 
Slope 
Angle 

Unit 

F840 0.438 0.413 (Radian) 23.66 Degree 
F900 0.461 0.431(Radian) 24.74 Degree 

Results of Calculation 

Delta Slope (Slope variation) 
1.08 Degree 

Delta Time[(900-840)/59]Second 
1.02 Sec 

Slope Speed= Delta Slope/Delta Time 1.064 Degree/Sec 

Max Displacement Speed = 2.98mm/Delta Time 2.93 Mm/Sec 
Average Displacement Speed = 1.76mm/Delta Time 1.73 Mm/Sec 
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4.6. Interpretation  

In this section, all previous findings are evaluated in more detail, with the 

movements and their rates shown as time passes and the results presented in two 

graphs for each test treatment.  

In the following figures, the first double vertical axis line graph shows the slope 

angle (Deg) as indicated on the left y-axis, the angular velocity (Delta slope/Sec) 

shown on the right y-axis and the time (Sec) is considered on the x-axis. The main 

first and second peaks named Jump1 and Jump2, respectively, are shown. 

The second graph illustrates the relationship between the FOS indicated on the y-axis 

and time (Sec) on the x-axis. (FOS calculated according to equation 2-4) 

According to the legends, slope angle and FOS are described by the solid lines and a 

dotted line depicts the angular velocity. 

Data is selected from tank rotation moving from start time until highest degree stop 

time.  
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Test A0-1 Sample S-D 

   
Figure 4-68: Variation of slope angle and angular velocity with time for test: A0-1, sample: S-D 

 
Figure 4-69: Variation of factor of safety(FOS) with time for test: A0-1, sample: S-D 
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Test A0-2 Sample SB5-D 

   
Figure 4-70: Variation of slope angle and angular velocity with time for test: A0-2, sample: SB5-D 

 
Figure 4-71: Variation of factor of safety(FOS) with time for test: A0-2, sample: SB5-D 
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Test A0-3 Sample SB10-D 

  
Figure 4-72: Variation of slope angle and angular velocity with time for test: A0-3, sample: SB10-D 

 
Figure 4-73: Variation of factor of safety(FOS) with time for test: A0-3, sample: SB10-D 
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Test A0-4 Sample SB15-D 

  
Figure 4-74: Variation of slope angle and angular velocity with time for test: A0-4, sample: SB15-D 

 
Figure 4-75: Variation of factor of safety(FOS) with time for test: A0-4, sample: SB15-D 
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Test A0-5 Sample SB20-D 

  
Figure 4-76: Variation of slope angle and angular velocity with time for test: A0-5, sample: SB20-D 

 
Figure 4-77: Variation of factor of safety(FOS) with time for test: A0-5, sample: SB20-D 
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Test A5-1 Sample S-D 

 
Figure 4-78: Variation of slope angle and angular velocity with time for test: A5-1, sample: S-D 

 
Figure 4-79: Variation of factor of safety(FOS) with time for test: A5-1, sample: S-D 
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Test A5-2 Sample SB5-D 

   
Figure 4-80: Variation of slope angle and angular velocity with time for test: A5-2, sample: SB5-D 

 
Figure 4-81: Variation of factor of safety(FOS) with time for test: A5-2, sample: SB5-D 
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Test A5-3 Sample SB10-D 

  
Figure 4-82: Variation of slope angle and angular velocity with time for test: A5-3, sample: SB10-D 

 
Figure 4-83: Variation of factor of safety(FOS) with time for test: A5-3, sample: SB10-D 
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Test A5-4 Sample SB15-D 

  
Figure 4-84: Variation of slope angle and angular velocity with time for test: A5-4, sample: SB15-D 

 
Figure 4-85: Variation of factor of safety(FOS) with time for test: A5-4, sample: SB15-D 
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Test A5-5 Sample SB20-D 

  
Figure 4-86: Variation of slope angle and angular velocity with time for test: A5-5, sample: SB20-D 

 
Figure 4-87: Variation of factor of safety(FOS) with time for test: A5-5, sample: SB20-D 
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Test A10-1 Sample S-D 

  
Figure 4-88: Variation of slope angle and angular velocity with time for test: A10-1, sample: S-D 

 
Figure 4-89: Variation of factor of safety(FOS) with time for test: A10-1, sample: S-D 
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Test A10-2 Sample SB5-D 

  
Figure 4-90: Variation of slope angle and angular velocity with time for test: A10-2, sample: SB5-D 

 
Figure 4-91: Variation of factor of safety(FOS) with time for test: A10-2, sample: SB5-D 
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Test A10-3 Sample SB10-D 

  
Figure 4-92: Variation of slope angle and angular velocity with time for test: A10-3, sample: SB10-D 

 
Figure 4-93: Variation of factor of safety(FOS) with time for test: A10-3, sample: SB10-D 
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Test A10-4 Sample SB15-D 

  
Figure 4-94: Variation of slope angle and angular velocity with time for test: A10-4, sample: SB15-D 

 
Figure 4-95: Variation of factor of safety(FOS) with time for test: A10-4, sample: SB15-D 
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Test A10-5 Sample SB20-D 

  
Figure 4-96: Variation of slope angle and angular velocity with time for test: A10-5, sample: SB20-D 

 
Figure 4-97: Variation of factor of safety(FOS) with time for test: A10-5, sample: SB20-D 

 

 

 



 Page 133 
 
 

 

 

Test A0-1 Sample S-D 

Figure 4-68, which was monitored between 4.2 and 27.9 seconds, illustrates how 

slope angle rises steadily before Jump1 or the first failure threshold. After that, the 

slope angles starts to decrease in an oscillating manner. The velocity of the slope is 

nearly constant about zero before the failure threshold but dramatically increases to 

nearly 2.4 deg/sec corresponding to yielding of slope. This graph also shows a fall in 

slope angle simultaneously there is an upward trend in velocity in both Jump1 and 

Jump2. 

 

Figure 4-69 represents how FOS changes according to the relationship noted in 

equation 2-6. It decreases until failure threshold is reached at 15.3 seconds, which 

coincides with Jump1 in angular velocity; however, it increases again at 18.6 

seconds, which surprisingly coincides with Jump2 in angular velocity. 

 

Test A0-2 Sample SB5-D 

Figure 4-70, which was monitored between 2.5 and 23.7 seconds, represents a 

moderate rise in slope angle until 9.3 seconds when Jump1 occurs. Then the slope 

angle decreases slowly and has a slight noticeable peak at Jump2. The angular 

velocity fluctuates and increases dramatically within 11 seconds. By contrast, it 

drops significantly. Immediately after Jump1 and Jump2, two bumps are easily seen 

in angular velocity at 11 s and 13.5 seconds, respectively. 

 

Figure 4-71reveals that FOS decreases sharply to a minimum point of 0.59, which 

coincides with Jump1, then it increases to 0.7, and then again decreases to 0.67, 

which coincides with Jump2. 

 

Test A0-3 Sample SB10-D 

Figure 4-72, which was monitored between 4.2 and 23.7 seconds, shows a very 

smooth increase in slope angle including Jump1, which is small yet still observable. 

Although it then slowly decreases, the slope angle continues to increase until Jump2 

at 18.6 seconds. The angular velocity has steady fluctuations, with it increasing to 
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12.7 seconds, and then decreasing, with the lowest point in angular velocity 

occurring at exactly the same time as Jump2 at 18.6 seconds. 

 

Figure 4-73 illustrates that the FOS has a downward trend until 11.9 seconds, which 

occurs at the same time as Jump1. The FOS then increases, but decreases again until 

it reaches the most minimum point (0.43), which coincides with Jump2 in the slope 

angle. 

 

Test A0-4 Sample SB15-D 

Figure 4-74 shows that the slope angle has an upward trend and has two jumps at 

16.4 and 27.1 seconds, respectively, and then decreases after Jump2. Conversely, 

angular velocity reveals many fluctuations until 16.4 seconds, when it decreases, 

although it again demonstrates different fluctuations afterwards. This continues until 

it increases abruptly at 28.8 seconds. The most minimum point of angular velocity in 

all these fluctuations occurs at the same time as Jump1. Both factors were monitored 

between 4.2 and 33.8 seconds. 

 

Figure 4-75 demonstrates a downward trend. This decrease continues until 0.47, 

coinciding with Jump1, but then has a small increase, after which it retains its 

downward trend until it reaches the most minimum point (0.33) coinciding with 

Jump2. 

 

Test A0-5 Sample SB20-D 

Figure 4-76 demonstrates continual increases until 19.9 seconds when Jump1 occurs, 

after which it decreases then increases again gradually until 25.4 seconds when 

Jump2 occurs. Conversely, angular velocity has two dramatic jumps, with both 

occurring immediately after Jump1 and Jump2 in slope angle. This line graph shows 

data that was monitored from 5 until 28.8 seconds.  

Figure 4-77 depicts continual decreases in the FOS until reaching the most minimum 

point (0.47), which coincides with Jump1. Although it increases suddenly, it 

decreases again to 0.58, which is exactly when Jump2 in slope angle occurs.  
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Test A5-1 Sample S-D 

Figure 4-78, which represents data monitored from 2.5 until 20.3 seconds, shows a 

steady increase in slope angle until reaching Jump1 at 10.2 seconds. It then 

decreases, however, this decrease does not last long; it increases again soon after and 

reaches Jump2 at 13.5 seconds. The angular velocity decreases and then remains 

almost stable until it increases sharply at 11.9 seconds. Then, it has two more rapid 

changes, one of which reaches the peak at 14.4 seconds. 

 

Figure 4-79 illustrates the FOS having a decrease until 0.76, after which it increases. 

Then, it decreases again until the most minimum point at 0.71, with the FOS again 

increasing afterwards. The two minimum points in angular velocity occur at the same 

time as Jump1 and Jump2. 

 

Test A5-2 Sample SB5-D 

Figure 4-80 shows increase in slope angle in which Jump1 occurs at 11 seconds, after 

which it shows slight changes until Jump2 at 15.3 seconds. Angular velocity 

increases sharply at 11.9 seconds (immediately after Jump1 in slope angle), and then 

shows rapid changes. Surprisingly, the most minimum of angular velocity occurs at 

the same time as Jump2 in the slope angle. Both of these factors were monitored 

from 1.7 to 21.2 seconds.  

 

Figure 4-81 reveals that the FOS declines until it reaches 0.62, which is the same 

time as Jump1. After increasing for a while, it decreases again to 0.61, which 

coincides with Jump2 in slope angle.  

 

Test A5-3 Sample SB10-D 

Figure 4-82 shows continual rise in slope angle until it reaches 11 seconds when 

Jump1 occurs, after which it decreases again, then increases and reaches the 

maximum at 16.1 seconds when Jump2 occurs. Angular velocity changes only 

slightly, increasing at 12.7 seconds immediately after Jump1and when the slope 
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angle has dropped. Angular velocity reaches the maximum point at 16.4 seconds, 

right after Jump2.  

 

Figure 4-83 represents a sudden decrease in the FOS. This decrease continues until 

0.64, coinciding with Jump1, after which it increases, then decrease again and 

reaches its minimum point at 0.63, coinciding with Jump2. 

 

Test A5-4 Sample SB15-D 

Figure 4-84 illustrates a gradual increase in slope angle. These factors were 

monitored from 2.5 to 20.3 seconds. Jump1 occurs at 11.8 seconds, yet it decreases 

again, and then Jump2 occurs at 16.9 seconds. Angular velocity experiences a 

considerable increase immediately following Jump1 and Jump2.  

 

Figure 4-85 depicts significant decreases in the FOS until it first minimum of 0.57, 

which corresponds with Jump1.The second FOS minimum at 0.54 coincides with 

Jump2 in slope angle.  

 

Test A5-5 Sample SB20-D 

Figure 4-86 reveals a sudden increase in slope angle until Jump1 occurs at 11 

seconds, after which it decrease but then increases again until it reaches 15.2 seconds 

when Jump2 occurs. Then it decreases rapidly. Angular velocity has two main jumps, 

each occurring after the jumps in slope angle, i.e. increases in velocity occurred 

during decreases in slope angle. Both slope and angular velocity were recorded 

between 4.2 and 22 seconds.  

 

Figure 4-87 reveals a decrease in FOS. Two main minimum points, occurring at 0.49 

and 0.47, are shown, with the first one coinciding with Jump1, and the second one 

with Jump2. 
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Test A10-1 Sample S-D 

Figure 4-88 shows a constant increase in slope angle where the two main jumps 

occur at 13.5 and 20.3 seconds. Conversely, angular velocity decreases at exactly in 

the same time as the slope angle increases. Angular velocity does have two main 

increases (both occurring immediately after each increase in slope angle), one at 

14.40 seconds and the other at 12.1 seconds, which is the maximum point. 

 

Figure 4-89 shows a constant decrease in FOS, which drops to 0.67 at Jump1 and 

0.63 at Jump2.  

 

Test A10-2 Sample SB5-D 

Figure 4-90 reveals rapid waves in both slope angle and angular velocity. Slope 

angle reaches its maximum point at 8.4 seconds, then decreases and increases again 

when Jump2 occurs at 11.9 seconds. Angular velocity remains constant until it 

increases suddenly immediately after Jump1 at 9.3 seconds. After this, it decreases 

and then increases again to 13.5 seconds, which is exactly after Jump2. Both of these 

factors were recorded between 2.5 and 17.8 seconds. 

 

Figure 4-91 illustrates a downward trend in the FOS as it reaches its minimum point 

at 0.58 coinciding with Jump1. After that, it increases dramatically, which occurs as 

the slope angle decreases, and then decreases to 0.69, which coincides with Jump2 in 

the slope angle. 

 

Test A10-3 Sample SB10-D 

Figure 4-92 shows an increase in slope angle that continues until 9.3 seconds when 

Jump1 occurs. Then it decreases briefly, and then increases again until it reaches 

16.9 seconds when Jump2 happens. Angular velocity has many fluctuations. 

However, it has two main jumps at 11.8 and 17.8 seconds. The first jump occurs 

immediately after Jump1 in slope angle, and the second jump occurs immediately 

after Jump2. These data were recorded between 3.4 and 22 seconds. 
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Figure 4-93 depicts a sudden decrease in the FOS until it reaches 0.59 coinciding 

with Jump1, then increases briefly and decreases again; reaching 0.58 before its next 

increase. This second minimum point coincides with Jump2 in the slope angle. 

 

Test A10-4 Sample SB15-D 

Figure 4-94 shows a constant increase in the slope angle, with Jump1 and Jump2 

occurring at 17.7 and 18.6 seconds that are very close to each other. Conversely, 

there is almost a plateau in angular velocity until it increases abruptly at19.5 seconds. 

This increase occurs immediately after Jump2. Only one jump in angular velocity 

coincides with Jump1 and Jump2 occurring very close together. These data were 

recorded between 2.5 and 22 seconds. 

 

Figure 4-95 reveals a constant decrease in FOS until reaching its minimum point at 

0.42, which coincides with Jump2 in slope angle.  

 

Test A10-5 Sample SB20-D 

Figure 4-96 illustrates a gradual increase in slope angle, although there is not a big 

jump, Jump1 is still noticeable at 12.7 seconds just before a slow decrease. The slope 

angle then increases again until it reaches the maximum at 18.6 second, after which it 

decreases. Angular velocity has a plateau until a slight increase at 13.5 seconds, 

which occurs immediately after Jump1. It then decreases and fluctuates but increases 

dramatically at 19.11 seconds. These factors were monitored between 2.5 and 19.49 

seconds. 

 

Figure 4-97 depicts the FOS decreasing sharply. It then reaches 0.45, which 

coincides with Jump1 after which it slightly increases before decreasing again and 

reaches the minimum point at 0.37, which coincides with Jump2. 

 

Figure 4-98 illustrates the variations of the FOS for Jump1 and Jump2 versus 

bentonite content. As can be seen, Jump1 and Jumpe2 have nearly identical 
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behaviour with regard to bentonite changes, i.e. they both decrease with increased 

bentonite concentration in an approximately steady manner.  

 
Figure 4-98: Variation of median (FOS) of jumps with bentonite content for all samples 

 

The common points from Figure 4-68 to Figure 4-97 are listed below: 

 There are direct relationships between slope angle, angular velocity and FOS 

during each test. 

 At each main jump, there is a maximum resistance against movements while 

showing minimum safety factors. 

 Immediately following the main jumps, there is a dramatic increase in 

angular velocity of movements. 

 There is always FOS retrieval after the main jumps. FOS values ranged from 

0.3 to 0.7 while failures were not initiated. Therefore, slopes can resist 

against movements even for FOS less than one. 

 There is a relatively steady decrease in FOS trend with bentonite content, i.e. 

bentonite decreases FOS of slopes and does not help stability of slopes when 

they are dry and loose.  
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5. SUMMARY AND CONCLUSIONS 

The main aim of this research was to evaluate the application of an image processing 

technique, particle image velocimetry (PIV), for slope stability analysis. The analysis 

was implemented with emphasis on shallow slope failures in dry and loose sands 

including wide range fine contents. The primary reason for considering the PIV 

technique is the need for development of a powerful technique that can quantify soil 

slope stability and result in a graph for reflecting the information in the frame of a 

graphical analysis. 

The method was clearly described in Chapter 2, and the soil sample preparation and 

apparatus manufacturing was presented in Chapter 3. Chapter 4 illustrated how the 

slope stability can change when the composition of the soil content varies with the 

addition of bentonite, and discusses the observed features of planar slope stability 

and their effective components by means of PIV and statistical analyses.  

The results of image processing and the SPSS analysis reveal how shallow slopes 

behave in real time, which is hard to distinguish with other stability methods as 

explained in Chapter 2. Failure thresholds and velocity of movements were clearly 

obtained, which are necessary for detailed studies. The shape of failures and their 

geometrical characteristics were obtained, which is one advantage of using the PIV 

application. The relationship between FOS and fine content were also qualified, and 

utilization of SPSS analysis helps clarify and display the main failure surfaces, which 

are hard to distinguish with other methods. Moreover, this analysis reveals the details 

of slopes and micro slopes more efficiently. A schematic view of research output is 

presented in Figure 5-1.  
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Figure 5-1: A schematic view of research output procedures 

 

In this thesis, the following research findings were accomplished: (i) the effect of the 

percentage of bentonite on slope stability, (ii) development of a graphical model for 

slope stability analysis, (iii) influence of the alignment on surface failure, and (iv) the 

features of failures. The main results are summarized below: 

 

5.1. Influence of Bentonite  

In this research, the influence of bentonite on the soil slope stability was evaluated, 

with the bentonite content ranging from 0 to 20%. For different alignments, the slope 

angle was investigated. The bentonite contents steadily increased for all slope angles 

and the results are graphically shown. The results revealed that bentonite or dirtiness 

is not helpful for sandy slopes when they are dry and loose, i.e. planar failures are 

more unstable with increasing fine particle content in sand.   
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5.2. Benefits of PIV Method 

By evaluation of the surface lines extracted from images, it is clear that the mode of 

failure is a planar failure in a rotational manner. This does not comply with 

transitional failure mechanisms described in different literature.  

Based on the results obtained from the laboratory experiments, the following results 

can be highlighted:  

 
 PIV can be efficiently employed to analyse slope stability in the form of 2D 

analyses. 

 PIV delivers real time changes in slope stability analyses in terms of velocities, 

safety factors and distribution of failure surfaces.  

 When modeling 2D soil slopes, PIV provides a more suitable failure mechanism in 

comparison with that of conventional techniques.  

 According to the complexity of the soil composition that can influence slope 

stability, conventional techniques are not capable of modelling the complexity 

involved in the process of movements.  

 Based on the obtained results, the significant movement velocity of the slope occurs 

with reduction of safety factors with a delay of a few seconds after failure.  

 From the research analysis, it can be inferred that increases in bentonite content 

negatively impacts dry slopes. Therefore, considerable increase in the percentage of 

bentonite has a significant decrease in the slope stability.  

 2D analysis of the PIV technique is superior to the conventional methods because of 

its versatility and capabilities. 

5.3. Planar Failure Features 

It is discovered that shallow failures in loose sands or clayey sands do not have 

transitional or planar failure patterns. They have more rotational trends around an 

axis located on the slope face between toes to one third of its length. It should be 

noted that this type of slope resists against loading to some extent and show high 

velocity of movements about 2–4 deg/s when they are approaching failure. 
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6. RECOMMENDATIONS 

This research evaluates the potential of the PIV method for slope stability analysis. 

From the results obtained, further studies are required to:  

 confirm the accuracy of the approach for other soil compositions, 

 conduct field research experiments to confirm the observed failure 

characteristics seen in the laboratory, 

 complete the results by verification of slopes including other coarse material, 

 confirm the results obtained for soil with different moisture contents, 

 evaluate the impact of water flow, saturation or vibrations on slope stability,  

 compare the results obtained in a 2D space with those in a 3D space,   

 evaluate the yield results to substantiate the capability of the developed 

approach for the assessment of slope stability, and investigate other non-

plastic soil effects.   

 

Automatic electrical winch with a recordable speed, glass container, camera with a 

high resolution and flexible mount, a dark space with a manageable lightness helps to 

increase quality and accuracy. 

With a combination of MATLAB and SPSS analysis in the form of a newly designed 

software program, the subject of probabilistic and statistical slope stability analyses 

can be conjugated.  
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8. APPENDIX 

Appendix A - MATLAB Code 

function soil(f1, f2, delta) 
  
    % Set up default argument values 
    if ~exist('f2', 'var'), f2 = f1; end 
    if ~exist('delta', 'var'), delta = 1; end 
  
    % Image processing parameters.  These may need to be changed if  
the rig 
    % setup or lighting changes. 
  
    % The figure number to use when displaying processed image 
frames 
    figNo = 1; 
     
    % Colour difference threshold (in Lab space) for deciding if a 
pixel is soil 
    % or not.  If background areas start being marked as soil try 
decreasing 
    % this value, If 'holes' appear in the soil try increasing it. 
    thresh = 15;      
     
    % Weights to apply to the Lightness, a and b colour values when 
determining 
    % the colour difference.  Here the weighting for lightness is 
low so that we 
    % are not so influenced by lighting variations in the image. 
    LabWeight = [0.2, 1, 1]; 
     
    % Structuring element for morphological close/open operation.  
Increase 
    % the radius if you get 'holes' in the soil, though you may want 
to try 
    % increasing 'thesh' a little first 
    se = strel('disk', 5); 
     
    %% Open the video file  (Edit to change the video file used) 
    vidFile = 'M1.MP4'; 
  
    vid = VideoReader(vidFile); 
    nFrames = get(vid, 'NumberOfFrames'); 
    fprintf('Video has %d frames\n', nFrames); 
  
    % Ensure f2 is not greater than the number of frames 
    f2 = min(f2,nFrames);   
     
    % Read the first frame so that we can determine the image size 
    im = read(vid, f1); 
    [rows,cols,chan] = size(im);     
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    % Define mask area so that we can eliminate soil boundaries that 
are not 
    % of interest.  The values below will need to be altered if the 
camera or 
    % rig configuration is changed. 
    [x,y] = meshgrid(1:cols, 1:rows); 
    mask = (y < 550  & x < 900) | (y < 350 & x < 1128); 
    figure(100), imshow(mask), title('Mask image') 
     
    % Define inclinometer region, again these may need to be changed 
if the 
    % rig setup is changed. 
    inc_rrng = 10:210;  % Range of row values 
    inc_crng = 315:525; % Range of columns 
  
    % Get the user to select a rectangle of soil so that we can 
determine its 
    % colour values. 
    fprintf('Select a region of soil\n'); 
    figure(101), imshow(im);  
    title('Select a rectangular region of soil', 'FontSize', 18) 
    cr = imcrop; 
     
    % Convert the soil region RGB values to Lab colour space 
    lab = rgb2lab(cr);   
  
    % Find median L, a and b colour values of the cropped soil 
region 
    soilLAB = zeros(1,3); 
    for c = 1:3 
        tmp = lab(:,:,c); 
        soilLAB(c) = median(tmp(:));         
    end 
  
    fprintf('Soil region Lab values: L = %.3f  a = %.3f  b = 
%.3f\n', ... 
            soilLAB(1), soilLAB(2), soilLAB(3)); 
     
     %% The main loop that processes the movie frames 
     
    for f = f1:delta:f2 
        im = read(vid, f);   % Read the frame 
        lab = rgb2lab(im);   % and convert to Lab colour space 
         
        % Extract subimage of inclinometer from the L channel, 
normalise its 
        % range and multiply by 255 for future placement in the 
final image. 
        incl = normalise(lab(inc_rrng, inc_crng, 1)); 
         
        % Compute weighted colour difference from the reference 
'soil colour' 
        % for all pixels in Lab space 
        labdiff = zeros(rows,cols); 
        for c = 1:3 
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            labdiff = labdiff + (LabWeight(c)*(lab(:,:,c)-
soilLAB(c))).^2; 
        end 
        labdiff = sqrt(labdiff); 
         
        % Generate a binary image representing the soil.  This 
corresponds to 
        % all regions where the colour difference is less than 
'thresh'. 
        soil = labdiff < thresh; 
         
        % Perform morphological close-open to remove small holes and 
isolated 
        % regions in the binary image 
        soil = imopen(imclose(soil, se),se); 
  
        % Find the perimeter of the soil region. This returns a 
binary image 
        % with pixels set to 1 on the perimeter. 
        perim = bwperim(soil);    
         
        % Mask out the region of interest of the soil perimeter 
(Ignore the 
        % boundaries with the rulers and labels. 
        perim = perim & mask;   
         
        % Cast the perimeter image from 'logical' to type 'double' 
so that we 
        % can insert a greyscale image of the inclinometer into it. 
        perim = double(perim); 
         
        % Extract an edglist of pixels 
         elist = edgelink(perim); 
        %Find the longest edgelist and assume it is the surface 
profile 
        maxlen = 0; 
        for n = 1:length(elist) 
            len = length(elist{n}); 
            if len > maxlen 
                edgelist = 720 - elist{n}; 
                maxlen = len; 
            end    
        end 
         
        % Save edgelist to a file 
        % create a folder for this video if it does not already 
exist 
         foldername = [vidFile '_output']; 
         if ~exist(foldername,'dir'), mkdir(foldername), end 
         outfilename = sprintf('%s/%5d.xls',foldername,f); 
         xlswrite(outfilename,edgelist); 
            
          
        % Insert the inclinometer subimage at the top left corner 
        perim = implace(perim, incl, 0, 0);   
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        % Display the processed image and set the image title to 
correspond 
        % to the frame number 
        figure(figNo),  imshow(perim) 
        set(figNo,'name', sprintf('    Frame %d', f)); 
        pause(.01); 
    end 
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Appendix B- SPSS output for test: A0-1 and sample: S-D, for intervals of  20 

frames  

Cluster Membership 

Case Number Cluster Distance 

1 5 47.853 

2 5 40.215 

3 5 55.977 

4 5 52.169 

5 5 41.562 

6 5 50.506 

7 5 59.753 

8 5 52.540 

9 5 48.288 

10 5 48.665 

11 5 42.502 

12 5 40.744 

13 5 53.043 

14 5 52.084 

15 5 47.370 

16 5 62.300 

17 5 50.992 

18 5 47.120 

19 5 35.134 

20 5 51.473 

21 5 47.283 

22 5 29.628 

23 5 36.782 

24 5 29.018 

25 5 33.091 

26 5 24.318 

27 5 26.447 

28 5 23.450 

29 5 25.897 

30 5 25.981 

31 5 28.560 

32 5 28.637 

33 5 47.405 

34 5 35.513 

35 5 64.864 



 Page 159 
 
 

 

 

36 5 43.614 

37 5 55.053 

38 5 60.760 

39 5 48.681 

40 5 56.285 

41 5 66.554 

42 5 53.387 

43 5 88.394 

44 5 82.508 

45 5 71.740 

46 5 209.694 

47 4 .000 

48 9 146.403 

49 9 146.403 

50 1 189.770 

51 1 93.455 

52 1 82.562 

53 1 84.594 

54 1 86.025 

55 1 84.917 

56 1 118.396 

57 1 174.703 

58 1 245.455 

59 1 385.303 

60 8 394.944 

61 8 221.514 

62 8 92.969 

63 8 96.571 

64 8 122.707 

65 8 178.984 

66 8 277.270 

67 8 495.866 

68 6 330.504 

69 6 174.649 

70 6 120.407 

71 6 99.805 

72 6 93.266 

73 6 168.132 

74 6 388.479 

75 10 339.624 
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76 7 .000 

77 2 .000 

78 3 200.487 

79 3 186.772 

80 3 129.072 

81 3 66.206 

82 3 47.829 

83 3 139.860 

84 3 222.222 

85 3 101.641 

86 3 96.795 

87 10 96.475 

88 10 94.030 

89 10 80.808 

90 10 89.133 

91 10 75.894 

92 10 70.754 

93 10 63.795 

94 10 52.652 

95 10 49.522 

96 10 44.342 

97 10 42.511 

98 10 36.795 

99 10 34.901 

100 10 28.267 

101 10 28.874 

102 10 27.490 

103 10 30.725 

104 10 39.202 

105 10 43.365 

106 10 63.337 

107 10 73.599 

108 10 75.861 

109 10 75.037 

110 10 77.082 

111 10 76.354 

112 10 71.598 

113 10 70.616 

114 10 63.735 
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Appendix C – Material Specifications 

C-1.Sand Specification 
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C-2. Bentonite Specification 
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