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Abstract

A strong understanding of quantitative research methods is a pre-requisite to psychological literacy and evidence-based practice in psychology. Quantitative research methods are also an area of weakness for many psychology students. Furthermore, many students have relatively little interest in reading and conducting research, hold negative attitudes toward research methods, struggle to see the relevance or utility of methods and statistics courses, and experience high levels of statistics anxiety. Consequently, efforts have been undertaken to reform traditional research methods and statistics pedagogy, with the objective of making these subjects more applied, relevant and engaging for students. Many of these reforms are based on active learning principles, and the idea that, as much as is practicable, students should be ‘doing’ research, rather than merely reading about it, or listening to instructors talking about it. In an undergraduate psychology degree, ‘doing research’ can manifest in multiple activities, of which the current thesis focuses on three: (1) participating in authentic research; (2) working with authentic data; and (3) conducting an original research project.

The first two papers herein focus on understanding and quantifying undergraduate psychology students’ perspectives on the educational value of participating in authentic research, which is a ‘rite of passage’ in most research active schools of psychology. The third describes the development and evaluation of an active learning exercise in which students participated in a class experiment, then analysed the data it generated. Papers 4-7 address issues arising from the supervision of final year dissertations projects, including the quality of student collected data, and the ethics of surveying online. Finally, paper 8 explores the difficulties faced by students (but not ‘experts’) when required to identify statistical tests and procedures appropriate to their research questions and hypotheses, while paper 9 describes the development of a mobile application specifically developed to support this process.

Combined with the exegesis that precedes them, the nine papers in this thesis offer a range of insights into, and strategies that promote the engagement of undergraduate psychology students with research methods, and with the process of conducting research.
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Exegesis
Introduction

This history and progress of modern psychology rests primarily on quantitative foundations (Benjamin, 2014; Brysbaert & Rastie, 2013). The vast majority of contemporary published psychological research is quantitative (Kidd, 2002; Marchel & Owens, 2007; Munley, Anderson, Briggs, Devries, Forshee, & Whisner, 2002; Rennie, Watson, & Monteiro, 2002), and the ability to read, comprehend, critically evaluate, and apply the findings of this body of work is a prerequisite to psychological literacy (McGovern et al., 2010; Cranney & Dunn, 2011; Cranney, Morris, & Bolwood, 2015; Roberts, Heritage, & Gasson, 2015), and evidence based practice in psychology (American Psychological Association Presidential Task Force on Evidence Based Practice, 2006). It is for these reasons that quantitative research methods hold a prominent position in the undergraduate psychology curriculum in Australia (Lipp et al., 2007; P. Wilson & Provost, 2006), the United States (D. Dunn et al., 2010; W. Messer, Griggs, & Jackson, 1999; Perlman & McCann, 1999a, 1999b; Norcross et al., 2016; Stoloff et al., 2010; Stoloff, Curtis, Rodgers, Brewster, & McCarthy, 2012), the United Kingdom (Field, 2010), and elsewhere (e.g., Gines, 2006; Sumer, 2016).

The centrality of research methods to the discipline is also clearly reflected in the learning goals, standards, and graduate attributes or competencies specified by psychology course accreditation agencies worldwide. For example, of the six graduate attributes for an Australian undergraduate psychology course developed by Cranney and colleagues (2009) and later adopted by the Australian Psychology Accreditation Council (APAC, 2010) for inclusion in the Accreditation Standards for Psychology Courses, at least two require a solid and flexible understanding of research methods and statistics. The first of these, “research methods in psychology”, specifies the ability to “describe, apply and evaluate the different research methods used by psychologists”, and “design and conduct basic studies to address psychological questions” (APAC, 2010, p. 40). The second, “critical thinking skills”, states that graduates of undergraduate psychology courses must be able to “apply knowledge of the scientific method in thinking about problems related to behaviour and mental processes” (APAC, 2010, p. 41). Although the APAC standards are undergoing review at the time of writing, the current consultation draft (dated June 2016) indicates that research methods and statistics will continue to play a significant role in undergraduate
psychology training in Australia. For example, the draft standards state that, amongst other competencies, graduates of four-year undergraduate psychology degrees will be able to “analyse and critique theory and research in the discipline of psychology and communicate these in written and oral formats”, “demonstrate self-directed pursuit of scholarly inquiry in psychology”, and “undertake research to investigate [questions] relevant to the discipline of psychology” (APAC, 2016, pp. 14-15).

In the United States, the American Psychological Association (APA) Board of Educational Affairs Task Force on Psychology Major Competencies (2013; see also APA, 2016) have specified five learning goals for an undergraduate psychology degree. The second of these is “scientific inquiry and critical thinking”, which requires “the development of scientific reasoning and problem solving, including effective research methods”, “applying research design principles to drawing conclusions about psychological phenomena”, and “designing and executing research plans” (APA Board of Educational Affairs Task Force on Psychology Major Competencies, 2013, p. 15). Similarly, in the United Kingdom, the Quality Assurance Agency for Higher Education (2010) and the British Psychological Society (2015) both state that an undergraduate psychology degree should equip students with the ability to “generate and explore research questions”, “carry out empirical studies involving a variety of methods of data collection”, “analyse data”, “present and evaluate research findings”, and “employ evidence based reasoning”.

Despite their role in the progress of psychological science, their place in the undergraduate curriculum, and the regularity with which they appear in accreditation standards worldwide, research methods and (particularly) statistics are areas of weakness for many students (Garfield & Ahlgren, 1988; Garfield & Ben-Zvi, 2007; Murtonen, 2015; Murtonen & Lehtinen, 2003; Murtonen, Olkinuora, Tynjala, & Lehtinen, 2008). Furthermore, many students have relatively little interest in reading and conducting research (Rottinghaus, Gaffey, Borgen, & Ralston, 2006; Vittengl et al., 2004), hold negative attitudes towards research methods (Addison, Stowell, & Reab, 2015; Murtonen, 2005; Sizemore & Lewandowski, 2009), fail to see the future relevance or utility of methods and statistics courses (Ciarocco, Lewandowski, & Van Volkom, 2013; Murtonen et al., 2008), and experience high levels of statistics anxiety (Hanna, Shevlin, & Dempster, 2008; Macher, Papousek, Ruggeri, & Paechter, 2015; Onwueguzie & Wilson, 2003). For these reasons and more, research methods and
statistics are generally regarded as challenging subjects to teach (Conners, McCown, & Roskos-Ewoldsen, 1998; P. Dunn, Carey, Richardson, & McDonald, 2016; Saville, 2015; S. Wilson, 2013). Consequently, there have been many calls for reforms to traditional research methods and statistics pedagogy, with the objective of making these topics more applied, relevant, and engaging for students (e.g., Garfield, Hogg, Schau, & Whittinghill, 2002; Hogg, 1991; Lovett & Greenhouse, 2000). One set of reforms that have met with success are those focused on active learning, and the idea that, as much as is practicable, students should be ‘doing’ research, rather than merely reading about it, or listening to instructors talking about it (D. Dunn, 2010, 2015; Earley, 2014; Harlow, 2013; Gurung et al., 2016).

In the context of an undergraduate psychology degree, ‘doing research’ can manifest in multiple activities. These activities are most commonly deployed in dedicated methods and statistics classes, though they are also incorporated with some degree of regularity in ‘topic’ classes as well (Perlman & McCann, 2005). They include, but are not limited to, (a) engaging in class activities designed to illustrate methodological and statistical concepts; (b) participating in authentic research; (c) working with authentic data, collected by students, either by testing themselves, each other, or participants external to the unit in which they are enrolled; and (d) sharing or taking responsibility for conducting an original research project. This thesis is focused on research and initiatives related to the latter three types of active learning experience. Its overarching objective is:

*To probe issues and strategies linked to the engagement of undergraduate psychology students with research methods, and the process of conducting research.*

**Participation in Authentic Research**

The recruitment of undergraduate students as participants in honours, postgraduate, and faculty research has long been a part of the culture of psychological science (e.g., McNemar, 1946). The majority of psychological research is based on data collected from undergraduate students (Arnett, 2008; Higbee, Millard, & Folkman, 1982; Korn, 1999; Wintre, North, & Sugar, 2001), who are typically members of subject or participant pools, and required to participate in research (or complete other ‘equivalent’ activities) as a course requirement (Coulson, 1999; Diamond & Reidpath, 1992; Sieber & Saks, 1989). Whilst subject to a number of
(primarily ethical) critiques (e.g., Bartholomay & Sifers, 2016; Dalziel, 1996; Sieber, 1999; Tabachnick, Keith-Spiegel, & Pope, 1991), participant pools are typically justified on the grounds that they are mutually beneficial. They provide faculty with ready access to research participants, whilst providing students with insights into the research process that would be difficult or impossible to acquire in a typical research methods classroom (Sieber & Saks, 1989). A limited body of existing research suggests that some, though not all students see research participation as having some educational value (Cromer, Reynolds, & Johnson, 2013; Davis & Fernald, 1975; Landrum & Chastain, 1995; Leak, 1981; Moreland, 1999; Trafimow, Madson, & Gwizdowski, 2006; VanWormer, Jordan, & Dlalock, 2014), with the nature and extent of self-reported benefits influenced by a variety of factors, including the quality of debriefing provided (King, 1970), amount of previous participation experience (Nimmer & Handelsman, 1992), and total hours of participation required to meet specified course targets (Miles, Cromer, & Narayan, 2015). Most of this research has been quantitative (though see Brody, Gluck, & Aragon, 2000; Moyer & Franklin, 2011), with data typically limited to responses to a handful of survey items. To redress this imbalance, the first aim of this thesis was:

To develop a rich, qualitative account of undergraduate psychology students’ perspectives on the educational value of research participation.

This aim was addressed with Roberts and Allen (2012; paper 1), in which we thematically analysed students’ answers to the question, “you’ve been invited to participate in a number of research projects this semester; what have you learned from this experience?” At the time the research was conducted (circa 2009/10), the School of Psychology and Speech Pathology, Curtin University, did not have a participant pool (though there was active faculty discussion around establishing one). Lynne Roberts and I both coordinated research methods units, and routinely encouraged our students to participate in the research of their more senior colleagues (e.g., Honours and PhD students). The question above, which students were informed would be included in their final exams and, importantly, could be answered regardless of the extent and nature of a student’s research participation, reflected one method that we used to encourage participation. The results reported in Roberts and Allen (2012) offer a rich, nuanced and contextually sensitive account of the perceived value of the research participation experience from the perspective of a near complete ‘population’
of students. The overarching theme to emerge from the data was that research participation provides increased insight into the research process. This theme was expressed in several sub-themes, which captured students’ developing awareness of the diversity of psychological research; the nature and complexity of ‘real’ research; the roles of the researcher and participant in the research dynamic; multiple design issues; and their own possible future selves as researchers. From these findings, we concluded that most students in our sample appeared to have valued the opportunity to participate in research, and that doing so afforded them a variety of educational benefits. However, we argued that greater gains could be realised through tighter integration of research participation and the teaching of research methods, and proposed several strategies toward achieving this. These strategies included using research projects in which students have recently participated as the context for exploring methodological and statistical concepts in class, and inviting the researchers themselves to brief students on their methods and findings at appropriate points throughout the syllabus.

To evaluate the effectiveness of the types of strategies we proposed in Roberts and Allen (2012), as well as track students’ perceptions of the educational value of research participation over time and across circumstances, a brief, reliable, and content valid measure of these perceptions is required. Historically, when researchers have measured students’ perceptions of the educational value of research participation, they have tended to do so using either single item measures, or scales with unknown or un/under-reported psychometric properties that are not clearly grounded in the substantive domain they seek to assess (e.g., King, 1970; Landrum & Chastain, 1995; Leak, 1981; Trafimow et al., 2006; VanWormer et al., 2014). Redressing these deficits was the second aim of the current thesis:

*To develop a brief, reliable and valid measure of the perceived educational value of research participation, grounded in qualitative perspectives of student research participants, as captured by Roberts and Allen (2012).*

This aim was met with Roberts and Allen (2013; paper 2), in which we described the development and validation of the seven-item *Student Perceptions of the Educational Value of Research Participation Scale* (SPEVRPS). Following the publication of the SPEVRPS in early 2013, Miles and colleagues (2015) developed and published the *Human Subject Pool Attitude Scale* (*HSP-AS*). Like items on the
SPEVRPS, items on the four sub-scales of the HSP-AS were developed from thematic analysis of students’ qualitative reflections on the research experience, a strategy recommended (Gehlbach & Brinkworth, 2011) and frequently used (e.g., Fredricks et al., 2016; Nichter, Nichter, Thompson, Shiffman, & Moscicki, 2002; Rowan & Wulff, 2007) in the earlier stages of scale development as a means of ensuring content validity. Furthermore, the final 12-item HSP-AS subscale, Educational, shares substantial content overlap with the SPEVRPS. For example, HSP-AS item 32, “participation gives students an idea of how to conduct their own research”, is conceptually similar to SPEVRPS item 1, “increased my knowledge of how research is conducted”. Similarly, “I learned about the different kinds of psychological research” (HSP-AS Item 33) and “increased my knowledge about the range of research conducted in my university” (SPEVRPS item 2) appear to overlap, along with “research participation adds to what we learn in class” (HSP-AS item 35) and “I have been able to put what we have learned in class into context” (SPEVRPS item 6). Despite these similarities, the HSP-AS appears to have been developed and published without any awareness of Roberts and Allen (2013), and thus opportunities for further construct validation of the SPEVRPS, and initial construct validation of the HSP-AS were missed. At the time of writing, there have been no psychometric properties published for the HSP-AS beyond internal consistency coefficients (Miles et al., 2015).

**Working with Authentic Data**

Beyond learning about the conduct of research by participating in research, research suggests that research methods and statistics can be effectively taught via class exercises that engage students as researchers, who are charged with systematically measuring then analysing their own behaviour, or the behaviour of each other (e.g., Hamilton & Geraci, 2004; Morgan, 2009; Neumann, Hood, & Neumann, 2013; Neumann, Neumann, & Hood, 2010; Stedman, 1993; Thompson, 1994). Assuming responsibility for collecting data provides students with opportunities to organically engage with a range of design related issues (e.g., sampling, ethics, experimenter bias, measurement fidelity etc.). Subsequently analysing this personally meaningful data provides opportunities to reflect on the relationships between design and analysis; use design features (which are relatively easy to remember) as mnemonics to aid the recall of statistical techniques (which are comparatively harder
for most students to remember); and also, depending on the nature of the research questions posed, learn something interesting about psychology to boot (Singer & Willett, 1990). Extant research indicates that students enjoy using real, class-generated data. Furthermore, they tend to self-report that the use of such data helps them understand key methodological and statistical concepts, and endorse their use in future classes (Hamilton & Geraci, 2004; Lipsitz, 2000; Neumann et al., 2010; Ragozzine, 2002; Stedman, 1993; Thompson, 1994). Very few studies have attempted to objectively assess the learning resulting from the use of student generated data in class activities, and those that have lack internal validity. For example, when Morgan (2009) sought to assess the impact of a class project on knowledge of single-case research design and statistical process control, he did so with a pre-experimental one-group pretest-posttest design (Shadish, Cook, & Campbell, 2002), in which the same outcome measure (a 10-item multiple choice quiz) was used for both the pre- and post-tests.

The third aim of the current thesis was motivated by the gains students self-report after working with class-generated data, concerns over the paucity of objective data supporting their use, and a desire to increase student engagement in one of my undergraduate research methods and statistics units:

To (a) develop a class exercise in which students participate in an experiment, engage in class discussion around its methods, then use class-generated data to practice various data handling and statistical procedures; and (b) evaluate the aforementioned exercise in terms of (i) its subjective appeal to students; and (ii) its pedagogic effectiveness.

This aim was achieved with Allen and Baughman (2016; paper 3). The experiment was computer based, and designed to examine the effects of processing depth on recall. Through the execution of some database code, the data it generated were processed, aggregated, and then available to the students for analysis via a shared network folder. To enable evaluation, a parallel didactic version of the exercise was developed, in which a tutor described the experiment (with the aid of PowerPoint slides), and the students analysed a canned data set. Classes were then randomised to the two versions of the exercise, and students were invited to complete a post-workshop evaluation questionnaire in their own time. A series of generalized linear mixed models indicated that, compared to students in the didactic/canned condition,
students who participated in the experiment then analysed their own data displayed significantly greater knowledge of the methodological and statistical issues addressed in class, and were more confident regarding their ability to use this knowledge appropriately in the future. However, the two groups did not differ in terms of their subjective evaluation of, nor satisfaction with the workshop. These findings are consistent with interdisciplinary research indicating a positive association between the classroom implementation of active learning activities and student performance (Freeman et al., 2014), as well as literature suggesting that performance is not always clearly associated with satisfaction (Sizemore & Lewandowski, 2009).

**Conducting Original Research**

In addition to regular participation in class exercises like the one described by Allen and Baughman (2016), there is a general consensus that undergraduate psychology students ought to be regularly engaged in the full research process, from the development of meaningful research questions and hypotheses, through design, data collection, analysis, interpretation, and reporting. This consensus is evident in the learning goals, standards, and graduate attributes specified for undergraduate psychology degrees (APA 2016; APAC, 2010; BPS, 2015), and the frequency of ‘research project’ type assessments through the undergraduate curriculum (Kierniesky, 2005; Perlman & McCann, 2005; Stoloff et al., 2015). In lower years, students typically gain experience with the research process via class projects, which may address either novel research questions, or replicate well established psychological phenomena (Ball & Pelco, 2006; Bauer & Bennett, 2003; Chapdelaine & Chapman, 1999; Grahe et al., 2012; Holmes & Beins, 2015; Kim-Prieto & D’Oriano, 2011; Landrum & Smith, 2007; Larkin & Pines, 2005; Marek, Christopher, & Walker, 2004). Throughout the undergraduate degree, particularly in the United States, many students also participate in Undergraduate Research Experience (URE) programs or research assistantships (Craney, McKay, Mazzeo, Morris, Prigodich, & de Groot, 2011; Davis, 2007; Holmes & Beins, 2011; Kardash, 2000; Kierniesky, 2005; Landrum & Nelsen, 2002; Miller, 2015; Miller et al., 2008; Vespia, Wilson-Doenges, Martin, & Radosevich, 2012; Wayment & Dickson, 2008; Woodzicka, Ford, Caudill, & Ohanmamooreni, 2015). At the end of the undergraduate degree, the final, and most substantial research experience is the final year dissertation project, undertaken either individually or in small groups, and under the direct supervision of
a faculty member (APAC, 2010; BPS, 2015; Chew, 2015; F. Martin, Cranney, & Varcin, 2013; Roberts 2015a, 2015b). Lynne Roberts and I have supervised many such projects, and our reflections on the supervision process, the manner in which we’ve observed students approach their research projects, and the nature of the research we frequently engage them in (which is often reliant on the use of online questionnaires), have raised a number of issues that we have subsequently sought to investigate further.

The first of these relates to concerns about the relative ease with which online questionnaire data can be fabricated or falsified by research students eager to (a) reach the minimum sample sizes ‘mandated’ by their a priori power analyses; and (b) ultimately ‘reject the null hypothesis’. Data fabrication refers to “making up data”, whereas falsification involves “manipulating … changing or omitting data” (Public Health Service Policies on Research Misconduct, 2005). A number of audits of published research and retraction notices (Claxton, 2005; Fang, Steen, & Casadevall, 2012; Grieneisen & Zhang, 2012; Madlock-Brown & Eichmann, 2015; Steen, 2011; Steneck, 2006; Wagner & Williams, 2011), as well as surveys of professional researchers regarding both their personal and colleagues’ research (mis-)conduct (Fanelli, 2009; John, Loewenstein, & Prelec, 2012; Ranstam et al., 2000; Swazey, Anderson, & Lewis 1993; Titus, Wells, & Rhoades, 2008; Wells, 2008; Williams & Roberts, 2016) have suggested concerning rates of data fabrication and falsification. Falsified or fabricated data on the public record are problematic because they distort scientific knowledge and the decisions it informs (Steneck, 2006). They can also give the researchers involved an unfair competitive advantage, to the extent that their behaviour remains undiscovered (see Cyranoski, 2006; Gross, 2016; Stroebe, Postmes, & Spears, 2012). Research indicates that self-reported rates of data fabrication and falsification amongst students are considerably higher than those of professional researchers (Brimble & Stevenson-Clarke, 2005; Davidson, Cate, Lewis, & Hunter, 2000; Franklyn-Stokes & Newstead, 1995; Lawson, Lewis, & Birk, 1999/2000; McCabe, 2005, Rajah-Kanagasabai & Roberts, 2015; Swazey et al., 1993; Yang, 2012). Like professional researchers who are willing to engage in research misconduct, students who falsify or fabricate data also gain a competitive advantage relative to their peers. Furthermore, such behaviour is likely to result in impoverished learning (Brimble & Stevenson-Clarke, 2005), generalise to other contexts (Nonis & Swift, 2001; Stone, Jawahar, & Kisamore, 2011) and, when exposed, may undermine public
trust in science and higher education (Marsden, Carroll, & Neill, 2005). Relative to the available self-report data, objective data are considerably more limited, and only estimate the prevalence of student ‘cheating’ (though not data fabrication or falsification specifically) in a handful of esoteric contexts (e.g., Karlins, Michaels, & Podlogar, 1988; D. Martin, Rao, & Sloan, 2009; Pullen, Ortloff, Casey, & Payne, 2000; Ward & Beck, 1990). The absence of published studies that directly and objectively measure the prevalence of data fabrication or falsification in student populations is not unsurprising, considering the challenges involved in conducting such research. However, there are numerous indicators of potential fabrication and falsification that can be easily quantified. One such indicator is the presence of partially or completely duplicated (and thus identical) cases in a raw data set (Blasius & Thiessen, 2012). At Curtin University, psychology honours students are required to submit their raw data as digital appendices to their final dissertations. Consequently, the fourth aim of the current thesis was:

To (a) systematically analyse a population of psychology honours students’ final, submitted data sets for evidence of data duplication; and (b) where such duplication is found, systematically analyse the relevant students’ dissertations for indicators of its likely aetiology.

Honours is the primary pathway to both specialised professional (e.g., clinical, counselling, organisational psychology) and research careers in psychology. The dissertation project is the first major research experience for most honours students, and undesirable behaviours developed during this formative experience may generalise. At the time the research by Allen, Lourenco, and Roberts (2016, paper 4) was conducted, we were not aware of any research attempting to objectively measure undergraduate student research practices suggestive of data fabrication or falsification. Consequently, we used techniques developed by Blasius and Thiessen (2012) to systematically examine 18 psychology honours students’ final, submitted dissertation data sets for evidence of data duplication, which is one indicator of possible data fabrication. When such evidence was detected, we examined the students’ submitted dissertations for indictors of its likely causes. Although we didn’t identify any completely duplicated cases, there were numerous partial duplicates. Rather than indicating fabrication, however, these partial duplicates were more likely a consequence of poor measure selection, insufficient data screening, and/or a range of
participant characteristics. These findings prompted several suggestions regarding the teaching and supervision of undergraduate student researchers, including (a) emphasising the importance of selecting measures valid for the populations with which they are being used (and pre-testing in times of uncertainty); (b) providing practical tutelage on the data screening/cleaning process; (c) talking regularly with students about research integrity (which Schoenherr, 2015, argues, currently receives variable and inconsistent coverage across psychology courses); and (d) de-emphasising the importance ‘$p < .05$’.

Allen and Roberts (2016; paper 5) was also a consequence of pragmatic concerns emerging during the supervision of students’ final-year research projects. At the time this research was undertaken, online surveying software was relatively undeveloped (with the market dominated by Surveymonkey.com; see Allen & Roberts, 2010), and securing official permission to use Curtin University branding in undergraduate student research was a reasonably cumbersome process. This inevitably led to the question, ‘is it worth it?’ In other words, would securing branding rights (including the right to host information about the study on official University websites), then finding and purchasing access to online surveying software which could accommodate prominent branding (a feature that was not available in Surveymonkey.com free accounts at the time), have a measurable impact on data quality? The indices of data quality that Allen and Roberts (2016) focused on were survey drop-out (which occurs when a respondent commences, but does not complete a survey; Lozar Manfreda & Vehovar, 2002) and item non-response (when a respondent skips a question they have been exposed to, and are otherwise eligible to complete; Bosnjak & Tuten, 2001), leading to the fifth aim of the current thesis:

To systematically manipulate the prominence of university sponsorship on a web survey, then measure the effects of this manipulation on survey drop-out and item non-response.

Web survey drop-out and item non-response are known to be influenced by, and associated with a number of survey and respondent related characteristics (e.g., Ekman, Klint, Dickman, Adami, & Litton, 2007; Goritz, 2010; Kays, Gathercoal, & Buhrow, 2012; B. Messer, Edwards, & Dillman, 2012; Nosek, Sriram, & Umansky, 2012; O’Neil, Penrod, & Bornstein, 2003; Sanchez-Fernandez, Munoz-Leiva, & Montoro-Rios, 2012; Stieger, Reips, & Voracek, 2007; T. Yan, Conrad, Tourangeau,
Survey sponsorship (i.e., the prominence and/or nature of corporate/university branding on a survey instrument; Boulianne, 2008) is also known to influence survey completion behaviour in offline contexts (Edwards et al., 2002; Fox, Crask, & Kim, 1988; Peterson, 1975). However, when the research reported in Allen and Roberts (2016) was undertaken, little was known about effects of survey sponsorship on drop-out and item non-response online, and the two studies which had investigated these relationships produced inconsistent findings (Boulianne, Klofstad, & Basson, 2011; Heerwegh & Loosveldt, 2006).

In the first of two studies, Allen and Roberts (2016) randomised 498 participants to online surveys with either high or low university sponsorship. There was no difference between the proportions of participants dropping out of each condition. However, counter to our predictions, participants in the high sponsorship condition displayed significantly higher item non-response. In Study 2 (N = 159), which addressed a rival explanation for the findings in Study 1, sponsorship prominence had no impact on either outcome variable. Overall, we argued that these findings suggest that hosting information pages on university websites, placing university logos on survey pages, and including the name of the university in survey URLs (Uniform Resource Locators, or world-wide-web addresses) do not reliably impact on drop-out or item non-response. As supervisors of undergraduate research students without ready access to university web servers or branding (at the time), these findings gave us comfort, as they indicated that minimally visible sponsorship does not necessarily compromise data quality.

Allen and Roberts (2010; paper 6) and Roberts and Allen (2015; paper 7) are also tightly linked to the use of online surveys in research involving students (as researchers, participants, or both). The first, Allen and Roberts (2010), is a discussion paper around the ethics of outsourcing online survey research; a practice which appears at least as common now as it was when the paper was written (see https://www.socialpsychology.org/expts.htm, http://psych.hanover.edu/research/exponnet.html etc.). In 2009/10, the ethical issues associated with outsourcing the design and/or hosting of online surveys to external, for-profit service providers (e.g., Qualtrics.com, SurveyMonkey.com etc.) were relatively unexplored. Yet we, and colleagues across the higher education sector (Beiderniki & Kerschbaumer, 2007; Buchanan & Hvizdak, 2009; Gaiser & Schreiner,
2009; Kaczmirek, 2008; Sue & Ritter, 2007; Wright, 2005), were using and recommending these providers to both students and peers with considerable regularity. Hence, the aim of Allen and Roberts (2010), as well as the sixth aim of the current thesis was:

*To review the key ethical concerns associated with the outsourcing of web survey design and hosting, and offer best practice guidelines regarding the use of for-profit web survey providers for the purposes of collecting research data.*

The specific ethical issues raised by Allen and Roberts (2010) included (a) the potential consequences to participant confidentiality and/or anonymity associated with providers’ data protection and transmission practices, routine collection of potentially personally identifying information from survey respondents, and privacy and legal disclosure policies; and (b) concerns surrounding the potential for outsourcing to undermine the credibility of academic research and quality of research data. The best practice recommendations we offered included (a) encouraging research institutions to thoughtfully develop institutional web surveying policies and procedures, and to endorse a specific policy-compliant ‘preferred’ web-surveying provider; (b) ‘sandwiching’ outsourced surveys between information sheets and debriefing materials hosted on institutional websites; and (c) separating the collection of personal identifiers (e.g., for consent or competition entry purposes) from the collection of research data, and using locally hosted secure web-forms for the former, wherever possible.

Our second contribution to the dialogue around the ethics of online surveying was Roberts and Allen (2015), in which we narrowed our focus to the ethical use of online surveys in educational research undertaken specifically in higher education contexts. The aim of this paper, and the seventh aim of the current thesis was:

*To outline and illustrate the key ethical issues associated with the use of web surveys in the conduct of educational research in higher education settings, and to offer ethically defensible recommendations for the use of web surveys in this context.*

The ethical issues we described, illustrated (with reference to our own prior research), and provided practical recommendations for addressing in Roberts and Allen (2015) included: (a) navigating the dual roles that arise when seeking to conduct
online survey research with one’s own students and/or colleagues as participants; (b) ensuring that the consent provided by participants is both informed and voluntary; (c) the use of incentives; (d) maintaining participants’ privacy, confidentiality and/or anonymity; and (e) maximising the likelihood of obtaining quality data. We further advocated the adoption of a situated/process approach to ethical thinking and action (Guillem & Gillam, 2004; James & Busher, 2007; Simons & Usher, 2000), and ultimately argued that online surveying, when deployed appropriately, offers an ethically defensible method for conducting educational research that would simply not be feasible offline.

Challenges in Conducting Research

Regardless of their level of research experience, many undergraduate psychology students find quantitative data analysis to be one of the most challenging aspects of conducting research (Murtonen et al., 2008). Furthermore, research suggests that students particularly struggle with the development of “selection skills” (Ware & Chastain, 1989, p. 222), or the identification of appropriate statistical tests and procedures for different types of research questions, hypotheses, and data types (e.g., Gardner & Hudson, 1999). However, these skills are trainable (Ware & Chastain, 1991; J. Yan & Lavigne, 2014), and appear underpinned, at least partially, by “structural awareness” (Quilici & Mayer, 2002, p. 326), which reflects an ability to ignore the surface features of a research problem, and instead concentrate on its structural features and the relationships between them. Whist even relatively experienced students (e.g., at Honours, Masters, and PhD level) find this process challenging (e.g., Gardner & Hudson, 1999; Rabinowitz & Hogan, 2008), “experts” do not. Beyond the focus on surface and structural components of research scenarios, little is known about how students and experts select statistics. Hence the eighth aim of the current thesis was:

-To develop a rich account of the strategies that psychology students and academics adopt when selecting statistical tests or procedures appropriate to different research questions, hypotheses and data types.

Knowing that a range of aids and resources have been developed to facilitate the task of selecting statistical tests and procedures (e.g., Beitz, 1998; Carlson, Protsman, & Tomaka, 2005; Koch & Gobell, 1999; Protsman & Carlson, 2008; Twycross & Shields, 2004), that pedagogic resources are more likely to be promoted
by instructors and adopted by students if they are developed with the expressed needs and preferences of these stakeholder groups in mind, and that these needs and preferences are currently not well understood, the ninth aim of the current thesis was:

*To elicit students’ and academics’ views on the nature of resources that could facilitate the statistical decision making process.*

Aims eight and nine were achieved in Allen, Dorozenko, and Roberts (2016; paper 8). The research described in this paper was undertaken in two phases. In the first phase, nine psychology undergraduates (all of whom had completed at least one quantitative methods unit) were shown a series of brief research scenarios, and asked to describe the process they would follow to identify an appropriate statistical test or procedure for each. Thematic analysis indicated that all found this task difficult, and even those who had completed several research methods units struggled to articulate how they would approach the scenarios on more than a very superficial level. Although some of the students recognised the existence of a systematic decision making process that can be followed when selecting statistical tests and procedures, none could describe it clearly or completely.

In the second phase of the research, we presented the same scenarios to 10 psychology academics, who each had particular expertise in conducting research and/or research methods instruction. Predictably, these ‘experts’ were able to describe a far more systematic, comprehensive, flexible and nuanced approach to statistical decision making, which begins early in the research process, and pays consideration to numerous contextual factors. The academics were sensitive to the challenges students experience when making statistical decisions, which they partially attributed to the manner in which research methods and statistics are commonly taught. When we asked both groups to consider the format and features of an aid that could facilitate the statistical decision making process, they generally expressed a preference for an accessible, comprehensive, and reputable resource, which follows a basic decision tree logic. From the perspective of the academics in particular, this aid should function primarily as a teaching tool, which engages the user with each choice-point in the decision making process, rather than merely pointing to an “answer”.

The findings presented in Allen, Dorozenko, and Roberts (2016) helped inform the development of StatHand, a free, cross-platform application designed to support
students’ statistical decision making. The final aim of the current thesis, achieved with Allen et al. (2016; paper 9), was:

To (a) describe the theoretical and empirical rationales behind the development of StatHand; (b) outline the feature set of the application; and (c) articulate a series of evidence-based guidelines for integrating the use of StatHand into the research methods curriculum.

The StatHand application guides users through a series of simple, annotated questions to help them identify a statistical test or procedure appropriate to their circumstances. In taking this approach, it prompts the user to sequentially consider each structural component of their research relevant to identifying an appropriate analytic strategy. Thus, StatHand is functionally comparable to a paper-based decision tree, a type of graphic organiser that has long been popular amongst both statistics educators and students (Allen, Bennett, & Heritage, 2014; Carlson et al., 2005; Fok, Angelidis, Ibrahim, & Fok, 1995; Protsman & Carlson, 2008; Tabachnick & Fidell, 2013). Such decision trees make explicit the interconnectedness (and differentiation) amongst statistical concepts, and provide an organisational framework for their integration into, and subsequent retrieval from long-term memory (Schau & Mattern, 1997; Yin, 2012). Research has demonstrated the efficacy of paper-based decision trees in terms of both statistical decision making speed and accuracy (Carlson et al., 2005; Protsman & Carlson, 2008). However, despite their popularity and utility, paper-based decision trees have limitations, primarily associated with the need to fit them onto a single sheet of paper, or page in a textbook. Hypertext trees overcome many of these limitations, but require a constant internet connection. Conversely, mobile applications like StatHand can maintain all/most functionality without an internet connection (Kretser et al., 2015). Furthermore, smart device penetration is near ubiquitous amongst higher education students (Chen, Sellhamer, Bennett, & Bauer, 2015; Dahlstrom & Bichsel, 2014), who express a preference for using these devices for various educational purposes (Bowen & Pistilli, 2012; Farley et al., 2015).

StatHand is currently available in the iOS app store for both iPhone and iPad. Furthermore, a web-application replicating its feature set and formatted for all other devices (e.g., Android devices, desktop computers etc.) can be found at https://stathand.net/. Our recommendations for the integration of StatHand into research methods curricula were informed by the Unified Theory of Acceptance and
Use of Technology (Venkatesh, Morris, Davis, & Davis, 2003). They include (a) demonstrating StatHand at the outset and throughout the course; (b) linking StatHand to existing teaching resources; (c) minimising competition from other sources of interaction while using StatHand; and (d) using StatHand regularly across the curriculum, in both methods and non-methods classes.

**Summary of Thesis Objective and Aims**

The overarching objective of the current thesis was *to probe issues and strategies linked to the engagement of undergraduate psychology students with research methods, and the process of conducting research.* This objective is manifest in 10 specific aims, which are summarised in Table 1. Table 1 also identifies the papers in which these aims are addressed and met.
Table 1

Thesis Aims and the Papers in Which They Were Addressed

<table>
<thead>
<tr>
<th>Aim</th>
<th>Paper</th>
</tr>
</thead>
<tbody>
<tr>
<td>3. To (a) develop a class exercise in which students participate in an experiment, engage in class discussion around its methods, then use class-generated data to practice various data handling and statistical procedures; and (b) evaluate the aforementioned exercise in terms of (i) its subjective appeal to students; and (ii) its pedagogic effectiveness.</td>
<td>Allen, P. J., &amp; Baughman, F. D. (2016). Active learning in research methods classes is associated with higher knowledge and confidence, though not evaluations or satisfaction. <em>Frontiers in Psychology, 7</em>, Article 279. doi:10.3389/fpsyg.2016.00279</td>
</tr>
</tbody>
</table>
4 To (a) systematically analyse a population of psychology honours students’ final, submitted data sets for evidence of data duplication; and (b) where such evidence is found, systematically analyse the relevant students’ dissertations for indicators of its likely aetiology.

5 To systematically manipulate the prominence of university sponsorship on a web survey, then measure the effects of this manipulation on survey drop-out and item non-response.

6 To review the key ethical concerns associated with the outsourcing of web survey design and hosting, and offer best practice guidelines regarding the use of for-profit web survey providers for the purposes of collecting research data.

7 To outline and illustrate the key ethical issues associated with the use of web surveys in the conduct of educational research in higher education settings, and to offer ethically defensible recommendations for the use of web surveys in this context.


<table>
<thead>
<tr>
<th>Page</th>
<th>Text</th>
</tr>
</thead>
<tbody>
<tr>
<td>8</td>
<td>To develop a rich account of the strategies that psychology students and academics adopt when selecting statistical tests or procedures appropriate to different research questions, hypotheses and data types.</td>
</tr>
<tr>
<td>9</td>
<td>To elicit students’ and academics’ views on the nature of resources that could facilitate the statistical decision making process.</td>
</tr>
<tr>
<td>10</td>
<td>To (a) describe the theoretical and empirical rationales behind the development of StatHand; (b) outline the feature set of the application; and (c) articulate a series of evidence-based guidelines for integrating the use of StatHand into the research methods curriculum.</td>
</tr>
</tbody>
</table>


Conclusion

Combined with this exegesis, the nine papers in this thesis offer a range of insights into, and strategies that promote the engagement of undergraduate psychology students with research methods, and with the process of conducting research. The work contained herein is consciously and deliberately ‘applied’, was born from reflective practice, and has informed pedagogic practice at local and national levels.

The first two papers (Roberts & Allen, 2012, 2013) enhance our understanding of undergraduate psychology students’ perspectives on the educational value of participating in research, and provide a psychometrically sound measure of those perceptions. Undergraduate students have long been our (i.e., the discipline of psychology’s) primary sampling frame (Arnett, 2008; Higbee et al., 1982; Korn, 1999; McNemar, 1946; Wintre et al., 2001). Despite ongoing concerns around external validity (Henrich, Heine, & Norenzayan, 2010; Sears, 1986), this seems unlikely to change anytime soon (e.g., Henry, 2008). However, the regulatory environment in which we sample from this population is changing. Universities increasingly see students as ‘clients’ or ‘customers’, and customer satisfaction increasingly drives administrative decision-making across the higher education sector (McGhee, 2015; Sharrock, 2013). There is also an increasing awareness of, and sensitivity to the ethics associated with ‘students as participants’ (Dalziel, 1996; Sieber, 1999; Tabachnick et al., 1991). Combined, these factors compel researchers to acknowledge the contribution that student-participants make to the progress of psychological science, and to reciprocate with the provision of meaningful learning opportunities. Roberts and Allen (2012) suggested strategies toward achieving this goal, whilst Roberts and Allen (2013) offered a method for quantifying their efficacy. This work also informed the proposal to incorporate a participant pool scheme into the second year of the undergraduate psychology program at Curtin in 2012. This scheme has subsequently been expanded into the first and third years of the program, and currently generates over 3000 hours of participation experience (for students) and data (for both student and faculty researchers) annually.

Papers 3-7 (Allen & Baughman, 2016; Allen, Lourenco, & Roberts, 2016; Allen & Roberts, 2010, 2016; Roberts & Allen, 2015) have similarly achieved local impact. As a consequence of the scholarly inquiry behind Allen and Baughman (2016), students in the undergraduate psychology program at Curtin now have expanded
opportunities to work with authentic, personally-meaningful data throughout their course. Allen, Lourenco, and Roberts (2016) highlighted several gaps in the year four research methods curriculum, which have subsequently been filled. Allen and Roberts (2010, 2016) and Roberts and Allen (2015) helped establish local standards and protocols for the conduct of online research. Finally, Allen, Dorozenko, and Roberts (2016; paper 8) directly informed the development of StatHand (Allen et al., 2016; paper 9), which is currently embedded in the psychology research methods curricula at several Australian universities. Work to establish the efficacy of StatHand is ongoing, but preliminary results suggest that the application promotes greater decision making accuracy, and is instructionally efficient, relative to more traditional statistical decision making aids (Allen et al., 2015).

Despite their impact and novelty, and the extent to which they contribute to the evidence-base supporting a range of teaching practices, the papers contained herein are not without limitations. Many of these parallel limitations common across the psychology SoTL (Scholarship of Teaching and Learning) literature (see Gurung, 2015; Wilson-Doenges & Gurung, 2013; Wilson-Doenges, Troisi, & Bartsch, 2016). SoTL in psychology has been defined by Gurung, Ansburg, Alexander, Lawrence, and Johnson (2008) as:

Literature-based inquiry into processes and outcomes involved in the teaching and learning of psychology. When appropriate, the activity must follow the standards and practices delineated by the scientific method (e.g., systematic observations, well-developed operational definitions, accurate statistical analyses). The activity generates a product that is peer-reviewed on the basis of whether that product contributes new knowledge to the field and/or invites conceptual replication and must yield a publicly presented product.

For example, the empirical work presented in this thesis is cross-sectional, rather than longitudinal (e.g., Allen & Baughman, 2016; Allen, Dorozenko, & Roberts, 2016; Allen, Lourenco, & Roberts, 2016; Allen & Roberts, 2016; Roberts & Allen, 2012, 2013), and thus has little to say about change or development over time. Ideally, the participants in Allen and Baughman (2016) would have been randomised to treatment conditions, allowing for an experimental test of each hypothesis. However, randomisation is not possible in such a field study in a contemporary tertiary environment, where students self-select into tutorial classes based on a range of
personal considerations. Consequently, our design was quasi-experimental (a comparison of intact groups, randomised to treatment conditions), and our capacity for causal inference was limited. Furthermore, the samples in several of the studies described herein were relatively small (Allen & Baughman, 2016; Allen, Lourenco, & Roberts, 2016; Roberts & Allen, 2013) and most were sourced from a single higher education institution (and often a single course; Allen & Baughman, 2016; Allen, Lourenco, & Roberts, 2016; Roberts & Allen, 2012, 2013). A reliance on small, homogenous samples carries implications for both statistical power and external validity. Finally, although a variety of methods were used across the six empirical papers in this thesis, each makes use of just one. The use of longitudinal designs, experimentation, large and diverse samples, and mixed methods are five of the eight ‘gold standard benchmarks’ to which Wilson-Doenges and colleagues (2016) argue all SoTL practitioners in psychology should aspire.

The remaining gold standards proposed by Wilson-Doenges and colleagues (2016) are (a) situating all SoTL in a theoretical and/or empirical context; (b) making use of advanced statistical methods; and (c) maintaining high ethical standards. Throughout this thesis there are multiple illustrations of each. For example, the work in Allen, Dorozenko, and Roberts (2016) and Allen et al. (2016) was informed by empirical work demonstrating the paucity of ‘selection skills’ amongst many students (Gardner & Hudson, 1999; Ware & Chastain, 1989, 1991), the theoretical construct of ‘structural awareness’ (Quilici & Mayer, 2002), and previous work demonstrating the efficacy of decision trees (Carlson et al., 2005; Protsman & Carlson, 2008). Generalized linear mixed modelling was used in Allen and Baughman (2016) to account for non-independence of observations, a problem routinely encountered (and less commonly addressed) when analysing data collected across multiple classes, teachers, courses and/or schools (Murray & Hannan, 1990). Finally, the recommendations provided in Roberts and Allen (2015) for navigating multiple ethical issues associated with conducting educational research were routinely followed, where applicable, in the conduct of the empirical work documented in this thesis.

Although the directions for future research stemming from the individual studies presented in this thesis are diverse, they are united by a common theme. That is, the need to continue the development of a high quality evidence-base underpinning
teaching methods and techniques that promote undergraduate psychology students’ deep engagement with research methods, and with the process of conducting research.
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Abstract

Undergraduate (UG) students are the most frequently used participants in psychological research. Here we report on the results of a qualitative exploration of the research participation experience, as seen from the perspective of UG psychology students. Following retrospective ‘opt out’ consent procedures, 143 first and third year psychology students’ responses to a research methods exam question, “You’ve been invited to participate in a number of research projects this semester; what have you learned from this experience?” were de-identified, transcribed, and thematically analysed. The results provide a rich, nuanced and contextually sensitive account of the perceived value of the research participation experience. The major theme to emerge was that participating in research provides psychology students with increased insight into the research process. We propose that this educational gain may be further enhanced through greater integration of research participation with the teaching of research methods.
Student Perspectives on the Value of Research Participation

In 1946, McNemar quipped that “the existing science of human behavior is largely the science of the behavior of sophomores” (p. 333). Although much has changed in the intervening half-century, undergraduate (UG) students have remained as one of psychology’s favourite sampling frames. For example, Wintre, North, and Sugar (2001) reported that 68% of articles published in six major psychology journals representing five subdivisions of psychology during 1995 were based on UG student research participants. This figure has remained virtually unchanged since 1975 (Wintre et al., 2001). Within sub-disciplines of psychology, the prevalence of the use of student samples varies, with over 70% in personality and social psychology (Higbee, Millard, & Folkman, 1982; Korn, 1999; Sieber & Saks, 1989) and closer to 90% in the areas of perception and cognition (Korn, 1999).

The recruitment of UG students for psychological research participation commonly occurs through the use of “subject” or participant pools, where UG psychology students are required to participate in research (or other activities deemed equivalent) as a course or unit requirement. Where research participation is not mandated, incentives such as extra credit may be offered (Sieber & Saks, 1989). Internationally, estimates of the percentage of psychology schools/departments that have a participant pool range from 44% in the United Kingdom (Coulson, 1999) to 67% in Canada (Lindsay & Holden, 1987), 68% in Australia (Diamond & Reidpath, 1992) and 74% in the United States (Sieber & Saks, 1989; in US universities without postgraduate programs, the figure is somewhat lower at 32.7%; Landrum & Chastain, 1999).
This continued reliance on psychology UG students as research participants has been criticised on a number of grounds. First, it is questionable whether the results of research based on psychology UG students are generalizable to a wider population, as UG students differ from the wider population in ways that may introduce systematic biases into research findings (Henrich, Heine, & Norenzayan, 2010; Norenzayan & Heine, 2005; Sears, 1986). A second concern with the use of UG students is the dual relationships that exist when academics conduct research using their own students (Clark & McCann, 2005; Ferguson, Myrick, & Yonge, 2006; Ferguson, Yonge, & Myrick, 2004; Shi, 2006). A third area of concern is the potential for, or perception of, coercion when students are required to participate in research as a course requirement or for extra credit (Midzinski, 2010; Miller & Kreiner, 2008). Research participation for course credit may affect both responding and perceptions of freedom to withdraw from studies (Fisher & Fryberg, 1994). While some psychologists have ethical concerns about research participation being specified as a course requirement (Tabachnick, Keith-Spiegel, & Pope, 1991), the perception of required participation as coercive is certainly not shared by all. For instance, Dalziel (1996) noted that required research participation is no more coercive that other accepted student requirements, including exams and essays. Instead, Dalziel argued that the question is not one of whether research participation is coercive, but whether it is educationally justifiable.

Ethical research balances potential benefits from research against potential risks to research participants and others (National Health and Medical Research Council [NH&MRC], Australian Research Council [ARC], & Australian Vice-Chancellors’ Committee [AVCC], 2007). From this perspective, there are clear benefits to society
(valuable research can be conducted) and to researchers (easy access to research participants) from student research participation. But what are the potential risks and benefits of research participation for the students participating? Is research participation educationally and ethically justifiable?

Existing research suggests that while the majority of students do not experience any form of harm, discomfort or inconvenience from research participation, a minority do experience some distress (Britton, Richardson, Smith, & Hamilton, 1983; Daugherty & Lawrence, 1996; Flagel, Best, & Hunter, 2007). However, this distress is usually mild (Flagel et al., 2007), and rarely enduring (Britton et al., 1983).

When examining possible the benefits of research participation for students, the focus has been on educational value. Student participation in research has traditionally been conceptualised as a form of “experiential learning” or “professional socialisation” (Clark & McCann, 2005, p. 42), with recognition that traditional lectures and texts are limited when conveying research procedures (Kimble, 1987). Specific educational values theorised include exposure to a range of psychological concepts and research methods, development of critical thinking when comparing research projects and building a basis for developing a student’s own research capabilities (Dalziel, 1996; Moreland, 1999). However, to obtain educational benefits from research participation, the ways in which the research is related to course outcomes need to be explicit. Unfortunately, all too many of the research projects students are required to participate in are either not directly relevant to course learning outcomes, or are not perceived as such by student participants (Coulter, 1986; Davis & Fernald, 1975; Diamond & Reidpath, 1992).
The majority of psychology schools and departments make no effort to evaluate the educational value of research participation for students (Landrum & Chastain, 1999). Published research to date that has examined the educational value of research participation has largely been quantitative and survey based. Survey findings indicate that some, but not all students see research participation as having some educational value, with endorsement of items relating to overall education value, learning about psychology, understanding research and increasing interest in psychology (Davis & Fernald, 1975; Landrum & Chastain, 1995; Leak, 1981; Moreland 1999; Trafimow, Madson, & Gwizdowski, 2006). Key factors identified as impacting on the educational value of research participation are the degree of explanation/debriefing provided (King, 1970) and the amount of research participated in, with judgements of the educational value of research participation decreasing as the number of studies participated in increased over time (Nimmer & Handelsman, 1992).

Only one true experiment in this area has examined educational gains. Elliott, Rice, Trafimow, Madson, and Hipshur (2010) randomly assigned students to a lecture on chunking in memory or participation in a chunking experiment followed by debriefing. While there was a main effect for knowledge gained from pre-test to post-test, there was no significant difference across conditions, leading Elliott and colleagues to conclude that learning across conditions was “approximately equal” (p. 130). The results of this study suggest that under ideal conditions students can gain educational benefits from research participation. However, the ecological validity of this study is questionable when one considers the range of conditions (e.g., extent of debriefing provided, individual differences
between researchers) that might exist within the range of research projects that draw from a typical participant pool.

There is limited published qualitative research that has asked student research participants about what they have learned as a result of research participation. Brody, Gluck, and Aragon (2000) interviewed 65 undergraduates from an UG participant pool. Less than a third (32%) rated the experience as positive and none mentioned any educational value from participation. Less than half (40.6%) considered that their debriefing was performed well. While the majority (63%) were positive about psychological research and the benefits to society, a substantial minority were not. Brody and colleagues reported that students felt “disengaged” by their participation, questioning the relevance of research and highlighting benefits to researchers at the expense of research participants.

A number of suggestions for how the educational value of research participation can be improved have been made. These can be divided into actions by researchers and actions by educators. Actions by researchers include mandatory debriefing immediately after participation (Coulter, 1986; Davis & Fernald, 1975; Sieber, 1999) as well as later feedback (Dalziel, 1996) through posters displays (Diamond & Reidpath, 2002) and written feedback reports (Coren, 1987). Actions by educators include requiring students to prepare reports on the projects they’ve participated in (Davis & Fernald, 1975; Richardson, Pegalis, & Britton, 1992) and integrating teaching and research participation through the linking of discussions of theories, methods (Dalziel, 1996) and research ethics (Sullivan & Lashley, 2009) to available research projects.
In summary, the existing research suggests there is educational value in research participation for some students under some conditions, and that there are actions that can be undertaken by both researchers and educators to potentially increase its educational value. However, the limited published research on the educational benefits of student research participation beyond the measurement of a few items on surveys suggests that more research is required. In particular, there is an absence of knowledge about what exactly students think they learn from participation in research. As noted by Landrum and Chastain (1999):

More scholarly research needs to be conducted in these areas. If we consider the number of participant-hours students provide to researchers nationwide, it seems clear that we have an obligation to ensure that the experience is educational, non-stressful and occurs without coercion. To do anything less would be unethical. (p. 40)

In this chapter we present the results of a qualitative study examining students’ views of voluntary participation in research.

**Method**

**Design**

This research utilised a qualitative research design involving thematic analysis of existing textual data.

**Participants**

The starting sample for this research was 170 first year and 48 third year UG psychology students who sat an end of semester research methods examination in second semester 2008 at Curtin University in Perth, Western Australia, and were required (first
year students) or elected (third year students) to answer the question: “You’ve been invited to participate in a number of research projects this semester. What have you learned from this experience?” Twenty-three students from the starting sample were excluded as they opted out of the research, were not contactable by the researchers, or were first year students who did not answer the exam question. A further 55 cases were identified as being of no further interest in the analysis as they indicated they did not participate in any research or provided answers that did not appear to relate to research participation, typically reciting information learned in research methods classes. The remaining 143 transcripts were retained for analysis.

**Procedure**

We teach research methods to UG psychology students, and strongly encourage them to participate in research projects undertaken by fourth year and post-graduate students at our university. However, research participation is not a course requirement and no extra credit is provided for participating in research. In late 2008 first and third year students completing research methods units we teach had the question above included in their examination papers. As a way of encouraging students to participate in research, students were advised at the start of the semester that this question would be included in the examination.

On marking this exam question, we noted that students were providing some interesting and thoughtful answers. In the beginning of 2009, retrospective ethics approval from our Human Research Ethics Committee was approved to analyse the 2008 answers as a research project with opt out consent procedures. Answers to the question were deidentified and transcribed, with 15% of transcripts checked against the original exam.
papers for accuracy of transcription. The transcripts were imported into NVivo 8.0 for analysis using the thematic analysis procedures outlined by Braun and Clarke (2006).

Results

The major theme to emerge from the analysis was that research participation provided insight into the research process. The experience of participation enhanced students’ knowledge about the conduct of psychological research. This theme, insight into the research process, was expressed in seven subthemes, each of which is outlined below, and illustrated with quotes from students’ exam answers.

Varieties of Psychological Research

Students noted that participating in research had provided insight into the range of topics and issues that were studied by psychologists, for example: “I found this experience informed my concept of the type of study psychology could be applied to, the applications psychology studies could be implemented in….”. Further, students noted that participating in a range of studies had raised their awareness of the type of research conducted within their own university, “It also made me aware of the current research happening at Curtin”, and “Participating in the research projects was more interesting than I thought. For one, the topics and areas being researched were actually interesting. I learnt that not all research had to be boring and that students seem to have been granted a certain amount of creative licence when choosing a project.”

How ‘Real’ Research is Conducted

Second, insight into the research process was sometimes expressed in terms of how “real” research (as opposed to the theoretical material and practice exercises provided in research methods units) is conducted. This was described variously as “How to put research
into practice”, “Participating in research projects has given me insight as to how real researchers conduct experiments”, and “Being aware of the process which goes into research data has added a dimension to understanding what this data means”.

**Role of the Researcher**

Some participants described what they had learned about the role of the researcher, “…how the research experimenters behave and act throughout the projects”. The social skills of the researcher, “Human interaction is far more important than I thought it was”, and the impact they could have on participants’ comfort levels during research were highlighted, “Build a rapport - make participant comfortable”, and “Be aware of the body language and responses, not to cause experimenter bias, or performance anxiety on participant”.

**Gaining Participant Perspective of Research**

Students also commented on the opportunity participation provided to view research from a participant’s perspective: “It also gave me a chance to see research from the point of view of a participant, rather than a researcher.” Students reflected on how this knowledge could be used to inform their own research: “As I think about doing research someday, I find myself evaluating my experience as a participant. Does this sort of question work? Do I want to continue with this study? These questions have a practical significance informing my perspective on how to do successful research in the future.”

**Process Issues**

Some exam question responses related to insights about process issues in conducting research. These included comments on the complexity of conducting research, “A lot more goes on behind the scenes than we realise, research, if done thoroughly is a
long tedious experience unlike the small tutorial we did last semester in [first year research methods unit]", and the commitment required, “Makes one aware of the copious time and energy involved in generating and following through with an experiment”.

**Questionnaire Design**

Some students reported specific, rather than global learning that would inform their future research endeavours. Most commonly these related to questionnaire design, covering everything from questionnaire length and presentation to item wording: “I came across questions which I thought were intrusive, worded wrongly, boring questions. I was able to learn between which ways I think were appropriate and how in future I may word questions or logically set out a questionnaire.” Responses suggested that students were reflecting on their participation experience to think about how they could improve on the research they had participated in: “When addressing these problems myself taking precautions to avoid these leading questions will represent truer results and increase the chances of successfully achieving solutions or understandings.”

**Future Research Ideas**

Some students noted that the insights into research obtained could be used in their own future research. For first year students, this would still be a few years away: “It has given me first-hand experience in research, and showed me what I will be doing in later years of my course”. For third year students, the prospect of conducting their own research the following year provided a more immediate perspective: “...allowed me to better prepare myself for the uphill task of conducting my own research project next year”.

While factors affecting research participation was a major theme to emerge from the research, a small number of students offered alternative views. Not all students reported
insight into the research process through research participation. Two first year students commented: “To be honest I have not learned that much”, and “I have … to be honest, not learned a lot in relation to participating in the research projects”. In addition, some students described the experience as boring, tedious, anxiety provoking or intimidating. However, the majority reported the experience to be positive, using terms like “enjoyable”, “interesting”, “engaging” and “educational”.

**Discussion**

The aim of this research was to examine psychology students’ views of voluntary participation in research. The major theme to emerge from this research was that participating in research increased students’ insight into the research process. This included enhancing their knowledge of the types of psychological research conducted, providing insight into how ‘real’ research is conducted, the role of the researcher, process and questionnaire design issues. In addition, participating in research provided students with opportunities to gain a participant’s perspective of research against which they could compare the “researcher’s perspective” offered in class exercises. Our participants saw these insights as being directly applicable to their own future research.

In interpreting these findings, it is useful to keep in mind that both the major strength and the major limitation of this study was the use of exam answers as data. Because we were working with exam answers to a compulsory question in a compulsory unit in the first year of our psychology course, we have an almost total sample of first year psychology students at our university. In addition, we have data from more than a third of our third year psychology students. It is highly unlikely that other forms of recruiting for a qualitative study of student attitudes to research participation would be able to achieve this.
Thus, we can have some confidence that we have captured the views of the full range of UG psychology students at our university.

However, the use of exam answers as a data source is also a major limitation of this study. While the majority of students provided information on what they had learned through research participation, two students stated they had not learned anything, and a few more described their research participation experience in explicitly negative terms. The answers provided by some students may have been shaped by their perceptions of the types of responses that might earn “good marks”. We cannot know how many more students may have self-censored their negative views in an effort to please their examiners and/or maximise their exam marks.

Keeping in mind both this strength and limitation of using exam data, there are several conclusions we can draw from this research. On the surface, it certainly seems that most students appeared to have valued the opportunity to participate in research and reflected on their research participation. Further, there was evidence of consolidation of learning and the ability to recognise in others’ research the concepts taught in research methods classes. These findings are generally consistent with previous research indicating that at least some students perceive educational benefit in research participation (Davis & Fernald, 1975; Landrum & Chastain, 1995; Leak, 1981; Moreland 1999; Trafimow et al., 2006). However, the extent to which both participating in research and reflecting on their experiences was prompted by the knowledge of the exam question is unknown. It is possible that both participation rates and critical reflection may be lower when the “incentive” of knowing that the participation experience is examinable is removed. This is an area for future research.
In revisiting the risk-benefit ratio, it appears that research participation does offer educational benefits for at least some students. In our research, as in previous research (e.g., Coulter, 1986), we found that not all students viewed research participation as a positive experience or educational. If some students are experiencing educational benefits from research participation, can we build on this so that all students gain benefits, or so that students gain increased educational benefits? Previous researchers have suggested increasing the amount and type of feedback provided to student participants, both in the form of debriefing directly after each participation experience (Coulter, 1986; Davis & Fernald, 1975; Sieber, 1999) and later feedback (Dalziel, 1996). These activities may increase the pedagogic value associated with research participation.

Further gains may be achieved through tighter integration of research participation and the teaching of research methods. Dalziel (1996) suggested this could be achieved through the linking of discussions of theories, methods and methodological problems to available research projects. We recommend that teaching staff actively encourage students to participate in research as a way of supplementing the teaching and learning activities that are part of the standard research methods curricula. Active engagement as a research participant may promote deep learning opportunities, particularly where students are encouraged to actively reflect on their research participation experiences. Ideally, lecturers will be able to direct students towards a diversity of research participation opportunities and embed regular and ongoing discussion of these projects within the research methods curricula. Developing a culture of providing debriefing and feedback can be further enhanced through inviting researchers to present on both the research process and findings during research methods classes.
In summary, the research presented in this chapter aimed to examine psychology students’ views of voluntary participation in research. The major theme to emerge was that participating in research provides increased insight into the research process. We propose that this educational gain may be further enhanced through providing greater integration of research participation and the teaching of research methods. Participating in psychological research offers benefits to both psychology student participants and researchers. We will leave the final word on this to one of the research participants in this study, who said:

By participating in research projects I was able to see and experience some of the hard work that goes into creating and carrying out a research project. In conclusion I have learnt that it is beneficial to both the researchers and myself to participate in research projects.
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Abstract

Despite the continued reliance on undergraduate students as research participants there is an absence of valid, reliable measures of student perceptions of educational gains from research participation. In this paper we present two studies outlining the development and initial validation of a new measure, the *Student Perceptions of the Educational Value of Research Participation Scale*. In Study One a pool of 28 items was developed from previous qualitative research and administered to a convenience sample of 68 Australian university student volunteers. Following Principal Axis Factoring, a seven item uni-dimensional scale with good internal reliability ($\alpha = .82$) was developed and validated against an existing measure of reactions to research participation. In Study Two, 104 members of a second year undergraduate psychology participant pool completed the measure. Confirmatory factor analysis supported a higher order two factor model (overall $\alpha = .82$). Across both volunteer and participant pool samples, the educational value of research participation was rated more highly than the costs of research participation (emotional reactions and drawbacks of participating), indicating a positive cost-benefit ratio of research participation. This brief, internally reliable measure can be used in assessing students’ perceptions of educational gain in both individual research projects and across research projects.
A Brief Measure of Student Perceptions of the Educational Value of Research Participation

The majority of published psychological research is based on the use of undergraduate student participants (Higbee, Millard, & Folkman, 1982; Korn, 1999; Sieber & Saks, 1989; Wintre, North, & Sugar, 2001), who are easily accessible to university-based researchers (Diamond & Reidpath, 1992; Sieber & Saks, 1989). Many universities utilise participant pools with mandated research participation for first year students. Penalties may be applied for non-participation (Diamond & Reidpath, 1992). Even where participation is not mandated, incentives such as extra credit may be offered as an inducement to participate in research (Sieber & Saks, 1989).

This reliance on undergraduate students as research participants has been questioned on both research and ethical grounds. From a research perspective, the generalisability of results based on undergraduate students has been questioned, with the potential for systematic biases in research findings identified as a particular concern (Henrich, Heine, & Norenzayan, 2010; Norenzayan & Heine, 2005; Sears, 1986). From an ethical perspective, concerns relate to dual relationships (Clark & McCann, 2005; Ferguson, Myrick, & Yonge, 2006; Ferguson, Yonge, & Myrick, 2004; Shi, 2006) and the perceptions of coercion associated with mandated and incentivised research participation (Miller & Kreiner, 2008). However, others (e.g., Dalziel, 1996) have argued that mandated and incentivised research participation for students is no more coercive than other course requirements such as exams and essays. Instead, Dalziel argued that the question is whether research participation is educationally justifiable.

The educational benefits suggested to result from the experiential learning involved in research participation include exposure to a variety of research methods and research processes that may develop students’ research capabilities (Dalziel, 1996; Moreland, 1999). As such, research participation may contribute to both meeting the graduate attribute of
Research Methods in Psychology (see Morris, Cranney, Jeong, & Mellish, this issue) and the development of psychological literacy, important learning outcomes for undergraduate psychology students (Cranney & Dunn, 2011; Morris et al., this issue). Qualitative and survey research findings to date indicate that some, but not all, students see research participation as having some educational value (e.g., Darling, Goedert, Ceynar, Shore, & Anderson, 2007), with benefits including learning about psychology, understanding research and ethical processes, and increasing interest in psychology (Landrum & Chastain, 1995; Moreland 1999; Rosell, Beck, Luther, Goedert, Shore, & Anderson, 2005; Trafimow, Madson, & Gwizdowski, 2006). Experimental research has provided limited support for the educational value of participating in research. Gil-Gómez de Liaño, León, and Pascual-Ezama (2012) reported that students who participated in research (regardless of whether or not they engaged in activities designed to enhance their understanding of the experiments they participated in) scored higher on a research methods exam than those who did not. However, students self-selected into the ‘no participation’ condition, thus systematically differing in motivation from students in the research participation conditions. Elliott, Rice, Trafimow, Madson, and Hipshur (2010) randomly assigned students to a lecture or participation in an experiment followed by debriefing. While there was a main effect for knowledge gained from pre-test to post-test, there was no significant difference across conditions, suggesting no advantage of research participation over lecture attendance.

Ethical research balances potential benefits from research against potential risks to research participants and others. Student research participation provides clear benefits to researchers through providing access to research participants, with flow on benefits to society through the findings stemming from the research. However, the benefits to students in terms of educational gains are seldom assessed (Landrum & Chastain, 1999) and have not been adequately measured (typically relying on a very limited number of survey items), inhibiting
the ability to conduct a full cost-benefit analysis of student research participation. In addition to research measuring actual education gains from research participation, there is a need for a psychometrically sound measure of student perceptions of education gains from research participation that can be used across studies and contexts.

In a previous qualitative study (Roberts & Allen, 2012), we asked 195 undergraduate students, “You’ve been invited to participate in a number of research projects this semester; what have you learned from this experience?” Their responses were content analysed, and the key theme that emerged was that through participating in others’ research, students gained insight into the research process, enhancing their knowledge about the conduct of psychological research.

Within this overarching theme of insight into the research process, eight sub-themes were identified. The first six themes comprised insight into: the range of topics and issues that were studied by psychologists and within the university; how ‘real’ research was conducted; the role of the researcher; the opportunity to view participation from the participant perspective; process issues in conducting research; and specific information on research methodologies (predominantly questionnaires). The seventh sub-theme was participation as complementing the research methods taught in class and the eighth was that the insights made could be applied in their own future research (Roberts & Allen, 2012).

In this article we draw on the major theme and subthemes identified to develop and begin the validation of a new scale, the Student Perceptions of the Educational Value of Research Participation Scale (SPEVRPS), which measures students’ perceived educational gains from research participation. In a search of the literature we could locate no measure of student perceptions of the educational value of research that could be used across disciplines and types of research. Given the concerns raised over whether student research participation
is educationally and ethically justifiable, such a measure is required to begin to examine the cost-benefit ratio of student research participation.

**Study One**

The primary aim of Study One was to develop a brief measure of student perceptions of the educational value of research participation. In addition, this study begins the validation of the new measure, with the convergent and divergent validity of the SPEVRPS assessed in relation to the subscales of the *Reactions to Research Participation Questionnaire-Revised* (*RRPQ-R*; Newman, Willard, Sinclair, & Kaloupek, 2001), a questionnaire designed to measure participants' evaluation of research participation, but that does not explicitly measure perceived educational gains. It was hypothesised that correlations between the new measure and the *RRPQ-R* would be weak and positive with the ‘Participation’ and ‘Personal Benefits’ subscales, weak and negative with the ‘Emotional Reactions’ and ‘Perceived Drawbacks’ subscales, and moderate and positive with the ‘Global Evaluation’ subscale.

As a further form of validation, the relationship between scores on the new measure and amount of research participation was examined. At the time of this first study (2010) there was no participant pool in our university, and volunteers were used in all research. It is likely that only students who perceive some sort of benefit from research participation would volunteer to participate in multiple research projects. Thus, it was hypothesised that there would be a positive correlation between scores on the new measure and the number of studies participated in over the semester.

The secondary aim of this study was to compare students’ perceptions of the educational value of research against their perceptions of the costs of the research. It was hypothesised that the perceived educational benefits of research (measured by the newly developed SPEVRPS) would be greater than the perceived costs of participation (measured by the ‘Emotional Reactions’ and ‘Drawbacks’ subscales of the *RRPQ-R*).
Method

A cross-sectional correlational design was utilised with data collected using an online survey.

Participants.

Participants were a convenience sample of 68 Australian undergraduate psychology students. Reflecting the gender bias in the psychology student population, 83.8% of the research participants were female (male 13.2%, unstated 2.9%). Participants ranged in age from 17 to 51 ($M = 24.7, SD = 8.34$). Almost half (45.6%) were first year students, with second year (19.1%), third year (11.8%) and fourth year (20.6%) undergraduate students also represented. All participants had taken part in at least one previous study during the semester (Range = 1-12; Median = 3). The majority (98.5%) had participated in questionnaire or survey research, 23.5% had participated in experimental research and 5.9% had participated in a qualitative study.

Measures.

An online questionnaire was constructed containing 28 items designed to measure student perceptions of the educational value of research participation, the RRPQ-R, single item measures of demographics (age, gender, year of study) and the number and type of research projects participated in.

Perceptions of the educational value of research. Based on our prior qualitative analysis (Roberts & Allen, 2012) we developed a pool of 28 items designed to provide measures of seven of the eight sub-themes of insight into the research process\(^1\). Items were reviewed to ensure they represented views expressed by participants in the original qualitative study. Each was rated on a scale ranging from (1) strongly disagree to (5) strongly agree.

\(^1\) We developed four additional items linked to the final sub-theme, which was about questionnaire design. However, these were excluded from subsequent analyses, as our aim was to develop a measure that could be used across all types of research.
RRPQ-R (Newman et al., 2001). The RRPQ-R is a 23-item scale designed to measure ethical constructs associated with research participation. The measure comprises five subscales named ‘Participation’ (4 items; example item “I like the idea that I contributed to science”), ‘Personal Benefits’ (4 items; example item “I gained insight about my experiences through research participation”), ‘Emotional Reactions’ (4 items; example item “The research made me think about things I didn't want to think about”), ‘Perceived Drawbacks’ (6 items; example item “I found the questions too personal”), and ‘Global Evaluation’ (5 items; example item “I was treated with respect and dignity”). One item was reworded from “I understood the consent form” to “I understood the information sheet/consent form”. In the current study, each item was rated on a scale from (1) strongly disagree to (5) strongly agree.

Previous exploratory and confirmatory factor analyses support the five factor structure of the RRPQ-R (Newman et al., 2001). When used in previous research, the internal reliabilities of the subscales have mostly fallen within acceptable ranges (α = .53 to .87; DePrince & Chu, 2008; Edwards, Kearns, Calhoun, & Gidycz, 2009; Newman et al., 2001).

Procedure.

Prior to commencing the research, ethics approval was obtained from Curtin University Human Research Ethics Committee. To prevent perceptions of coercion that could arise from our dual roles as lectures and researchers, data collection was online, anonymous and completed outside of class time. Recruitment for the research commenced late in Semester 2, 2010, through advertisements on student learning management system sites and announcements during lectures. Participation in the research was voluntary and no incentive for participation was offered. Interested students were provided with a link to an online participant information sheet, and upon consenting were redirected to an online questionnaire.
Of 82 survey responses, 11 were deleted because the SPEVRPS items had not been completed and three cases were removed that did not meet the inclusion criteria. Across the survey there were 24 missing data points (0.06% missing data). A missing values analysis indicated that these data were missing completely at random, Little’s MCAR test $\chi^2(635, N = 68) = 652.66, p = .276$. Missing data points on scale measures were replaced using Expectation-Maximization.

**Results**

Principal axis factoring with varimax rotation was used to explore the factor structure of the 28 newly created student perceptions of the educational value of research participation items. Nine factors were extracted with Eigenvalues greater than one. However, the unrotated factor solution (with most items loading more strongly on the first factor than other factors) and scree plot (steep curve between first factor with an eigenvalue of 9.5 and all other factors with eigenvalues between 2.2 and 1.0) suggested only one main factor underlying the items. In order to develop a short measure with strong content validity, the highest loading item for each of the seven sub-themes (see Table 1) were selected for a second factor analysis. Principal axis factoring extracted one factor with an Eigenvalue over 1 with all item loadings above .4, confirming the uni-dimensionality of the measure. The items and factor loadings are presented in Table 1. The Cronbach’s alpha for this factor was .82, suggesting good internal reliability in this sample.

For each respondent, the mean of the seven items was calculated to provide a scale score. This new measure is called the *Student Perceptions of the Educational Value of Research Participation Scale (SPEVRPS)*. Descriptive statistics for the new measure and the *RRPQ-R* are presented in Table 2.
The relationships between the SPEVRPS and the subscales of the RRPQ-R were examined to assess convergent and divergent validity through a series of bivariate correlations (N = 68). As hypothesised, there were significant positive correlations between the SPEVRPS and ‘Participation’ (r = .27, p = .024), ‘Personal Benefits’ (r = .33, p = .006) and ‘Global Evaluation’ (r = .44, p < .001) subscales of the RRPQ-R. There was a significant negative correlation between the SPEVRPS and the ‘Perceived Drawbacks’ subscale (r = -.25, p = .041) and a negative, but non-significant, correlation with the ‘Emotional Reactions’ subscale (r = -.14, p = .243) of the RRPQ-R.

The SPEVRPS was also examined in relation to demographic and participation variables (N = 68). As hypothesised, there was a positive correlation between the SPEVRPS and the number of research projects participated in over semester (r_s = .32, p = .007). There was no significant relationship with age (r_s = .08, p = .440) or gender, t(64) = -0.97, p = .337.

To compare students’ perceptions of the educational value of research against their perceptions of the costs of the research, two paired samples t-tests were conducted, comparing scores on the SPEVRPS to scores on the ‘Emotional Reactions’ and ‘Drawbacks’ subscales of the RRPQ-R. As hypothesised, scores on the SPEVRPS (M = 4.01, SD = .49) were significantly higher than scores on the ‘Emotional Reactions’ subscale (M = 1.77, SD = .69), t(67) = 20.40, p < .001, d = 3.80, and the ‘Perceived Drawbacks’ subscale (M = 2.09, SD = .55), t(67) = 19.21, p < .001, d = 3.69, of the RRPQ-R.

Discussion

In Study One we have presented the development and initial validation of a new brief measure of student perceptions of the education value of research, the SPEVRPS. This measure has good content validity, covering seven subthemes of ‘insight into the research process’ that emerged as the key educational outcome of research participation in previous qualitative research (Roberts & Allen, 2012). Exploratory factor analysis and internal
reliability testing indicated the measure is uni-dimensional and has good internal consistency. The SPEVRPS correlated with subscales of the RRPQ-R in the expected directions, supporting the convergent and divergent validity of the measure. In addition, scores on the SPEVRPS were positively correlated with the number of research studies participated in over the semester, and students rated the perceived benefits of participating in research higher than the perceived costs.

Further validation of the measure is required. The sample for this study comprised students who volunteered to participate in research. It will be important to examine whether the psychometric properties of the measure hold when the sample comprises students who are members of a participant pool.

Study Two

The aim of Study Two was to continue the validation of the SPEVRPS on a sample of undergraduate psychology students recruited through a participant pool. The introduction of an undergraduate participant pool to our university in 2012 provided an ideal opportunity to collect comparative data to Study One. This study examines the factor structure and the test-retest reliability of the measure within a participant pool sample. It further examines the relationship between the SPEVRPS and the RRPQ-R to determine if the benefits of participating in research continue to outweigh the costs of participating in research for members of a participant pool.

Method

A cross-sectional correlational design was utilised with data collected using an online survey.

Participants.

All students in the second year undergraduate psychology participant pool (N = 144) had the option of participating in this study. Of these, 104 (73.5% female) completed the
survey, providing a response rate of 72%. Participants ranged in age from 18 to 47 ($M = 20.7, SD = 4.04$). All participants had taken part in at least one previous research study within the university that semester (Range = 1-9; Median = 5). All had participated in questionnaire research, 39.8% had participated in experimental research and 6.1% had participated in qualitative research.

**Measures.**

An online questionnaire was constructed containing the new seven item SPEVRPS, the RRPQ-R and demographic questions.

**Procedure.**

Ethics approval was obtained from the Curtin University Human Research Ethics Committee. Recruitment for the research commenced in Semester 1, 2012, through the second year participant pool. Interested students were provided with a link to an online participant information sheet, which linked them to an online questionnaire. Students completing the survey were assigned credits towards their research participation requirement. Students not participating in this research could participate in other research studies or complete an alternative activity. At the end of the questionnaire, participants were invited to indicate their interest in completing a second survey two weeks later, containing the SPEVRPS only. Twenty-two participants completed the second survey between 13 and 17 days after completion of the initial survey.

There were three missing data points across the scales, and these were replaced using mean substitution. Missing data points on demographic questions (gender = 6, age = 8) were not replaced.

**Results**

Confirmatory factor analysis of the SPEVRPS was conducted using EQS (version 6.2). A one factor model, as suggested by Study One, was tested against the recommended
cut-offs for goodness of fit of four fit indices: the Satorra-Bentler Chi Square divided by
degrees of freedom, the Comparative Fit Index (CFI), the Non-Normed Fit Index (NNFI) and
the Root Mean Square Error of Approximation (RMSEA). The fit statistics suggested the fit
of the one factor model was less than optimal (see Table 3). Following exploratory factor
analysis, which suggested a two factor model may provide a better fit to the data, three
further models were tested using confirmatory factor analysis: a correlated two-factor model,
an uncorrelated two factor model and a higher order model. Fit indices for each of the models
are presented in Table 3. The higher order model (see Figure 1) is preferred to the other
models because of superior fit indices. The first factor relates to the practice of research and
the second factor to knowledge of research. The full measure has good internal reliability,
and as such is suitable for use as a single measure. Descriptive statistics and reliability
coefficients for the SPEVRPS and the RRPQ-R in this sample are presented in Table 2.

The relationships between the SPEVRPS and the subscales of the RRPQ-R were
examined to determine convergent and divergent validity through a series of bivariate
correlations \((N = 104)\). As hypothesised, there were significant positive correlations between
the SPEVRPS and ‘Participation’ \((r = .47, p < .001)\), ‘Personal Benefits’ \((r = .60, p < .001)\)
and the ‘Global Evaluation’ \((r = .23, p = .03)\) subscales of the RRPQ-R. There was a
significant negative correlation between the SPEVRPS and the ‘Perceived Drawbacks’
subscale \((r = -.42, p < .001)\) and an unexpected positive correlation with the ‘Emotional
Reactions’ subscale \((r = .23, p = .02)\) of the RRPQ-R. There was no significant relationship
between the SPEVRPS and the number of research projects participated in over semester \((r = .04, p = .71)\), age \((r_s = -.24, p = .82)\) or gender, \(t(96) = -1.97, p = .06.\)
To examine test-retest reliability, the Time 1 and Time 2 scores were correlated for the 22 participants who completed both surveys. A moderate significant correlation was found ($r = .47, p = .03$).

To compare students’ perceptions of the educational value of research against their perceptions of the costs of the research, two paired samples $t$-tests were conducted, comparing scores on the SPEVRPS to scores on the ‘Emotional Reactions’ and ‘Drawbacks’ subscales of the RRPQ-R. Scores on the SPEVRPS ($M = 3.90, SD = .48$) were significantly higher than scores on the ‘Emotional Reactions’ subscale ($M = 2.01, SD = .73$), $t(103) = 24.81, p < .001, d = 3.12$, and the ‘Perceived Drawbacks’ subscale ($M = 2.54, SD = .69$), $t(103) = 14.01, p < .001, d = 2.32$, of the RRPQ-R.

**Comparison across Samples.**

Independent samples $t$-tests were conducted to compare the scores on the SPEVRPS and RRPQ-R across the volunteer and participant pool samples. The results are summarised in Table 2. A consistent pattern of lower scores on measures of the benefits of research participation and higher scores on the disadvantages of research participation in the participant pool sample in comparison to the volunteer sample emerged, with small to large effect sizes.

**Discussion**

In Study Two, using a sample of students recruited through an undergraduate psychology participant pool, the findings from Study One were largely replicated. Confirmatory Factor Analysis indicated a higher order model best represented the measure. The internal reliability of the overall scale remained high. The test-retest reliability, conducted on a small sample, was lower than desirable and requires further testing on a larger sample. The SPEVRPS mostly correlated with subscales of the RRPQ-R in the expected directions, supporting the convergent and divergent validity of the measure. The positive
correlation between the SPEVRPS and ‘Emotional Reactions’ subscale was unexpected, and further research is required to see if this finding is replicated. Students rated the perceived benefits of participating in research more highly than the perceived costs of participating in research.

**Overall Discussion**

The SPEVRPS is a brief, reliable measure of student perceptions of the educational value of research participation. Combined with the promising psychometric properties, the brevity of the SPEVRPS (seven items) means that it may be suitable for use both within individual research projects and across research projects. It could be included at the end of individual research projects to provide an indication of the perceived educational value of the particular project. Alternatively, the SPEVRPS is suitable for assessing students’ perceptions of the educational value of participation across multiple studies, and could be useful to researchers seeking to develop an evidence base to support the integration of participant pools in undergraduate psychology courses that is comparable to the evidence bases that have been developed around other pedagogic tools and techniques common to the modern psychology classroom (see, for e.g., Dunn, Saville, Baker, & Marek, this issue).

Identification of how students perceive the educational value of research participation provides an important first step in evaluating the possible benefits of research participation. However, this should not be seen as an end in itself. Previous research has suggested that not all students view research participation as positive or educational (Coulter, 1986; Roberts & Allen, 2012). Increasing the pedagogic value of student research participation for all students may require a closer integration of research participation and the teaching of research methods (Dalziel, 1996) through the provision of debriefing directly after each participation experience (Coulter, 1986; Sharpe & Faye, 2009; Sieber, 1999), later feedback (Dalziel, 1996) and class assignments relating to the participation experience (Moyer & Franklin,
Increasing the educational value of research participation will contribute to developing the psychological literacy of undergraduate students, through enhancing knowledge and understanding of scientific and ethical research practices.

The SPEVRPS can be used on its own or in conjunction with the RRPQ-R to provide a more comprehensive measure of the costs and benefits of research participation. The SPEVRPS provides researchers with the opportunity to revisit the key ethical question of whether potential benefits from research outweigh potential risks to research participants. The findings from these initial studies suggest that students rate the perceived benefits of participating in research more highly than the perceived costs of participating in research. However, the ratio of benefits to costs varied across samples, with the participant pool sample perceiving less benefits and greater costs than the volunteer sample. Future research could examine whether this ratio changes across participation in research of differing levels of sensitivity, requiring differing commitment of time or effort, or using different methodologies (e.g., experimental versus survey research).

In summary, this paper has presented the development and initial validation of a measure of the perceived educational value of research participation, the SPEVRPS. This is a brief, internally reliable measure that can be used in assessing students’ perceptions of educational gain in both individual research projects and across research projects.
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Table 1

Sub-Themes, Selected Items and Factor Loadings for the Seven Item Student Perceptions of the Educational Value of Research Participation Scale

<table>
<thead>
<tr>
<th>Sub-theme</th>
<th>Item</th>
<th>Factor Loading</th>
</tr>
</thead>
<tbody>
<tr>
<td>Complements teaching</td>
<td>I have been able to put what we have learned in class into context</td>
<td>.79</td>
</tr>
<tr>
<td>Process issues</td>
<td>I have seen how to put research methods concepts into practice</td>
<td>.78</td>
</tr>
<tr>
<td>Participant’s perspective</td>
<td>I was able to see research from the perspective of a participant</td>
<td>.66</td>
</tr>
<tr>
<td>Conduct of ‘real research’</td>
<td>I increased my knowledge of how research is conducted</td>
<td>.65</td>
</tr>
<tr>
<td>Role of researcher</td>
<td>I have learned how to behave as a researcher</td>
<td>.56</td>
</tr>
<tr>
<td>Own future research</td>
<td>I feel I will be able to put the knowledge gained into practice in future years</td>
<td>.55</td>
</tr>
<tr>
<td>Varieties of research</td>
<td>I increased my knowledge about the range of research conducted in my university</td>
<td>.44</td>
</tr>
</tbody>
</table>
Table 2

**Descriptive Statistics and Reliability Coefficients for the SPEVRPS and RRPQ-R in Study One and Study Two**

<table>
<thead>
<tr>
<th>Measure</th>
<th>Study 1 (N = 68)</th>
<th>Study 2 (N = 104)</th>
<th>d</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>α</td>
<td>Range</td>
<td>Mean (SD)</td>
</tr>
<tr>
<td>SPEVRPS</td>
<td>.82</td>
<td>2.43-5.00</td>
<td>4.01(.49)</td>
</tr>
<tr>
<td>Factor 1</td>
<td>.79</td>
<td>1.25-5.00</td>
<td>3.76(.58)</td>
</tr>
<tr>
<td>Factor 2</td>
<td>.69</td>
<td>3.00-5.00</td>
<td>4.09(.50)</td>
</tr>
<tr>
<td>RRPQ-R</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Participation</td>
<td>.68</td>
<td>3.00-5.00</td>
<td>4.26(.55)</td>
</tr>
<tr>
<td>Personal Benefits</td>
<td>.82</td>
<td>1.75-4.75</td>
<td>3.55(.69)</td>
</tr>
<tr>
<td>Emotional Reactions</td>
<td>.92</td>
<td>1.00-4.00</td>
<td>1.77(.69)</td>
</tr>
<tr>
<td>Perceived Drawbacks</td>
<td>.76</td>
<td>1.00-3.50</td>
<td>2.09(.55)</td>
</tr>
<tr>
<td>Global Evaluation</td>
<td>.80</td>
<td>2.80-5.00</td>
<td>4.31(.49)</td>
</tr>
</tbody>
</table>

*Note. α = Cronbach’s alpha. d = Cohen’s d indexing the standardized difference between the relevant Study 1 and Study 2 means.

*p < .05. **p < .001.
Table 3

*Fit Indices for Confirmatory Factor Analysis Models (Robust Statistics)*

<table>
<thead>
<tr>
<th>Model</th>
<th>S-B $\chi^2$/df</th>
<th>CFI</th>
<th>NNFI</th>
<th>RMSEA</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cut-off Criteria</td>
<td>$p &gt; .05$</td>
<td>$\geq .85$</td>
<td>$\geq .85$</td>
<td>$\leq .06$</td>
</tr>
<tr>
<td>One Factor Model</td>
<td>$p &lt; .01$</td>
<td>0.86</td>
<td>0.78</td>
<td>0.11</td>
</tr>
<tr>
<td>Correlated 2 Factor Model</td>
<td>$p = .30$</td>
<td>0.98</td>
<td>0.97</td>
<td>0.04</td>
</tr>
<tr>
<td>Uncorrelated 2 Factor Model</td>
<td>$p &lt; .001$</td>
<td>0.78</td>
<td>0.67</td>
<td>0.14</td>
</tr>
<tr>
<td>Higher Order Model</td>
<td>$p = .78$</td>
<td>1.00</td>
<td>1.06</td>
<td>0.00</td>
</tr>
</tbody>
</table>

*Note.* S-B = Satorra-Bentler. CFI = Comparative Fit Index. NNFI = Non-Normed Fit Index. RMSEA = Root Mean Square Error of Approximation.
Figure 1. Higher order confirmatory factor model.
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Active Learning in Research Methods Classes Is Associated with Higher Knowledge and Confidence, Though not Evaluations or Satisfaction
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Research methods and statistics are regarded as difficult subjects to teach, fueling investigations into techniques that increase student engagement. Students enjoy active learning opportunities like hands-on demonstrations, authentic research participation, and working with real data. However, enhanced enjoyment does not always correspond with enhanced learning and performance. In this study, we developed a workshop activity in which students participated in a computer-based experiment and used class-generated data to run a range of statistical procedures. To enable evaluation, we developed a parallel, didactic/canned workshop, which was identical to the activity-based version, except that students were told about the experiment and used a pre-existing/canned dataset to perform their analyses. Tutorial groups were randomized to one of the two workshop versions, and 39 students completed a post-workshop evaluation questionnaire. A series of generalized linear mixed models suggested that, compared to the students in the didactic/canned condition, students exposed to the activity-based workshop displayed significantly greater knowledge of the methodological and statistical issues addressed in class, and were more confident about their ability to use this knowledge in the future. However, overall evaluations and satisfaction between the two groups were not reliably different. Implications of these findings and suggestions for future research are discussed.
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INTRODUCTION

A cornerstone of educational practice is the notion that the more engaged the learner, the more interested, passionate and motivated they will become, and the better the outcome will typically be vis-à-vis their learning. This causal chain, of sorts, thus predicts that higher rates of student retention, better grades, and higher levels of satisfaction and enjoyment are more likely to follow when a student is genuinely curious and involved in their study. However, student engagement appears to be more difficult to achieve in some areas of study compared to others. For instance, within psychology, research methods and statistics are widely regarded as ‘difficult’ subjects to teach (e.g., Connors et al., 1998). Student attitudes toward these topics are often negative (Murtonen, 2005; Sizemore and Lewandowski, 2009), and their interest in them is low (Vittengl et al., 2004; Rottinghaus et al., 2006). This lack of engagement is likely to impact...
student outcomes, contributing to poorer grades and higher rates of attrition. However, a basic understanding of research methods is essential in order for students to gain a fuller appreciation of the literature underpinning their later academic, or professional careers. Thus, there appears to be a clear and growing need to identify teaching strategies that are maximally effective at removing barriers to learning research methods. This view is echoed by recent calls to reform traditional methods for teaching research methods and statistics, and it finds support from recent research. For example, in the Guidelines for Assessment and Instruction in Statistics Education (GAISE; Aliaga et al., 2005) college report, published by the American Statistical Association, a number of recommendations are highlighted with regard to the teaching of statistics in higher education. These recommendations include emphasizing the development of statistical literacy and thinking, making use of real data, focusing on conceptual understanding (rather than procedures or formulae), promoting active learning, making use of technology and administering assessment appropriate to evaluating learning in the classroom.

The view that teaching research methods and statistics may require a particular kind of approach is further supported by a recent meta-analysis by Freeman et al. (2014). In their analysis, traditional methods of teaching statistics (e.g., lecturing to classes) was shown to be less effective in terms of student exam performance, and student satisfaction and enjoyment, compared to other subjects of study. The challenge facing teachers of statistics and research methods therefore is to make research methods more applied, relevant and engaging for students, whilst simultaneously improving students’ understanding of statistics, their grades, and attendance rates (Hogg, 1991; Lovett and Greenhouse, 2000). In this article, we focus on the possible benefits of implementing two of the recommendations highlighted in the GAISE report. These are: (1) the use of real data, and (2) the use of an active learning methodology. We describe a study that examines the ways in which incorporating these recommendations into the teaching of research methods and statistics may positively affect student outcomes.

When applied to the teaching of research methods, active learning approaches typically involve students carrying out research, rather than merely reading about, or listening to instructors talk about it. Active learning in research methods and statistics classes may include taking part in demonstrations designed to illustrate methodological and statistical concepts, participating in authentic research, and working with data the students have been responsible for collecting. A great deal of work has explored the impact of active learning using ‘hands-on’ demonstrations of both statistical processes (e.g., Rimolo and Schmidt, 1999; Scutato, 2000; Christopher and Marek, 2002; Fisher and Richards, 2004) and methodological concepts (e.g., Renner, 2004; Eschman et al., 2005; Madson, 2005). Importantly, the use of active learning methods in research methods and statistics appears to be successful at increasing levels of satisfaction and enjoyment and reducing failure rates (Freeman et al., 2014). Against this backdrop of findings, it might then seem reasonable to assume that the effects of active learning would further contribute toward positive outcomes, for example on exam performance. However, this is not found to be the case. While students may report higher levels of enjoyment and usefulness of active learning demonstrations, these are not consistently associated with more beneficial learning outcomes (Elliott et al., 2010, though see also Owen and Siakaluk, 2011). Put another way, the subjective evaluation of one’s enjoyment of a subject does not bear a direct relationship on the amount of knowledge acquired, or the extent to which one can apply knowledge in a given area (see e.g., Christopher and Marek, 2002; Copeland et al., 2010).

With regard to the use of real datasets in class exercises and assessments, this too has been proposed to hold a number of advantages (Aliaga et al., 2005). The advantages include: increased student interest; the opportunity for students to learn about the relationships between research design, variables, hypotheses, and data collection; the ability for students to use substantive features of the data set (e.g., the combination of variables measured, or the research question being addressed) as a mnemonic device to aid later recall of particular statistical techniques; and the added benefit that using real data can provide opportunities for learning about interesting psychological phenomena, as well as how statistics should be calculated and interpreted (Singer and Willett, 1990). Additionally, a number of studies have showed that when real, class-generated data are used students report higher levels of enjoyment, an enhanced understanding of key concepts, and are likely to endorse the use of real data in future classes (see e.g., Lutsky, 1986; Stedman, 1993; Thompson, 1994; Chapdelaine and Chapman, 1999; Lipsitz, 2000; Ragozzine, 2002; Hamilton and Geraci, 2004; Marek et al., 2004; Morgan, 2009; Neumann et al., 2010, 2013).

Overall, the benefits of using active learning and real data within research methods and statistics classes show much promise. However, to better understand how the implementation of these strategies results in positive outcomes, further empirical investigation is needed. First, we note a lack of research that has simultaneously targeted outcomes of satisfaction, evaluation and knowledge (i.e., performance). Each of these outcomes likely plays an important role in influencing student engagement. In this study we assess students on each of these components. Secondly, we eliminate a potential design confound that may have affected previous research, by ensuring highly similar contexts in both our intervention and our control group. The same instructors were used in both instances. In this way, we may be more confident that any effects we observe are more likely due to our manipulation (i.e., active learning versus control), than to student-instructor interactions.

Motivated by a desire to increase student engagement in our undergraduate statistics and research methods courses, we developed a series of activities for a 1.5-h workshop. In each of these activities, students participated in a computer-based psychological experiment, engaged in class discussions and activities around the methods used in the experiment, and then used data generated by the class to run a range of data handling and statistical procedures. In this paper, we describe an evaluation of the first of these workshop activities in terms of (a) its
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subjective appeal to students; and, (b) its pedagogic effectiveness. It was hypothesized that, compared to control participants who were provided with the same content, but delivered using a didactic presentation and canned dataset, students who participated in the activity-based (active learning + real data) workshop would (H1) evaluate the workshop more favorably; (H2) report higher levels of satisfaction with the workshop; (H3) achieve higher scores on a short multiple-choice quiz assessing their knowledge of key learning concepts addressed in the workshop; and (H4) report significantly higher confidence about their ability to demonstrate skills and knowledge acquired and practiced in the workshop.

MATERIALS AND METHODS

Design
A non-equivalent groups (quasi-experimental) design was employed in this study, with intact tutorial classes randomly assigned to the two workshop versions. These workshop versions were equivalent in content, but differed in delivery format. The activity-based version of the workshop began with a computer-based experiment in which the students participated, and contained activities that required students to analyze data collected in class. The canned dataset version of the workshop differed in that it began with a short description of the computer-based experiment (presented by the same instructors as the activity-based workshop), but was otherwise equivalent to the activity-based workshop. As much as possible, the workshops were identical in all other respects. The independent variable in this study was workshop type, of which there were two levels: activity-based and didactic/canned. The four dependent variables were: (1) evaluations, (2) overall satisfaction, (3) knowledge, and (4) confidence.

Participants
Participants were recruited from a participant pool, within which students are required to participate in at least 10 points worth of research during each semester (or complete an alternate written activity). One point was awarded for participating in the current study. A total of 39 participants were obtained for final analysis. Initial comparisons between the activity-based group (n = 25; M age = 22.43, SD = 4.95; 68% female; M final grade = 61.12, SD = 14.54) and the didactic/canned group (n = 14; M age = 25.93, SD age = 12.27; 78.6% female; M final grade = 61.42, SD = 11.90) indicated that there were no reliable group differences in age, t(15.59) = −1.22, p = 0.230, d = 0.37, gender distribution, χ² (1, N = 39) = 0.50, p = 0.482, ϕ = 0.11, or final semester grades, t(36) = −0.066, p = 0.948, d = 0.02.

This research complies with the guidelines for the conduct of research involving human participants, as published by the Australian National Health and Medical Research Council (The National Health, Medical Research Council, the Australian Research Council, and the Australian Vice-Chancellors’ Committee [NH&MRC], 2007). Prior to recruitment of any participants, the study was reviewed and approved by the Human Research Ethics Committee at Curtin University. Consent was indicated by the submission of an online evaluation questionnaire, as described in the participant information immediately preceding it.

Materials and Measures

Workshop
The activity-based version of the workshop commenced with students participating in a short computer-based experiment designed to examine the effects of processing depth on recall. Class members were randomized to one of two processing conditions, imagine and rehearse, then asked to remember a list of 12 words presented on screen at a rate of one word every 2 s. Members of the imagine condition were encouraged to engage in deep processing by being instructed to “try to imagine each concept as vividly as possible such that you are able to remember it later.” Members of the rehearse condition were encouraged to engage in shallow processing by being instructed to “try to rehearse each word silently such that you are able to remember it later.” All students then completed multiplication problems for 150 s as a distractor task. Finally, all students were presented with 24 words, 12 of which were ‘old’ (i.e., appeared on the original list) and 12 of which were ‘new’. They were asked to indicate whether each of the 24 words was ‘old’ or ‘new’ by pressing a relevant keyboard button.

This task was developed in Java by the second author, as existing commercial software packages were unsuitable for our purposes due to high annual licensing fees (e.g., St James et al., 2005), or an insufficient feature set (e.g., Francis et al., 2008). It was hosted on a private webservice, and accessed by students using a standard web browser (e.g., Firefox). The data generated by each student were saved to a MySQL database accessible to the class tutor from his/her networked workstation. Following their participation, students were provided with a brief written summary of the experiment, and asked to work together to address a series of questions about its key methodological features. These questions prompted students to identify and operationalize independent and dependent variables, write research and null hypotheses, visualize experimental designs using standard notation, and consider the purpose of randomization.

While the students worked on these questions, the tutor downloaded the class data and collated them into an SPSS data file that was subsequently uploaded to a network drive for students to access. After a brief class discussion around the methodology of the experiment, students were directed to open the SPSS data file, and commence work on a series of questions requiring various data handling techniques and statistical analyses to address. Specifically, students were required to identify the appropriate statistical test to compare the two conditions on classification accuracy, and then run, interpret and report (in APA style) an independent samples t-test (including assumption testing, and an effect size). The workshop concluded with a class discussion around the statistical analyses, findings and interpretation.

The didactic/canned version of the workshop was identical to the activity-based version, except it began with a short description of the computer based experiment (presented by the class tutor...
with the aid of PowerPoint slides), and required students to analyze a canned data set, rather than class generated data.

**Evaluation Questionnaire**

The online evaluation questionnaire contained five sections, measuring the four DVs and capturing key demographic data. It is reproduced in full in the Appendix (available as Supplementary Material Data Sheet 1).

**Section 1 (evaluations)**

Section 1 of the online questionnaire contained 13 items assessing students’ evaluations of the workshop. Although there are numerous measures that have been developed to allow students to evaluate units and courses, a review of the literature indicated that there are currently no instruments suitable for evaluating specific activities embedded within a unit or course. Consequently, this measure was developed specifically for the purposes of the current research (although inspired by the single-item measures that are frequently used in evaluations of teaching activities reported elsewhere). Participants responded to each item on a 7-point scale ranging from 1 (Strongly disagree) to 7 (Strongly agree), and examples of items on this measure include “this workshop was useful” and “this workshop was an effective way of teaching research methods and statistics.” Although a small sample size limited our ability to examine the factor structure of this measure (for example, Pett et al. (2003), suggest a minimum of 10–15 cases per item for exploratory factor analysis), Cronbach’s alpha was 0.96, indicating that it was internally consistent. Responses to the 13 items were summed to provide an overall index of how favorably students rated the workshop.

**Section 2 (satisfaction)**

The second section of the online questionnaire was a single item measure of overall satisfaction with the workshop, which respondents answered on a scale ranging from 1 (Very Dissatisfied) to 10 (Very Satisfied). The correlation between this single item measure and the sum of responses to the 13-item evaluation scale was r = 0.91, suggesting that they measured overlapping constructs.

**Section 3 (knowledge)**

Five multiple-choice questions were used to assess knowledge of the key learning outcomes addressed in the workshop. Each question provided four response options, of which only one was correct, thus total scores on this measure ranged from 0 to 5.

**Section 4 (confidence)**

This section of the questionnaire asked respondents to indicate on a 4-point scale ranging from 1 (Not at all confident) to 4 (Very confident) their confidence regarding their ability to apply seven specific skills developed in the workshop, assuming access to their notes and textbook. For example, “run and interpret and analyze a canned data set, rather than class generated data.” Again, the small sample size limited our ability to examine the factor structure of this measure, although Cronbach’s alpha was 0.84, indicating that it was internally consistent. Responses to the items on this measure were summed to provide an overall index of student confidence.

### RESULTS

Each hypothesis was tested with a Generalized Linear Mixed Model (GLMM), implemented via SPSS GENLINMIXED (version 22), with an alpha level of 0.0125 (to protect against the inflated risk of making Type 1 errors when conducting multiple comparisons on a single data set), and robust parameter estimation. GLMM is preferable to a series of independent samples t-tests or ordinary least squares (OLS) regression analyses, as it can accommodate dependencies arising from nested data structures (in this instance, 39 students nested in seven classes, facilitated by three tutors), non-normal outcome variables, and small, unequal group sizes. In each GLMM, there were two random effects (class and tutor) and one fixed effect (condition) specified. A normal probability distribution was assumed for each outcome variable, and each was linked to the fixed effect with an identity function.

The fixed effects from the four GLMMs are summarized in Table 1, where it can be seen that members of the activity-based condition scored significantly higher than members of the didactic/canned condition on the knowledge and confidence measures, but not the evaluation and satisfaction measures. When indexed using Hedges’ g, the knowledge and confidence effects could be characterized as ‘large’ and ‘small,’ respectively.

---

1 Note that for five of the eight tests of random effects, the variances were negative, and consequently set at zero during analyses. For iterative procedures (e.g., maximum likelihood estimation), this can occur when the variance attributable to a random effect is relatively small, and the random effect is having a negligible impact on outcome of the analyses. The remaining three random effects were non-significant, with Wald’s Z ranging from 0.298 to 0.955 (p = 0.765 to 0.340). Despite their non-significance in the current context, the random effects of class and tutor were retained in our analyses, based on the common recommendation that non-independence of observations attributable a study’s design ought to be routinely accounted for, regardless of the estimated magnitude of its impact (Murray and Hannan, 1990; Bolker et al., 2009; Thiele and Markussen, 2012; Berr et al., 2013).
DISCUSSION

We have focused on the implementation of two recommended strategies for teaching research methods and statistics: using real data, and following an active learning approach. Our results showed no reliable differences between groups in their rated evaluation of (H1), or satisfaction with (H2) the workshops. Those participants in the activity-based workshop were statistically no different in their views to those in the didactic/canned workshop. Indeed, it is interesting to note that both groups rated the workshops to be below-average (i.e., below the neutral-point) on the evaluation and satisfaction measures, suggesting that their views regarding the workshops were somewhere between ambivalent and negative. Overall, these findings were not as we predicted. Rather, we expected students in the activity-based workshop to find more satisfaction with their workshop and evaluate their learning experience more favorably. In-line with our predictions, however, was the finding that on the outcome measure of knowledge/performance, the activity-based group did significantly outperform those in the didactic/canned workshop (H3). Thus, while the groups did not differ in their apparent engagement, they nevertheless achieved different levels of knowledge. Also noteworthy, was the finding that the activity-based group were reliably different to the didactic/canned group in their reported levels of confidence to later apply the skills developed in the workshop (H4).

Seemingly, the results of this study sit at odds with the ‘causal chain’ we described in the introduction. One possible explanation is that for student satisfaction to be positively affected, students need to see the results of their engaged learning first, and perhaps these positive attitudes require time to accumulate. In our study, participants did not have this opportunity. A more interesting possibility is that rather than greater engagement being instrumental in promoting greater levels of satisfaction and enjoyment, which in turn promotes learning, that instead, one’s level of satisfaction is in fact rather separate to the process of learning. If so, this would indicate that a combination of teaching strategies is needed to produce positive outcomes and student engagement. Accordingly, our results would be consistent with previous research that suggests exposure to research methods and statistics in an engaging environment can improve students’ knowledge without necessarily affecting their attitudes (e.g., Sizemore and Lewandowski, 2009). This latter interpretation offers up a variety of potentially interesting research avenues. Minimally, the results of this study suggest against the tailoring of content in educational curricular, based on the reported levels of satisfaction of students.

Limitations

While the results of the current study raise intriguing questions about the relationship between academic outcomes and self-reported student satisfaction and evaluations, it is important to note a number of possible limitations to the approach we took. The first of these concerns the relatively small, unequal number of participants in the activity-based (n = 25) versus canned/didactic (n = 14) groups. Clearly, to be more confident in our results, this study requires replication with a larger, more evenly spread sample. A second sampling limitation concerns the randomization of intact groups to conditions. Ideally, we would have randomized individual participants to either the activity-based or didactic/canned workshop, allowing for a true experimental test of each hypothesis. However, this was not possible due to the fact that students self-select into classes based on personal preferences and commitments.

A further possible limitation concerns the analytical approach we chose. Had we opted for another approach, for example independent samples t-tests, no reliable differences would have emerged (ps 0.385–0.839) and the implications of our study would be quite different. However, due to the fact that participants were recruited across a number of tutorial groups (n = 7) supervised by a number of instructors (n = 3), we deemed the use of GLMM procedures to be most appropriate. This is because GLMM is aptly suited to dealing with hierarchical data, and clustering effects that may have been present within nested groups of tutorials and instructors. GLMM has the further advantage over the t-test in that it may be more robust to dealing with unequal sample sizes (Bolker et al., 2009). Although our analysis showed no such clustering effects, in light of the sampling limitations, GLMM remained most suited to the data.

CONCLUSION

This paper describes the implementation and quasi-experimental evaluation of a relatively short (1.5 h) class activity in which students participated in an authentic computer-based psychological experiment, engaged in class discussion around its methods, and then used class-generated data to run a
range of data handling procedures and statistical tests. Results indicated that students who participated in this activity scored significantly higher than participants in a parallel didactic/canned class on measures of knowledge and confidence, but not on overall evaluations or satisfaction. In contrast to the view that student satisfaction is paramount in achieving positive learning outcomes, the results of the current study suggest that, at least during some points in the learning process, one’s level of satisfaction has little effect. This would indicate that a combination of teaching strategies is needed to produce both positive outcomes and student engagement. Future research that employs large-scale, fully randomized experimental designs may have the best chance of revealing these strategies (Wilson-Doenges and Gurung, 2013).
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Abstract

Research integrity is core to the mission of higher education. In undergraduate student samples, self-reported rates of data fabrication have been troublingly high. Despite this, no research has investigated undergraduate data fabrication in a more systematic manner. We applied duplication screening techniques to 18 data sets submitted by psychology honours students for assessment. Although we did not identify any completely duplicated cases, there were numerous partial duplicates. Rather than indicating fabrication however, these partial duplicates are likely a consequence of poor measure selection, insufficient data screening and/or participant characteristics. Implications for the teaching and supervision of honours students are discussed.
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Detecting Duplication in Students’ Research Data: A Method and Illustration

Academic integrity is core to the mission of the higher education sector. Research misconduct, which has been widely defined as “fabrication, falsification, or plagiarism in proposing, performing, or reviewing research, or in reporting research results” (Office of Science and Technology Policy, 2000), fundamentally undermines this mission. Of these three forms of research misbehaviour, fabrication (making up data) and falsification (changing data) are often seen as most problematic, as they directly distort scientific knowledge and the decisions based on it (Steneck, 2006). Both have received considerable media attention in recent years (Anderson, Shaw, Steneck, Konkle, & Kamata, 2013).

For example, data fabrication in biomedical research hit the headlines in 2005/6 when it was revealed that South Korean human stem-cell researcher, Woo Suk Hwang, had invented much of the data on which two landmark papers published in Science (and later retracted; Hwang et al., 2004, 2005) were based (Cyranoski, 2006). Australian obstetrician William McBride was found guilty of data falsification in research he claimed demonstrated that Debendox, a morning sickness drug, caused birth deformities (Milliken, 1993). Despite evidence suggesting that cases like these occur most commonly in biomedical research (Fanelli, 2009; Grieneisen & Zhang, 2012; Stroebe, Postmes, & Spears, 2012), our own field, psychology, has not escaped scandal. In one recent example, Dutch social psychologist, Diederik Stapel, was exposed as having published over 50 papers based on fraudulent data (Stroebe et al., 2012).

Although it is tempting to conclude that cases like these represent isolated ‘bad apples’ in an otherwise honest system, there is evidence to indicate that the problem is somewhat more widespread. For example, Steneck (2006) calculated that around .001%
of scientists in the US are found guilty of misconduct by a federal oversight agency each year. Based on the ratio of retractions to articles indexed in the PubMed database, Claxton (2005) estimated that between .002% and .02% of published papers report fraudulent data. In a comprehensive review of retraction notices published in 42 scholarly databases between 1980 and 2010, Grieneisen and Zhang (2012) found that retraction rates ranged from .02% to 5.62% across 1,796 unique journal titles, and had increased rapidly in the last 10 years (see also, Steen, 2012). Questionable data or interpretations (including data fabrication and falsification) were cited as the reasons for retraction in 43% of the cases they observed (Grieneisen & Zhang, 2012). Similarly, Fang, Steen, and Casadevall (2012) reported 67.4% of 2047 retractions of articles indexed by PubMed were attributable to misconduct, with 43.4% identified or suspected as fraudulent. Although troubling, these figures almost certainly underestimate the true scope of the problem, considering that rates of confirmed misconduct are a poor proxy for actual rates of misconduct, and cases that are reported and investigated likely only represent ‘the tip of the iceberg’ (Steneck, 2006).

When self-report data are used to estimate research misconduct rates, the figures are somewhat higher. For example, in a survey funded by The Office of Research Integrity in the US, the Gallup Organization (2008) asked just one randomly selected principal investigator at each of over 4,000 unique schools/departments to report on the research misconduct they had observed in their own workplaces during the previous three years. With a response rate of over 50%, they estimated that around 1.5% of research conducted in the US each year involves some form of serious misconduct. They further estimated that around 60% of that misconduct involves either data fabrication or falsification (Gallup Organization, 2008). In a recent meta-analysis of 18
surveys, Fanelli (2009) found that 1.97% of scientists admitted to having fabricated or falsified data at least once, while nearly 15% reported observing colleagues engaged in this practice. Although these figures almost certainly include some duplicate cases, with the same instances of misconduct being reported by multiple researchers on some occasions (Strobe et al., 2012), Fanelli (2009) argued that they are probably still conservative estimates of the true prevalence of research misconduct within the scientific community. This conclusion is supported by at least three lines of evidence. First, people routinely underreport their own criminal and socially sensitive/undesirable behaviours in self-report surveys (e.g., Farrington, 2001; Krumpal. 2013; Magura & Kang, 1996; Tourangeau & Yan, 2007). This is especially so when social expectations are inconsistent with the behaviours under investigation. This is the case in science, where researchers are expected to act with integrity, a value wholly inconsistent with data fabrication and falsification. Second, researchers report a much higher degree of ‘willingness’ to engage in future misconduct than they report actual past misconduct (e.g., Eastwood, Derish, Leash, & Ordway, 1996). Third, when researchers are provided with incentives for honesty (e.g., a donation to a charity of their choice, calculated dependent on the estimated truthfulness of their answers), they self-report higher levels of questionable research practices (John, Loewenstein, & Prelec, 2012). John and colleagues (2012) argue that prevalence estimates derived from these methods are likely to be more valid than straight self-reports, a conclusion which is hinged on knowledge that people are less likely to report doing socially sensitive things they haven’t done, than not report things they have done (Krumpal, 2013).

Although rates of data fabrication and falsification amongst professional scientists are concerning, they pale into insignificance when compared to self-reported
rates of serious research misconduct amongst university students. For example, some 19% of McCabe’s (2005) online sample of over 46,000 North American undergraduate students self-reported fabricating or falsifying laboratory data at least once in the previous year. Eight percent admitted to falsifying research data during the same time period. Amongst his sample of over 7,000 graduate students, the rates of falsifying laboratory and research data were 7% and 4% respectively (McCabe, 2005). A large Australian study by Brimble and Stevenson-Clarke (2005) produced broadly comparable findings, with over 21% of nearly 1,200 (predominantly undergraduate) students indicating that they had falsified the results of their own research at least once. This rate was several times higher than the prevalence estimates provided by academic staff at the same universities. Furthermore, and in contrast to the academic staff, the majority of the students saw falsification as only ‘minor cheating’ at worst.

In several smaller studies, the numbers are even more troubling. For example, over 60% of Franklyn-Stokes and Newstead’s (1995) sample of UK undergraduate science students confessed to inventing or altering research data in the past. Sixty-seven percent of Lawson, Lewis, and Birk’s (1999/2000) US sample of biology, chemistry and anatomy undergraduates indicated that they manipulate or make up data at least ‘sometimes’. Finally, nearly everyone in Davidson, Cate, Lewis, and Hunter’s (2000) US sample of undergraduate biology and chemistry students admitted to manipulating data at least ‘often’, with many indicating that they do it ‘almost always’. The most common reason cited for manipulating data was to obtain a better grade (Davidson et al., 2000).

Although these findings are quite diverse, and varied operational definitions and methodologies make it difficult to pin-down the exact extent of data fabrication and
falsification amongst undergraduate students, when looked at in combination, they nevertheless suggest that these are reasonably common practices throughout large segments of the student population. This is concerning for a number of reasons. For example, cheating “threatens the equity and efficacy of instructional measurement” (Brimble & Stevenson-Clarke, 2005, p. 20), as it can artificially inflate the grades of students who cheat, relative to those who do not. This is especially pertinent in the natural sciences, where producing data that ‘support the hypothesis’ is often directly rewarded with higher grades (Lawson et al., 1999/2000). Furthermore, cheating may result in impoverished learning, leaving students less equipped to deal with more advanced topics in their chosen subject areas (Brimble & Stevenson-Clarke, 2005). Beyond such consequences at the individual and institutional levels, cheating also has broader societal implications. For example, broad awareness of cheating may undermine public trust in entire professions (Marsden, Carroll, & Neill, 2005). For instance, it is not difficult to imagine some people becoming wary of visiting all doctors in the weeks following publication of news stories exposing cheating at a local medical school. Furthermore, dishonesty in college is known to correlate strongly with dishonesty in the workplace (e.g., partial $r > .60$ in Nonis & Swift, 2001), which suggests that dishonest behaviours learned or practiced while studying may transfer or generalise to other contexts. Finally, these findings are all derived from self-report data, which are subject to selection, social desirability and other biases (Crown & Spiller, 1998; Macfarlane, Zhang, & Pun, 2012), and thus may actually underestimate the true scope of academic misconduct in the university student population.

Consequently, a few researchers have attempted to measure student academic misconduct via more objective methods. For example, Pullen, Ortloff, Casey, and Payne
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(2000) collected 62 ‘cheat sheets’ they found discarded around their university campus, which they then content analysed. They found that business students tended to be over-represented in their sample, and the ‘typical’ cheat sheet was small enough to easily conceal in the palm of a hand, and densely packed with organised lists of facts. Ward and Beck (1990) asked students to self-score multiple-choice exams in class, and then compared these self-scores to the students’ actual performance on the exam (as determined by Scantron scoring). Some 28% of the sample self-scored themselves higher than their actual scores. By way of contrast, no students gave themselves a score lower than their actual score. Karlins, Michaels, and Podlogar (1988) compared students’ written assignments to those submitted in a previous semester, and found that around three percent had been ‘recycled’ (either by the same, or a different student). Finally, Martin, Rao, and Sloan (2009) reviewed business administration students’ Turnitin similarity reports to detect plagiarism on written assignments, a practice that is now common with Turnitin reporting use of their text matching software in more than 3,500 higher education institutions (iParadigms, 2013). After Martin and colleagues (2009) screened each report to ensure the absence of any false-positives, they found that 61% of their sample met their threshold for plagiarism (at least three percent of the assignment matching a source in the Turnitin database). While these studies provide interesting insights into how students may cheat in some narrowly defined circumstances, they shed little light on the broader scope of the problem. Furthermore, convenience sampling and the esoteric contexts in which they were conducted make generalisation difficult. Finally, we are not aware of any research that has attempted to objectively measure practices suggestive of data fabrication and falsification within a student sample.
There are, however, a number of statistical methods that are available for revealing the possibility of such practices. For example, Evans (2001) describes various univariate, bivariate and multivariate techniques (statistical and graphical) that are useful for screening data derived from clinical trials. Similar methods are discussed by Buyse and colleagues (1999), and illustrated with both fraudulent and legitimate data in Al-Marzouki, Evans, Marshall, and Roberts (2005). Whilst valuable, many of these techniques rely on comparing the characteristics of randomised groups at baseline, which limits their applicability to experimental research for which pre-intervention data are available. When it comes to other types of research data, the literature is less well developed.

Nevertheless, some of the techniques described in Evans (2001) and elsewhere do have broader applicability. One such technique has been developed by Blasius and Thiessen (2012), and can be used to quickly screen data sets for either partially or completely duplicated cases, which may indicate data fabrication. This technique relies on Principal Components Analysis (PCA), and after establishing the rationale for the current research, we will describe its application to the sort of data sets typically produced by researchers (including student researchers) working in the behavioural and social sciences.

**The Current Research**

In psychology, the honours program is the primary route to both professional (e.g., clinical, organisational, counselling psychology etc.) and research careers, and often provides the first opportunity for students to conceptualise a research project and collect a substantial amount of raw research data. Practices developed during honours may continue into postgraduate studies, and working life (Nonis & Swift, 2001). We are
not aware of any published research on either the self-reported rates of data fabrication or falsification amongst honours students, or the systematic analysis of honours students’ raw data for the presence of possible indicators of fabricated or falsified data. The recent development of statistical techniques for detecting certain patterns of data within a broad range of datasets (Blasius & Thiessen, 2012) makes such analysis possible.

The aim of the current research was to systematically examine a sample of psychology honours students’ data sets for characteristics which could be attributable to data fabrication. The specific characteristic in question was the presence of either partially or completely duplicated cases. The two research questions driving this research were: (1) is there any evidence of data duplication in the data sets students present with their honours dissertations? (2) If any duplication is found, what are its likely causes?

Method

Participants

In 2012, 32 psychology honours students submitted dissertations in our school, which is situated in a medium-sized, medium-ranked Australian university. Of these, 12 students worked with existing data sets, or collected qualitative data, and were thus excluded from the current sample. A further two students were excluded, as one did not include raw data as a dissertation appendix, and the other’s data set was very small, which would have prevented running the analyses described below. Therefore, we analysed a final convenience sample of 18 psychology honours students’ dissertations and raw quantitative data sets.
In our school, completed honours dissertations (including raw data sets, which are typically included as digital appendices to each dissertation) are collected in our library, and thus become a part of the public record. Consequently, informed consent was not required from students prior to including their work in our sample (and seeking it would have undermined the intention of the research). Before examining any data sets, the second author (who was not familiar with the 2012 honours students) anonymised them, by giving each a randomly generated file name, and re-naming each variable in each file with a generic code (excluding age and gender). Before examining any dissertations, they were reduced and anonymised by a research assistant. This involved extracting only those sections relevant to data analyses and measurement, and then hashing out any variable names. Together, these processes ensured that we would be unable to link dissertations or data sets back to specific students in the event that any possible fabrication was suspected, and that there could be no adverse consequences to students as a result of their work being included in this research. This research conformed to the guidelines for ethical conduct in human research articulated by the Australian National Health and Medical Research Council (2007), and was approved by our local Human Research Ethics Committee prior to commencing.

**Materials and Procedure**

A typical honours level data file will contain at least 40 to 50 variables (and often many more), with a variety of response formats (e.g., dichotomous, 5-point Likert, 7-point Likert etc.). The probability of two identical strings of data more than several items long occurring due purely to chance within one of these files is extremely small. For example, if we were to take a 10-item segment of a given data file, and each of those 10-items used a 6-point response format, there are theoretically $10^6$ (i.e., 1
(1 million) possible permutations of responses. Consequently, the likelihood of two or more conscientious respondents producing exactly the same permutation of 10 responses within a small honours data file (typically no longer than a couple of hundred cases) due to chance is extremely small. Therefore, it is reasonable to conclude that the presence of such duplicates is probably not due to chance. Furthermore, if there are several sets of duplicates, further investigation to ascertain their likely causes is certainly warranted. These are the basic assumptions on which the following procedure (as first described by Blasius & Thiessen, 2012) was based.

First, we took variables 6 through 15 of each data file (assuming that if deliberate duplication had occurred and the student had attempted to hide their actions, the first and/or last several items of the data file are those most likely to have been modified) and calculated the maximum number of theoretically possible permutations of responses. If the maximum number of permutations possible was below 1 million, successive variables were sampled until this threshold was reached. Next, we subjected the sampled variables to PCA in SPSS (version 20), and saved the component scores for the first component extracted. Note that strings of identical (duplicate) responses will yield identical component scores. (Indeed, this will be the case, regardless of which extraction method is used.) Third, the component scores were graphed, as illustrated in Figure 1. This allowed us to quickly identify whether or not any cases shared component scores. If each case had a unique component score (as illustrated in the left panel of Figure 1), there was no evidence of duplication, and the analysis stopped. However, if any component score was shared by two or more cases (as can be seen in the right panel of Figure 1), they were flagged as ‘potentially problematic cases’ (PPCs), and a similarity index was recorded for each. This similarity index was
calculated by dividing the number of variables the cases were identical on by the total number of variables in the data file, and then multiplying by 100 to derive a percentage. In situations where three or more cases had the same component score, pairs of cases were compared, and only the highest similarity index was recorded against each. The process described above was then repeated from the other end of the data file, to ensure that all PPCs were captured.

To investigate the possible causes of the identified PPCs in greater detail, the data sets were systematically examined with reference to the dissertation extracts. Specifically, we studied the patterns of responses across each measure in each data set, and documented the nature of each instance where PPCs clustered. Each instance was then cross-referenced against the relevant dissertation to determine whether or not the student author had identified the issue and, if so, the reasons they attributed it to.

**Results**

The percentage of PPCs in each of the 18 analysed student data files ranged from 0% through to 46.92%, as illustrated by the bars in Figure 2. Sixteen of the 18 data files contained at least some PPCs, but none contained more than 50%. Furthermore, none of the data sets contained fully duplicated cases (i.e., cases with a 100% similarity index), although three contained cases with similarity indices in excess of 90% (as illustrated by the solid line in Figure 2), and 15 contained cases with similarity indices above 50% (as illustrated by the dotted line).

When the data sets were individually examined with reference to their corresponding dissertations, most PPCs were characterised by one of two features: (1)
long runs of responses to items within a multiple-item measure at either the ceiling or floor; or (2) patterned responses to items on one or more multiple-item measures. As evidence for (1), the majority of items on six different measures had medians at either the lowest or highest response option (range = 50% to 77% of items). A seventh measure had extreme medians on 22% of items. All seven of these measures contained at least one item with more than 70% of all responses at either the ceiling or floor. Regarding (2), eight cases of patterned responding (e.g., 2-2-2-2 or 2-4-2-4) were identified. In the worst instance, a full 10.6% of respondents to one 8-item measure provided an identical response to every item. Only two students identified any problems associated with floor/ceiling effects or patterned responding in their dissertations. The first indicated that one case was removed prior to analysis due to patterned responding, while the second reported on the extreme skew of some item level data.

Discussion

Using the methods described by Blasius and Thiessen (2012), we examined 18 data files submitted with dissertations for assessment by psychology honours students for the existence of partially or completely duplicated cases. Although we did not identify any completely duplicated cases, there were many partial duplicates. Partial duplicates are pairs or sets of cases with matching strings of data that are too long to be reasonably attributable to chance. There are a number of possible explanations for these findings, the majority of which do not suggest any nefarious intent on the part of the students responsible for collecting the data.

First, it may suggest poor measure selection by student researchers. Closer examination of each data file revealed several which were plagued by stereotypical response sets (e.g., responding with a series of 1s on a multiple-item Likert scale). Such
response sets could result from using a measure that is unsuitable for the target
population (e.g., a measure designed to assess the severity of schizophrenic symptoms
being used with a non-clinical population), or a measure containing items that were
difficult to comprehend or irrelevant for sections of the target population.

Second, it may suggest participant fatigue, carelessness and/or socially desirable
responding, particularly in online survey-based studies administered through a human
subject pool, where participants were identifiable (to permit allocation of course credit)
and sometimes asked in excess of 130 questions. Research indicates that this
combination of factors may be particularly conducive to careless responding (Meade &
Craig, 2012), and that identified surveys tend to elicit higher levels of socially desirable
responding than anonymous surveys (Dodou & de Winter, 2014). No students identified
these issues as potential concerns within their dissertations.

Third, it may suggest insufficient data screening by student researchers, who
ought to have removed cases that had obviously not responded conscientiously (e.g.,
participants with very short completion times who selected the middle response option
for virtually every question) prior to running hypothesis tests. Failure to do so
introduces unnecessary error variance into data, which reduces statistical power and the
likelihood of detecting meaningfully sized effects (Maniaci & Rogge, 2014). It should
be noted that such carelessness and/or incompetence, whilst not representing research
misconduct, may still be considered unethical (Wasserman, 2013).

Finally, the partially duplicated cases that we observed could also suggest
fabrication coupled with a small amount of data point adjustment, whereby one or two
data points were modified post-duplication to ensure that the fabricated cases were not
completely identical. All three data sets with similarity indices above 90% contained
cases that differed only on age and/or gender, and one other variable unique to the data set in question.

It should be noted that the explanations presented above are somewhat speculative. It is impossible to fully establish their veracity without interviewing or surveying the researchers and participants involved in each study. It is also important to note that we only considered one specific type of data fabrication (duplication by means of cutting-and-pasting), and so cannot discount the possibility that the student researchers in our sample engaged in other, subtler, fraudulent behaviours. Methods to detect these fraudulent behaviours are documented elsewhere (e.g., Buyse et al., 1999; Evans, 2001). Furthermore, the absence of any egregious data duplication in this small ($N = 18$) convenience sample of Australian psychology honours students should not be used to conclude that undergraduate researchers elsewhere do not engage in such practices. Indeed, several self-report studies suggest that such behaviour may be more common in the natural and physical sciences, where there is a greater expectation that hypotheses will be supported, particularly in straight replications of prior studies (Davidson et al., 2000; Franklyn-Stokes & Newstead, 1995; Lawson et al., 1999/2000). This is an obvious avenue for future research, which should aim to investigate the prevalence of data duplication in larger samples from a variety of disciplines and institutions. Such research should also consider additional plausible causes and correlates of data duplication, including supervisor experience, student ability and various contextual factors. Indeed, one such factor that may have reduced the tendency of this particular cohort of psychology honours students engage in questionable research practices, relative to those from previous of successive years, was the salience of the Diederik Stapel case at the time (see Stroebe et al., 2012). In fact, an article authored by
Stapel was the focus of a major assignment in an advanced research methods course, which many members of the sample completed concurrently to their dissertation research. The article was retracted by the publisher shortly before the assignment submission date, resulting in extended class discussion on academic integrity and research misconduct.

Furthermore, future research should consider methods of assessing the reliability, sensitivity and validity of the techniques described in this paper, which we have not sufficiently addressed. For example, if the method is valid it should be able to detect duplicate cases randomly inserted into a random subset of existing data files by a second, independent researcher. Alternatively, if duplicate cases are an indicator of misconduct, and if students more likely to engage in misconduct are also more likely to engage in other ethically questionable academic behaviours (e.g., Broeckelman-Post, 2009), then dissertations have been identified as problematic for other reasons (e.g., plagiarism) should have a higher probability of also containing duplicate cases than those which have been passed without concern.

Despite the above limitations, there are a number of pedagogic implications that emerge from this research, relating particularly to the teaching and supervision of honours students across disciplines. First, if poor measure selection is responsible for a lack of variability in student data, efforts can be made in class to stress the importance of selecting measures that are valid for the population with which they will be used, and pre-testing them thoroughly in times of doubt. Similar efforts can be made to emphasise the importance of brevity when selecting measures for survey research, particularly if the intention is to administer them online (either anonymously or through subject pool management software), in order to reduce the likelihood of respondent fatigue and
careless responding. Furthermore, time can be spent with students discussing the conceptual importance of data screening and cleaning, as well as the actual mechanics of performing these tasks. Additionally, a number of studies also recommend explicitly addressing research ethics through policies and mentoring (Fisher, Fried, & Feldman, 2009; Fisher, Fried, Goodman, & Germano, 2009). Reminding students about research misconduct has been found to significantly reduce cheating (e.g., McCabe, Trevino, & Butterfield, 2001). Finally, talking with students about the importance of non-significant findings (Ionnadis, 2005; Schooler, 2011) may also help to relieve some of the pressure that many feel to ‘reject the null hypothesis’.

In conclusion, this paper describes and illustrates a technique that can be quickly applied to a wide variety of data sets to detect the presence of partially or completely duplicated cases. When it was applied to 18 data sets submitted by psychology honours students for assessment, no complete duplicates were identified, although there were numerous partial duplicates. These duplicates may indicate data fabrication, although in the current context, a more benign etiology appears likely.
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Figure 1. Bar graphs illustrating the absence (left) and presence (right) of cases with identical component scores. Cases with identical component scores have an identical string of responses to the set of variables analysed. There are 10 PPCs visible in the right panel.
Figure 2. Bar graph illustrating the percentage of PPCs in each data set, along with the percentage of cases in each set with similarity indices above 50% and 90%. Percentages reported relate to the full data sets, as provided by the student researchers. In eight instances, the student researchers reported analyses derived from a reduced data set. However, the only reason cited for excluding cases from analyses was missing data, and component scores were not computed for cases with missing data. Therefore, in all instances, re-running the analyses on the reduced data sets would have inflated the figures reported above.
Paper 5: The Impact of Academic Sponsorship on Web Survey Dropout and Item Non-Response

The impact of academic sponsorship on Web survey dropout and item non-response
by Peter James Allen and Lynne D. Roberts

Abstract
This paper reports two experiments in which the prominence of university sponsorship on Web surveys was systematically manipulated, and its effects on dropout and item non-response were observed. In Study 1, 498 participants were randomised to online surveys with either high or low university sponsorship. Overall, 13.9 percent of participants commenced, but did not complete the surveys, and there was no difference between the proportions of participants dropping out of each condition. However, counter to our predictions, participants in the high sponsorship condition displayed significantly higher item non-response. In Study 2 (N = 159), which addressed a rival explanation for the findings in Study 1, the overall dropout rate was 23.9 percent and sponsorship prominence had no effect on either outcome variable. Overall, these findings suggest that hosting information pages on university Web sites, placing university logos on survey pages, and including the name of the university in survey URLs do not reliably impact on dropout or item non-response. Although it may seem disappointing, enhancing sponsor visibility is not sufficient to reduce dropout and item non-response, researchers without ready access to university Web servers or branding will appreciate these findings, as they indicate that minimally visible sponsorship does not necessarily compromise data quality.
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Introduction
Since the 1993 public release of the first major graphical interface for the World Wide Web, the Mosaic browser, global Internet penetration has increased rapidly (Zakon, 2011). By the end of 2011, around one-third of the world’s population was defined by the Internet Telecommunications Union (ITU, 2011a) as ‘Internet users’, although access remains heavily skewed in favour of developed nations (with penetration exceeding 90 percent in parts of Europe; ITU, 2011b), the wealthy, educated and young (Australian Bureau of Statistics [ABS], 2014). In Australia, where the current research was conducted, around 79 percent of the population have regular access to the Internet, mostly at broadband speeds (ABS, 2011). The situation is similar in the U.K. and the U.S. (ITU, 2011b).

As the role of the Internet in everyday life has increased, researchers have sought to exploit the opportunities it affords for data collection (Skitka and Sargs, 2006; Reips, 2007; Lee, 2008). Although a wide variety of different types of research are now conducted either partially or completely online (including qualitative, non-reactive and experimental studies), Web surveying is currently dominant (Reips, 2008; Buchanan and Hvizdak, 2009; Krantz and Williams, 2010), and is continuing to grow in popularity (Lee, 2008).

The popularity of Web surveying can be linked to the many advantages it provides over telephone or paper-based surveying. These include the ability to rapidly access large samples (Skitka and Sargs, 2006; Rentfrow, et al., 2008), which are often more diverse and ‘representative’ than traditional samples (Gosling et al., 2004; Lewis et al., 2009); the ability to connect with rare, geographically disparate or otherwise difficult to access participants (e.g., Hildebrandt and colleagues, 2006, large sample of anabolic steroid users); reduced social desirability and experimenter expectancy effects (Hewson and Laurent, 2008); and, the ability to easily randomize and impose conditional logic on the presentation of survey items and stimuli (Best and Krueger, 2004).

Despite these advantages, there are also a number of challenges associated with Web surveying. For example, researchers cannot easily exert control over the conditions under which participants complete Web surveys, and consequently it’s difficult to know if and how divided their attention is during completion (Stieger and Reips, 2010). There are also unique ethical considerations (Allen and Roberts, 2010; Buchanan and Williams, 2010; Roberts and Allen, 2015); concerns about multiple submissions (Reips, 2002); relatively low response rates (e.g., 10–11 percent lower than other surveying methods in two recent meta-analyses; Lozar Manfreda et al., 2008; Shih and Fan, 2008); higher levels of item non-response (i.e., missing data; Heerwegh and Loosveldt, 2008; Scott et al., 2011, but see Denscombe, 2009; Dillman, et al., 2010) and relatively high dropout rates (Peytchev, 2009; Rossman et al., 2011). It is these latter two concerns — item non-response and dropout — that are the focus of the current research.

Dropout and item non-response
Dropout (also referred to as break-off or non-completion) rate can be defined as the proportion of participants who start, but do not finish a Web survey (Heerwegh and Loosveldt, 2005; Ekman, et al., 2007). It is the inverse of retention rate, which is the proportion of participants who reach and complete the final page of a survey (Göritz, 2006b). In a face-to-face or telephone setting, social pressures can inhibit a participant’s desire to say ‘I want to stop now’, regardless of a researcher’s assurances that they can withdraw at any time (Buchanan and Williams, 2010). No such pressures exist in an online context, and consequently, drop out rates are often quite high. For example, in the 20 Web experiments described by respondents in Musch and Reips’ (2000) survey of online researchers, the mean dropout rate was 34 percent, and ranged from one percent to 87 percent. In a methodologically similar study of Web surveys, dropout rates ranged from 0 percent to 73 percent, with a mean of 16 percent (N = 68; Lozar Manfreda and Vehovar, 2002).

Research has identified many factors that either cause, or can predict dropout from Web surveys. Causal factors, which have captured most research attention thus far, include the provision of incentives (Göritz, 2010, 2006a, 2006b; Sauermann and Roach, 2013); the stated and actual length of the survey (Galesic and Bosnjak, 2009; Hoerger, 2010; Yan et al., 2011) and the burden it places on participants (Crawford, et al., 2001); the use of individual invitations versus general requests for participation during recruitment (Lozar Manfreda and Vehovar, 2002; Heerwegh and Loosveldt, 2006; Sánchez-Fernández, et al., 2012); if and how progress indicators are used (Matzat, et al., 2009; Conrad, et al., 2010; Yan, et al., 2011); the use of the forced-response feature available in most Web surveying applications (Fuchs, 2003; Heerwegh, 2005; Stieger, et al., 2007); how the survey is structured (e.g., one versus many items per page; Lusinchi, 2007); and how items are presented and ordered (Heerwegh and Loosveldt, 2002; O’Neill et al., 2003; Ekman, et al., 2007). Individual differences factors correlated with dropout include the education level of participants (Ekman, et al., 2007; Peytchev, 2009), their student status (O’Neill, et al., 2003; O’Neill and Penrod, 2001) and level of interest in the survey topic.
Item non-response occurs when participants do not answer survey questions they have been exposed to, and are eligible to complete (Bosnjak & Tutek, 2001). For practical purposes, response options like “don’t know” and “prefer not to say” are typically also treated as item non-response by most researchers, even though it’s recognised that these are not perfectly equivalent types of missing data (Albaum, et al., 2011). Research comparing the extent of item non-response across different surveying modes has produced mixed findings. For example, Heerwegh (2008) found that both item non-response and endorsement of the “don’t know” response options were significantly higher for Web survey respondents than face-to-face respondents. However, their effects were small and can be partially attributable to the absence of a “don’t know” option on their response cards (as is common practice in face-to-face surveying) coupled with the interviewers’ use of probing techniques to elicit response from participants. When researchers have compared Web to mail-surveys in both experimental (Kwak and Radler, 2002; Bech and Kristensen, 2009; Messer, et al., 2012) and quasi-experimental designs (Haraldsen, et al., 2002; Denscombe, 2006; Lorenc, 2010; Israel and Lamm, 2012; Lesser, et al., 2012), they have tended to find less item-non-response in the Web mode. However, this finding is not universal with Millar and Dillman (2012) and Wolfe, et al. (2009) both reporting no differences between modes. When a modal difference is observed, it is typically small for fixed-choice items, but larger for open-ended items (Huang, 2006; Denscombe, 2009), although again this is not always the case (Millar and Dillman, 2012).

Beyond the type of item (i.e., fixed-choice vs. open-ended), presenting items all-at-once rather than one-at-a-time (Nosek, et al., 2003; Nosek, et al., 2005) has been shown to increase item non-response. Other item types associated with higher non-response include those following branching questions, multiple part, demographic and other “sensitive” items (Messer, et al., 2012; Kays, et al., 2012). Finally, individual differences correlated with item non-response include education level, age, income and student status (Dillman, et al., 2010; Messer, et al., 2012). These relationships are typically quite small.

One intuitively appealing remedy for item non-response is the use of the forced-response feature that is available in most online surveying applications. When deployed, this feature prevents a respondent from continuing to the next item page until the current one has been completed. However, it often results in significantly higher dropout. For example, Stieger and colleagues (2007) displayed a “hard prompt” error message each time a respondent attempted to skip a survey item, and found that those exposed to the message were three times more likely to drop out than those who were not. Fuchs (2003) and Heerwegh (2005) reported similar findings, and those that did drop out continued to do so even when the error messages were turned off. Moreover, Fuchs (2003) also found that the use of forced responses resulted in reduced Web survey response rates, intent to respond to a Web survey has been predicted by trust in its sponsor (Fang, et al., 2009) as well as the survey sponsor’s reputation (Fang, et al., 2012). Finally, when Boullaine, et al. (2011) manipulated Web survey sponsor prominence, such that members of a university community were invited to complete a survey about transportation issues by either the university’s transportation department or its survey centre, it had no impact on response rate. The absence of any effect in Boullaine and colleagues’ study is perhaps unsurprising, considering the subtlety of their manipulation, in which both survey invitations came from different departments within the same university, and the invitation from the survey centre clearly indicated that the transportation department was actually conducting the research.

Research examining the effects of sponsorship on survey dropout and item non-response is more limited, and the findings are mixed. In an off-line context, Peterson (1975) reported higher item non-response for a business sponsored survey compared to a university-sponsored survey, whereas Jones and Linda (1978) reported no differences in item non-response between business, university, and government sponsored surveys. When Etter, et al. (1996) compared mail surveys sponsored by either a private medical practice or a university, they similarly found no item non-response differences. Online, it is possible to also study dropout behaviour in relation to survey sponsor, although few researchers have done so, and again their findings have been inconsistent. For example, both Heerwegh and Loosveldt (2006) and Boullaine and colleagues (2011) manipulated the prominence of Web survey sponsorship, although only the latter observed a reliable effect. However, Heerwegh and Loosveldt’s study, the experimental condition in which participants were asked to respond to the sponsoring university’s logo on every page of the survey did exhibit lower dropout, albeit not significantly lower.

Rationale and hypotheses

There is an absence of experimental research examining the effects of Web survey sponsorship on both dropout and item non-response. The only studies that have been conducted have produced inconsistent findings. Furthermore, the available off-line studies have predominantly manipulated the nature of the survey sponsor, rather than its prominence or intensity. However, in authentic research situations it is far more likely that a researcher will be able to enhance or reduce the prominence or intensity (e.g. by changing the name of the sponsor (e.g., from a commercial to a non-commercial sponsor) in his or her efforts to reduce dropout and item non-response. The current research addressed these deficits in the literature, and also tackles a practical question that we have asked over several years as supervisors of undergraduate psychology dissertation research, which has increasingly become survey-based and online at our university. Specifically, we have wanted to know if the extra time and effort involved in securing permission to use corporate university branding on Web surveys and hosting information pages on university Web sites actually have a reliable impact on the quality of Web survey data. To answer this question, we describe two experiments in which the prominence of university sponsorship on Web surveys was systematically manipulated, and its effects on dropout and item non-response were observed.

At a time when online methods are increasingly dominating survey research, it is important that we expend effort on studying easily manipulated variables that have the potential to affect data quality, which has long been a concern to survey researchers (e.g., Blasius and Thiessen, 2012). Dropout and item non-response are two key indicators of data quality. They reduce the overall volume of data available for analysis (with consequent implications for statistical power), impact on the representativeness and generalizability of findings, and can also raise difficult ethical issues (e.g., should a respondent’s data be included in analyses if they drop out on the final page of a Web survey? de Leeuw, et al., 2003; Denscombe, 2009; Robmann, et al., 2011). One such easily manipulated variable is survey sponsorship and, based on the empirical and theoretical (e.g., the authority principle; social exchange theory; see Heerwegh and Loosveldt, 2006) work, we hypothesised that, compared to Web surveys displaying a low level of university sponsorship, those displaying a high level would result in reduced (H1) dropout and (H2) item non-response.

Study 1

Method

Participants

A convenience sample of 498 adults were recruited via face-to-face (e.g., flyers) and electronic (e.g., e-mail messages and links on
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Web sites) methods. Amongst those who provided demographic data (over 80 percent of the sample), the mean age was 24.49 years (SD = 7.89) and gender was evenly split. Sixty percent of the sample identified as students, while less than six percent identified as either unemployed or retired. The majority (95 percent) of the sample reported that they access the Internet over a broadband connection.

Prior to recruiting participants, this study was reviewed and approved by our local Human Research Ethics Committee (HREC). Participants were treated in accordance with the Australian National Health and Medical Research Council’s (2007) statement on ethical conduct in human research. No compensation was provided for participation, however participants were offered the opportunity to enter a prize draw as a token of our appreciation for their time.

A 78–item, 10–page online ‘Internet Piracy Survey’ was used to collect the data reported in this study. The survey contained measures of privacy concern (16 items; Buchanan, et al., 2007), psychological reactance (11 items; Hong and Faedda, 1996), perceived benefits of pirating digital content (7 items; Crane and Al-Rafee, 2008; Wang, et al., 2009), intent, attitudes and subjective norms regarding piracy (19 items; Cronan and Al-Rafee, 2008), the perceived legitimacy of digital publishing companies (12 items; Wolf, 2009), piracy behaviour (six items), and seven demographic questions. These measures primarily used Likert-type response formats. Although several items used check-boxes and text-fields instead. In the current study, we are not concerned with participants’ substantive responses to these measures; only whether or not they completed the survey, and the total number of items responded to.

Four versions of the survey were developed that were identical in content, but differed in presentation format. The first pair of surveys were hosted on our faculty Web server using LimeSurvey (http://limesurvey.org), and were preceded by an information page on our school Web site. Our university logo featured prominently on every page of these surveys, representing “high” university sponsorship, which is the first level of the IV in this study. The second level of IV, “low” university sponsorship, was represented by an information page on our school Web site, and had the university name and logo featured prominently on every page, and in the survey URL. The information sheet for the second survey was hosted on SurveyMonkey.com. Our university logo did not appear anywhere on these surveys, although its name was mentioned twice in the information sheets, in accordance with institutional ethical requirements. One version of each pair “forced” participants to answer every question on each page before continuing, whereas the other did not (i.e., all questions were “optional”). Both LimeSurvey and SurveyMonkey were selected due to their popularity (Allen and Roberts, 2010) and comparable feature sets.

The information page that preceded each version of the survey described the research as investigating factors influencing Internet piracy and survey completion behaviours, but did not explicitly mention the experimental manipulation. However, at the end of each survey, participants were automatically re-directed to a page on our school Web site that revealed the full nature of the study.

Dropout, the first dependent variable (DV) in this study, was operationalised as whether or not the participant clicked the “submit” button at the end of the survey. Item non-response, the second DV, was operationalised as the number of items (out of 78) that the participant provided a response to.

Procedure
Prospective participants were initially directed to a page on our school Web site, which simply thanked them for their interest in the study and requested that they click on a link to continue to the survey. Attached to this link was a Perl script (Wright, 1996), which automatically randomised each participant to one of the four versions of the survey. The only way to detect the presence of the Perl script on this page was to examine its source code. Participants then read through the information sheet, worked through the 78 items of the relevant version of the survey and, if applicable, were re-directed back to the school Web site on completion. The four survey groups were of a statistically equivalent size, and did not differ on any of the demographic characteristics measured, suggesting that the randomisation was successful.

Results and discussion
Overall, 13.9 percent of participants commenced, but did not complete the surveys. The proportion of participants who completed the high sponsorship surveys (.856) did not differ from the proportion who completed the low sponsorship surveys (.867), 95 percent CI of the difference between proportions [ -.050 , .072 ] , \( \chi^2 (1, N = 498) = 0.13, p = .718 \), two-tailed, \( \phi = .016 \).

Of those who completed the optional format surveys (n = 216, representing 87.10 percent of participants exposed to this format), members of the high sponsorship condition (\( Mdn = 77.00 \)) answered significantly fewer items than members of the low sponsorship condition (\( Mdn = 78.00 \)), Hodges-Lehman 95 percent CI of the median difference (-1.00, 0.00), \( U = 3734.50, z = -5.29 \) (corrected for ties), \( p < .001 \), two-tailed. This difference could be described as medium-sized, \( r = .36 \). There was no such difference between members of the high (\( Mdn = 21.50 \)) and low (\( Mdn = 27.00 \)) conditions who did not complete the optional response surveys (n = 32, representing 12.9 percent of participants exposed to this format), Hodges-Lehman 95 percent CI of the median difference (-27.00, 1.00), \( U = 90.50, z = -1.17 \) (corrected for ties), \( p = .243 \), two-tailed. However, this difference was non-trivial (\( r = .21 \)), and thus non-significance should be interpreted with caution.

Counter to our predictions, there is some evidence to suggest that reducing the prominence of university sponsorship may increase the number of items that participants respond to in online surveys utilising an optional response format. However, LimeSurvey and SurveyMonkey differ in terms of basic page formatting, load speeds and several other factors, which could be responsible for these findings. These confounds were addressed in Study 2, which delivered both high and low sponsorship surveys on the same survey platform (Qualtrics.com).

Study 2
Method
Participants
A convenience sample of 159 adults were recruited via face-to-face (e.g., flyers) and electronic (e.g., e-mail messages and links on Web sites) methods in mid-2011. Amongst those who provided demographic data (over 90 percent of the sample), the median age range was 21–30 years, and 70 percent were female. They were treated in accordance with local ethical guidelines, and were not offered any incentives or compensation for participation.

Measures
A 65-item, seven-page online ‘Internet Behaviour Survey’ contained five demographic items as well as measures of Internet use (six items), privacy concern (16 items; Buchanan, et al., 2007), perceived credibility of the survey sponsor (three items; Rifon, et al., 2004), attitudes toward the survey sponsor (three items; Mackenzie and Lutz, 1989), trust in the survey sponsor (three items; Fang, et al., 2009), and willingness to disclose personal information in online surveys (29 items; Joinson, et al., 2008). These measures used a variety of response formats, including Likert-type, semantic differential, check boxes and text fields. Like Study 1, we are not concerned with participants’ substantive responses to these measures; only whether or not they completed the survey, and the total number of items responded to.

To operationalise IV for this study, two versions of the survey were developed that were identical in content, utilised an optional response format, and were hosted on Qualtrics.com. The first survey represented a high level of university sponsorship, was preceded by an information page on our school Web site, and had the university name and logo featured prominently on every page, and in the survey URL. The information sheet for the second survey was hosted on Qualtrics.com, along with the survey itself. There were no university logos displayed on this version of the survey, and the survey URL did not contain the university name. It should be noted however that the university name was mentioned twice in the information sheet, in accordance with institutional ethical requirements.

The information page that preceded each version of the survey described the research as investigating Internet behaviour and factors influencing how people respond to online surveys, but did not explicitly mention the experimental manipulation. However, at the end of each survey, participants were automatically re-directed to a page on our school Web site that revealed the full nature of the study.
Dropout, the first DV in this study, was operationalised as whether or not the participant clicked the "submit" button at the end of the survey. Item non-response, the second DV, was operationalised as the number of items (out of 65) that the participant provided a response to. Note that 26 items offered participants a "prefer not to say" option, which was coded as the absence of a response for the purposes of data analysis.

Procedure

Prospective participants were initially directed to http://internetbehavioursurvey.com (no longer live), which simply thanked them for their interest in the study and requested that they click on a link to continue to the survey. Attached to this link was the same Perl script (Wright, 1996) used in Study 1, which automatically randomised each participant to one of the two versions of the survey. Participants then read the information sheet, worked through the 65 items on the relevant version of the survey and, if applicable, were re-directed back to the school Web site on completion. The two survey groups were of a statistically equivalent size, and did not differ on age or gender, suggesting that the randomisation was successful.

Results

Overall, 23.9 percent of participants commenced, but did not complete the surveys. This was a significantly higher dropout rate than observed in Study 1, χ² (1, N = 657) = 8.92, p = .003, two-tailed, although the effect size was relatively small, φ = .117. The proportion of participants that completed the high sponsorship survey (.763) did not differ from the proportion that completed the low sponsorship survey (.759), 95 percent CI of the difference between proportions [-.135, .129], χ² (1, N = 159) = 0.002, p = .965, two-tailed, φ = .004. Furthermore, the numbers of items answered by participants who completed the high (Mdn = 65 items) and low (Mdn = 64 items) sponsorship surveys were statistically equivalent, Hodges-Lehman 95 percent CI of the median difference [-1.00, 0.00], U = 1662.50, z = -0.92 (corrected for ties), p = .356, two tailed, r = .084. A similar pattern of results was found for those participants who did not complete the high (Mdn = 9) and low (Mdn = 9) sponsorship surveys, Hodges-Lehman 95 percent CI of the median difference [-9.00, 12.00], U = 171.50, z = -0.27 (corrected for ties), p = .789, two tailed, r = .043 [2].

Discussion

In this paper we have described two studies in which the prominence of university sponsorship on Web surveys was systematically manipulated, and its effects on dropout and item non-response were observed. In the first study, findings indicated that a high level of university sponsorship might actually increase item non-response. However, when alternative plausible explanations for this effect were ruled out in Study 2, it disappeared. In neither study did we observe any effect of sponsorship prominence on dropout. Overall, these findings lead us to conclude that hosting information pages on university Web sites, placing university logos on survey pages, and including the name of the university in survey URLs do not reliably impact on dropout or item non-response. However, these measures may provide other benefits, such as enhancing the honesty and candor of responding, or improving response rates. These issues will require investigation in future research.

On the surface, these findings may seem disappointing, as when viewed in conjunction with Heerwegh and Loosveldt's (2006) they suggest that simply enhancing sponsor visibility is not sufficient to reliably reduce dropout and item non-response. However, researchers, and particularly student researchers, without ready access to university Web servers or branding will appreciate these findings, as they indicate that minimally visible sponsorship does not necessarily compromise data quality.

It should be noted that our low sponsorship condition did not reflect a complete absence of sponsorship, as pragmatic and institutional considerations meant that our affiliation with a university would still have been obvious to most participants. For example, invitations to participate were sent from university e-mail addresses, and the information sheet clearly indicated that the study was being conducted by university-based researchers, and had been approved by a university HREC. However, these are minimum standards that all legitimate researchers ought to be able to meet, and thus it could be argued that attempting to reduce the prominence of sponsorship below this level would only decrease the ecological validity of our experimental manipulation.

It should also be noted that this study only investigated manipulating the prominence of sponsorship by one Australian university, which typically ranks towards the bottom of the top third of Australian universities on commonly cited indices of performance (e.g., Times Higher Education Supplement, 2012). It says nothing about the prominence of other types of sponsorship, such as that of internationally renowned universities [3], or different types of government or commercial entities. Nor does it speak to possible interactions between sponsor prominence, affiliations with the sponsor, knowledge of it, or attitudes towards it. Again, these are possible topics for future research.

Conclusion

In summary, this paper presents two studies in which the prominence of a university sponsor on a Web survey was systematically varied, and its effects on dropout and item non-response were observed. Their findings lead to the conclusion that the prominence of university sponsorship affects neither, although it is yet unknown whether it affects the initial decision about whether or not to participate in a piece of research, or decisions about how to respond to specific survey items. It is anticipated that future research will shed light on these issues.
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Notes


2. For these two Mann-Whitney U tests, "prefer not to say" (which was a response option for 26 of the items on the Joinson, et al., 2008, measure) was coded as the absence of a response. Treating "prefer not to say" as a response yields essentially equivalent results. Interestingly, the proportion of our participants making use of "prefer not to say" was far lower than that observed by Joinson, et al. (2008). On average, it was used by less than 2.3 percent of participants on each item, and was selected most frequently for the items about participants’ previous sexual partners (12.4 percent of responses), visits to their doctor (9.9 percent) and support for the death penalty (9.1 percent).

3. Although it should be noted that the sponsor in Heerwegh and Loosveldt’s (2006) research is the top ranking university in Belgium, and one of the top 20 in Europe, according to the Times Higher Education Supplement (2012).
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ABSTRACT
The increasing level of Internet penetration over the last decade has made web surveying a viable option for data collection in academic research. Software tools and services have been developed to facilitate the development and deployment of web surveys. Many academics and research students are outsourcing the design and/or hosting of their web surveys to external service providers, yet ethical issues associated with this use have received limited attention in academic literature. In this article, the authors focus on specific ethical concerns associated with the outsourcing of web surveys with particular reference to external commercial web survey service providers. These include threats to confidentiality and anonymity, the potential for loss of control over decisions about research data, and the reduced credibility of research. Suggested guidelines for academic institutions and researchers in relation to outsourcing aspects of web-based survey research are provided.

Keywords: Anonymity, Confidentiality, Cyberethics, Data Protection, Outsourcing Surveys, SurveyMonkey, Web Survey

INTRODUCTION
Recent Pew Internet and American Life survey data indicate almost three quarters of American adults regularly access the Internet from home (Horrigan, 2009). The vast majority of these connections are at broadband speeds. Data from the Australian Bureau of Statistics (2008), the UK Office for National Statistics (2009) and the OECD’s Directorate for Science, Technology and Industry (2009) reveal that Internet penetration levels are similarly high in Australia, the UK, and many other industrialised nations.

As Internet penetration has risen, researchers have increasingly moved their data collection efforts ‘online’ (Lee, Fielding, & Blank, 2008; Reips, 2007; Skitka & Sargs, 2006). These efforts have variously involved online interviewing (Hewson, 2007; O’Connor, Madge, Shaw, & Wellens, 2008), observation and other non-reactive methods (Janetzko, 2008; Robinson, 2001), experimentation (Birnbaum, 2007; Reips, 2007) and web surveying (Best & Krueger, 2008; Reips, 2008). Of these online data collection methods, web surveying is currently dominant (Reips, 2008), is continuing to grow in popularity (Lee et al., 2008), is the online method most frequently reviewed by Human Research Ethics Committees (HRECs; Buchanan & Hvizdak, 2009) and thus is the primary focus of this paper.

DOI: 10.4018/jte.2010070104
The growing use of web surveying merits attention to the possible impacts of the technology on research participants. Such ethical considerations are situated within the emerging scholarship on technoethics. Technoethics provides a focus on the ethical considerations associated with technological change (Luppicini, 2009). Within the broad field of technoethics, Internet ethics and cyber ethics have been identified as key areas (Luppicini, 2009) with major questions including “What are the ethical responsibilities of Internet researchers to research participants?” (p. 10) and “What are the ethical responsibilities of Internet researchers to protect the identity and confidentiality of data derived from the Internet?” (p. 10). We begin this article by providing an overview of web surveying, including the tools and services that have emerged to facilitate the development and deployment of web surveys. We provide evidence to suggest that commercial web survey hosts are widely used by academic researchers, yet the ethical issues associated with this use have received only limited attention in the academic literature. The main body of this article provides a focus on specific ethical concerns associated with outsourcing aspects of the web surveying process, with particular reference to external commercial web survey hosts. These include threats to confidentiality and anonymity associated with breaches of data protection and the potential loss of control over decisions about the data. Further, the possible impact of externally hosting academic surveys on response rates and responding is examined in terms of online privacy concern and the perceived credibility of research. This article concludes with some suggested guidelines for institutions and researchers in relation to the outsourcing of aspects of academic research utilising web surveys.

Web Surveying

Web surveying typically involves administering a series of questionnaire items of varying types (e.g., rating scales, fixed-choice, open-ended etc.) over the world-wide-web, and can offer a number of advantages over paper and telephone based surveying methods. Such advantages include, but are not limited to, timely access to large samples (Skitka & Sargis, 2006) that are often more diverse and ‘representative’ than traditional samples (Gosling, Vazire, Srivastava, & John, 2004); access to samples that would otherwise be prohibitively costly or difficult to achieve (e.g., Hildebrandt, Langenbacher, Carr, Sanjuan, & Park’s, 2006) large sample of anabolic steroid users); reduced social desirability and experimenter expectancy effects (Hewson & Laurent, 2008); and the ability to easily randomize and impose conditional logic on the presentation of survey items and stimuli (Best & Krueger, 2004).

The topics that have been investigated using web surveying are diverse, and a full review is beyond the scope of this paper. However, a small sample might include studies typical of Skitka and Sargis’s (2006) three broad categories of web-based research: translational, phenomenological and novel.

Translational studies are those that investigate traditional topics using methods and measures developed offline, and adapted for use on the web. Such adaptation is primarily to capitalize on the efficiencies and global reach afforded by the web. For example, Oliver John, Sam Gosling and colleagues have used online variants of the Big Five Inventory (BFI; see John, Naumann, & Soto, 2008) to collect large volumes of self-report questionnaire data used in a series of investigations into the psychometric properties of the measure, as well as the characteristics and correlates of the ‘big five’ personality factors more broadly (e.g., Rentfrow, Gosling, & Potter, 2008; Robins, Tracy, Trzesniewski, Gosling, & Potter, 2002; Robins, Tracy, Trzesniewski, Potter, & Gosling, 2001; Soto, John, Gosling, & Potter, 2008; Srivastava, John, Gosling, & Potter, 2003). Sample sizes in these studies have ranged from 100,000 to over 600,000 participants (in the case of Rentfrow et al., 2008). Many additional examples of ongoing translational survey research are indexed on websites like Hanover College’s Psychological Research on the Net\(^2\) and the Web Survey List\(^3\), hosted at the University of Zurich.
Skitka and Sargis’s (2006) second category of web-based research, phenomenological, is also well represented on Psychological Research on the Net and the Web Survey List. Phenomenological web-based research is focused on the nature of Internet behavior itself, and includes examples such as McFarlane, Bull, and Rietmeijer’s (2002) study of young adults’ online sex seeking behavior, as well as various investigations into ‘Internet addiction’ (e.g., Greenfield, 1999; Whang, Lee, & Chang, 2003).

Finally, Skitka and Sargis (2006) identified a third category of web-based research, which they referred to as novel. Novel web-based research capitalizes on unique features of the Internet to ask questions that would be methodologically difficult, if not impossible, to address offline. As an example of novel web-based research employing survey methods, Skitka and Sargis cite Vazire and Gosling (2004), who examined the nature and accuracy of personality impressions derived from viewing personal websites.

Web Surveying Tools and Hosting

As the popularity of web surveying has increased, many software tools have been built to facilitate their development and deployment (Kaczmirek, 2008). These tools typically reduce (and often completely eliminate) the specialized programming knowledge that researchers would otherwise require to create and maintain a custom-built online surveying instrument, and can vary greatly in terms of their feature sets, flexibility, usability and cost to the end-user. These tools also vary in the extent to which they require the researcher to source aspects of the research (e.g., survey hosting, data collection, storage etc.) to an external service provider.

SurveyMonkey.com Corporation (hereafter SurveyMonkey) is one such service provider. It is a commercial venture that provides subscribers with access to a proprietary, browser-based survey editor, which can be used to build and deploy surveys containing a common range of question types (e.g., fixed-choice, open-ended etc.). Surveys constructed with the SurveyMonkey editor, as well as the data they are used to collect, are hosted on the company’s secure web-servers. In other words, researchers using SurveyMonkey are essentially outsourcing survey formatting, data collection and storage (at least in the short term) to the company.

Although it is a current market leader, SurveyMonkey is but one of literally dozens (and probably hundreds) of companies to which survey hosting and data storage can be outsourced. For more exhaustive reviews and evaluations of some of the available alternatives, the reader is directed to Crawford (2002), Beiderniki and Kerschbaumer (2007), Gordon (2002), Wright (2005), Sue and Ritter (2007) and Gaiser and Schreiner (2009). Gaiser and Schreiner, in particular, provide useful guidelines for evaluating commercial web survey hosts based on costs, ease of use, output viewing options and technical support. Many of the more popular outsourcing options are also indexed in the University of Ljubljana’s WebSM resource, where they are referred to as “hosted solutions”.

Rather than outsourcing, many researchers prefer to, are required to, and/or have the facilities to, host web surveys internally, or ‘in-house’. In other words, to host them on web-servers owned and/or managed by the researcher’s home institution. In some instances, these surveys will be hand-coded by or for the researcher; in others, they will be developed using standard web authoring software (e.g., Adobe Dreamweaver, Microsoft Expression Web, etc.), or more specialised survey development applications like Opinio and LimeSurvey.

LimeSurvey is an example of a widely used open-source web application that can be installed on any web-server running MySQL and PHP. LimeSurvey surveys and databases are typically hosted on the installation web-server. Like SurveyMonkey, LimeSurvey can be used to build and deploy surveys containing a common range of question types. Unlike users of SurveyMonkey (and users of closed-source applications such as Opinio) users of LimeSurvey are free to modify and add to its current feature set, a practice that is encouraged amongst open-source
software developers. For a more comprehensive review of open-source surveying options, the reader is referred to Baker (2007). On WebSM, both closed- and open-source web surveying applications suitable for building and hosting surveys in-house can be located by browsing for software that runs “on user’s server”.

Universities vary in both the types of software used to develop web surveys, whether surveys are hosted internally or externally, and the policies and procedures surrounding their use. For example, at our institution, Curtin University, both SurveyMonkey and Lime Survey are currently being used, along with a range of other tools that are hosted both on- and off-site. To determine whether or not this was common practice, we examined each of the studies employing online survey methods listed on Hanover College’s Psychological Research on the Net website on 19 September 2009 that had been added in the three months from 20 June to 19 September 2009. Psychological Research on the Net was selected because of its size, popularity, and exclusive focus on ethical academic research (the requirements for listing a study on the site include providing information about the researchers, affiliations, and ethics review processes).

Of the 66 studies meeting our criteria, 35 had chief investigators (CIs) with affiliations at United States universities or colleges, and 23 had CIs with United Kingdom affiliations. The remaining studies were Australian (4), Canadian (1), Irish (1), Singaporean (1) and Swiss (1).

Consistent with Buchanan and Hvizdak (2009), who found that just 24% of the United States Human Research Ethics Committee (HREC) representatives they surveyed worked at institutions with “specific tool[s] to use for online surveys” (p. 40), only 17 (i.e., 26%) of the 66 surveys we examined were hosted on web-servers owned and operated by the CI’s institution, or another academic institution with which the CI was affiliated. Of the remaining 49 surveys, 47 were hosted off-site (see Table 1), and we were unable to draw any conclusions about the final two. Excluding the five surveys hosted on personally owned web servers, the off-site surveys we looked at were exclusively hosted by commercial service providers, primarily SurveyMonkey.

These findings suggest considerable variation across institutions and researchers, with the majority outsourcing major aspects of the web surveying process to commercial service providers. Such outsourcing can offer a number of advantages to academic researchers. First, it is typically quicker and easier to use existing products for survey design and deployment, than to develop systems internally. Ease of use may be of particular concern to academics supervising student research projects with short time-lines, or utilising online surveys in their teaching (Gaiser & Schreiner, 2009). Second, outsourcing usually eliminates the need for sophisticated technical knowledge, including the need to maintain a web-server and databases (Kaczmirek, 2008). Furthermore, large commercial providers can usually offer researchers guaranteed ‘up-time’, a regular backup schedule, and high levels of data security (Kaczmirek, 2008), often at a considerably lower cost than deploying and maintaining a comparable service in-house (Gaiser & Schreiner, 2009; Kaczmirek, 2008). On the surface, these advantages make the outsourcing of web surveys an attractive option for many researchers. However, outsourcing also raises a number of significant ethical concerns.

**ETHICAL ISSUES ASSOCIATED WITH OUTSOURCING**

In the previous section, we noted the popularity of outsourcing significant aspects of the web surveying process to external (and typically commercial) service providers. Such outsourcing can offer many advantages, but also raises a number of ethical concerns, particularly when service providers are selected and used by researchers on a seemingly case-by-case, ad-hoc basis. In this section we examine ethical issues associated with outsourcing, focusing on two key areas. First, we outline potential threats to anonymity and confidentiality associated with
both data protection methods and the collection of IP addresses. Then we examine the potential impact of the perceived credibility of a data collection website on response rates and the accuracy of reporting. While recognising that each discipline has their own set of ethical guidelines, in our discussion of these issues we refer to the American Psychological Association’s Ethical Guidelines (APA, 2002). These guidelines, in common with most other sets of ethical guidelines, are based on the principles of beneficence and nonmaleficence, fidelity and responsibility, integrity, justice and respect for the rights and dignity of individuals.

Data Protection: Threats to Anonymity and Confidentiality

The protection of data at all stages of the research process, from initial data collection through to storage, is vital to ensuring the confidentiality and anonymity of research participants. With online research, data protection moves beyond the traditional methods for protection of paper documents to cover the protection of digital data. The potential for intentional malicious damage to online surveys is not simply a theoretical risk. Online surveys have been hacked (see Andrews, Nonnecke, & Preece, 2003, for details of how their online survey was hacked twice and infected with a virus) highlighting the need to ensure a high level of data protection. As noted by the American Psychological Association Policy and Planning Board (2009) “issues of protecting participant privacy in Internet transmission and computer storage are paramount but challenging” (p. 458).

The data protection measures employed need to increase with the increasing sensitivity of the data collected. Barchard and Williams (2008) recommended researchers of highly sensitive topics go beyond basic security measures and refer to the security standards in the computing industry, such as those provided by the Payment Card Industry Standards Council11, for the most up-to-date advice on data protection. The American Psychological Association’s Board of Scientific Affairs’ Advisory Group go further, recommending that where acceptable protections cannot be put in place, alternatives to Internet research should be used (Kraut, Olson, Banaji, Bruckman, Cohen, & Couper, 2004).

The outsourced hosting of surveys is associated with additional layers of threats to

<table>
<thead>
<tr>
<th>Host</th>
<th>Website address</th>
<th>N</th>
</tr>
</thead>
<tbody>
<tr>
<td>SurveyMonkey</td>
<td><a href="http://surveymonkey.com">http://surveymonkey.com</a></td>
<td>27</td>
</tr>
<tr>
<td>Psych Data</td>
<td><a href="https://psychdata.com">https://psychdata.com</a></td>
<td>5</td>
</tr>
<tr>
<td>Qualtrics</td>
<td><a href="http://qualtrics.com">http://qualtrics.com</a></td>
<td>2</td>
</tr>
<tr>
<td>Survey Gizmo</td>
<td><a href="http://surveygizmo.com">http://surveygizmo.com</a></td>
<td>2</td>
</tr>
<tr>
<td>Bristol Online Surveys</td>
<td><a href="http://survey.bris.ac.uk">http://survey.bris.ac.uk</a></td>
<td>2</td>
</tr>
<tr>
<td>Globalpark/Unipark</td>
<td><a href="http://unipark.info">http://unipark.info</a></td>
<td>2</td>
</tr>
<tr>
<td>Formsite</td>
<td><a href="http://formsite.com">http://formsite.com</a></td>
<td>1</td>
</tr>
<tr>
<td>QuestionPro</td>
<td><a href="http://questionpro.com">http://questionpro.com</a></td>
<td>1</td>
</tr>
<tr>
<td>Researcher’s Personal Web Server</td>
<td>n/a</td>
<td>5</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td></td>
<td>47</td>
</tr>
</tbody>
</table>

Table 1. Hosting locations of 47 online surveys listed at ‘Psychological Research on the Net’ in the three months to 19 September 2009 and not hosted on the CI’s Institution’s web-servers
data protection over those shared by all web surveys. While many commercial web survey hosting services may employ high level data protection measures that are consistent with industry standards\textsuperscript{12}, a major concern is that the researcher does not have complete control over who can, and cannot, access the research data. A second area of concern with the external hosting of web surveys is the additional risks associated with the transmission of data from the host to the researcher.

External hosting services also vary in their data protection policies and practices. Further highlighting the potential for breaches of data security, Buchanan and Hvizdak (2009) reported that more than a third of their Human Research Ethics Committee representative survey respondents did not, as part of the ethics review process, consider the security and privacy policies of external service providers. As Buchanan and Hvizdak noted (2009), “until each tool is vetted and its privacy policies and data security policies understood, we cannot be 100% certain how security, content and privacy are instantiated within the individual tools” (p. 46).

Collection of IP Addresses: A Threat to Anonymity

A further threat to participant anonymity is the collection of IP addresses. A unique Internet Protocol (IP) address is assigned to a computer each time it connects to the Internet. Banks of IP addresses are allocated to organisations and Internet Service Providers (ISPs) through five regional Internet registries: AfriNIC servicing the Africa region, APNIC (Asia Pacific), LACNIC (Latin America and the Caribbean), American Registry for Internet Numbers (ARIN) and RIPE NCC covering Europe, the Middle East and parts of Central Asia. In some circumstances it is possible to trace the location of a specific computer from an IP address. This may be done through one of the regional registries, along with the records of the ISP originally allocated the address of interest (Barchard & Williams, 2008).

While it is possible to use IP addresses and cookies to identify/track use on individual computers (Charlesworth, 2008), it is difficult to make a definitive link from an IP address to a specific individual. An IP address only identifies a computer, not a user (Nosek, Banaji, & Greenwald, 2002). Furthermore, many ISPs use dynamic IP allocation, whereby an IP address is assigned to a computer for the duration of the session only (Nosek et al., 2002), meaning that over a course of a day several computers may have been assigned the same IP address. Furthermore, a computer may be used by multiple users (e.g., a computer located in a public library) and/or a single account may be used by multiple family members (Hewson, Yule, Laurent, & Vogel, 2003).

However, the uniqueness of IP addresses, when used in combination with time and date information, means they should be treated in survey research as potential identifiers. Preferably, IP addresses should not be recorded as part of a survey (Nosek et al., 2002). When using an external survey provider, the option of not recording IP addresses may not be possible. Where a commercial survey provider automatically captures IP addresses, it is recommended that they be deleted as soon as possible, preferably before saving the data file to the researcher’s computer (Barchard & Williams, 2008; Benfield & Szlemko, 2006). However, the external survey provider is likely to retain IP information, regardless of whether or not the researcher deletes it, posing an ongoing threat to confidentiality and anonymity. For example, the SurveyMonkey Privacy Policy\textsuperscript{13} states:

\textit{As is true of most Web sites, we gather certain information automatically and store it in log files. This information includes internet protocol (IP) addresses, browser type, internet service provider (ISP), referring/exit pages, operating system, date/time stamp, and clickstream data.}

\textit{We use this information, which does not identify individual users, to analyze trends, to administer the site, to track users’ movements around the}
We do not link this automatically-collected data to personally identifiable information.

However, that such data is not generally linked does not mean it will never be linked. Later in the SurveyMonkey Privacy Policy under ‘Legal Disclosure’ it is stated that:

We reserve the right to disclose your personally identifiable information as required by law and when we believe that disclosure is necessary to protect our rights and/or to comply with a judicial proceeding, court order, or legal process served on our Web site.

This effectively means that control over the decision of whether or not to disclose research data to legal authorities may be taken out of the hands of the researcher and his/her institution. This may be a particular issue for researchers conducting surveys on criminal behaviour, where there have been cases of offline research data being subpoenaed or research suspended over concerns about being able to maintain confidentiality (Roberts & Indermaur, 2003). In line with the APA’s recommendations on informed consent (APA, 2002), research participants must be informed of the limits of confidentiality.

The Impact of Credibility of Site on Response Rates and Accuracy of Reporting

Ethical issues also arise in relation to public perceptions of the credibility of surveys hosted at non-academic domains. The external hosting of an academic web survey risks diluting public perceptions’ of the academic nature of the research. In addition to academic researchers, commercial, non-profit and media organisations, and members of the lay-public also use web surveys to collect data. For example, Couper (2000) refers to ‘web surveys as entertainment’, which includes collections of non-scientific surveys or polls and media ‘question of the day’ polls. Some potential research participants may be unable to differentiate between academic research surveys and other commercial surveys, potentially affecting the credibility of academic surveys housed by commercial survey providers (Binik, Mah, & Kiesler, 1999; Fricker & Schonlau, 2002). Some external hosting services routinely use banner advertisements on survey pages, further blurring the distinction between academic and commercial data collection. This highlights the need for researchers to clearly delineate their work as ‘academic research’ that has ethical approval from the relevant HRECs/IRBs.

Suggested ways of strengthening the perceived links between research and academic institutions include posting researchers’ photographs and links to researchers’ home pages on the survey site (Binik et al., 1999). Peden and Flashinski (2004) examined psychology research websites for evidence of institutional affiliation. Only 22% of 22 websites housing psychology surveys and experiments reviewed in early 2002 contained an active link to a university website, although 88% identified institutional affiliations. Further, only a minority of sites (31%) stated that the research had been granted ethical approval by a HREC/IRB, with even fewer (27%) actually providing contact details for the approving body.

The perceived credibility of a survey domain may affect both willingness to participate in research and the candidacy of responding. While Internet users vary in their levels of concern about online privacy, the majority do express some concern about disclosing personal information online. For example, of 1,482 US residents surveyed as part of an online survey about Internet use, 53.7% reported being ‘very concerned’ and 27.1% ‘somewhat concerned’ about security on the Internet, where security was defined to include privacy, confidentiality and identity issues (O’Neil, 2001). Further, online privacy concern may vary by domain. Home Internet users vary in the degree to which they find website privacy statements from corporations and government institutions credible.
(Turow & Hennessy, 2007). While the proportion of Internet users who trust commercial online survey providers or universities has not been established, the percentage of 1,200 adult home Internet users surveyed who trusted an institution to protect their information online and not disclose it without their consent varied by institutional type, from 4% for major advertisers to 25% for makers of privacy protection software (Turow & Hennessy, 2007).

The presence of online privacy policies on websites has limited impact on perceptions of privacy risk (Myerscough, Lowe, & Alpert, 2006). Further, the majority of Internet users do not systematically read online privacy notices. Based on survey responses from a stratified random sample of 2,468 U.S. adults from the Harris Poll Online panel, Milne and Culnan (2004) reported that 17.3% of respondents stated they never read privacy notices on websites. Of those who did report reading privacy notices, less than five percent reported always reading them. As Binik et al. (1999) suggest, “researchers should not assume that a promise of anonymity or non-anonymity is always viewed as such by participants” (pp. 85-86).

Where individuals have online privacy concerns, the majority take actions to protect their privacy (Paine, Reips, Steiger, Joinson, & Buchanan, 2007). While protective measures are largely based around hardware and software (e.g., firewalls, use of antivirus software etc.), almost 10% of Paine and colleagues’ survey respondents volunteered that they were careful about the information they revealed online. Experimental research suggests that online survey responding is sensitive to, and responses may be affected by, privacy concerns. Joinson, Paine, Buchanan, and Reips (2008) manipulated level of privacy concern in online surveys, demonstrating that the use of an ‘I prefer not to say’ option is sensitive to both priming and manipulation of privacy concern.

Online privacy concern may also affect the candidness of survey responses. While early research into the computer administration of measures suggested that this mode of administration reduced socially desirable responding and increased the candidness of responses (Feigelson & Dwight, 2000), more recent research has failed to find differences between various modes of administration (e.g., Bates & Cox, 2008; Uriell & Dudley, 2009). Respondent concerns over web survey data security have the potential to reverse any positive effects on social desirability responding (Couper, 2000).

Perceptions of confidentiality and anonymity of survey responses can affect responding to survey questions deemed sensitive by the respondent. A meta-analysis of research conducted into the effect of confidentiality assurances in offline research indicated that confidentiality assurances can improve responding to sensitive questions (Singer, 2004; Singer, Von Thurn, & Miller, 1995). More recent research has suggested that perceptions of anonymity have a greater effect than assurances of confidentiality on preparedness to reveal sensitive information (Ong & Weiss, 2000).

In addition to the impact of the immediate environment, Binik et al. (1999) suggest that online cues and the survey interface may impact on perceptions of anonymity. Perceptions of anonymity and security of survey responses influence intention to respond to online surveys (Rogelberg, Spitzmueller, Little, & Reeve, 2006) and accuracy of reporting. Uriell and Dudley’s (2009) survey of enlisted US navy personnel found that web survey respondents were significantly more likely than pen-and-paper survey respondents to think that others could access their survey responses and that their survey responses would be linked with identifying and personal information. Accuracy of responses was positively correlated with perceived anonymity and confidentiality of survey responses. Participants’ concern over the potential identifiability of data from web surveys suggests that researchers need to make explicit how anonymity will be maintained (Chizawsky, Estabrooks, & Sales, 2009).

The history of privacy violations online creates an atmosphere unconducive to building a relationship of trust between respondents and researchers (Cho & LaRose, 1999). This distrust may be magnified where commercial
survey providers are utilised for data collection. Research in offline settings has demonstrated that the perceived legitimacy and authority of researchers is influential in the decision to participate in research (Groves, Cialdini, & Couper, 1992) with higher responses rates for university sponsored research (Fox, Crask, & Kim, 1998). The internal hosting of web surveys on education domains may increase the credibility of research and hence response rates (Cho & LaRose, 1999), as well as the candidness of responding.

HOSTING ON-SITE

Researchers may seek to avoid or address some of the ethical concerns associated with outsourcing by simply moving their web surveying on-site. This can seem particularly tempting to those researchers with a reasonable degree of IT savvy and administrator level access to a web server. We do not wish to imply that the outsourcing of academic web survey development and hosting is necessarily inferior to developing and hosting surveys internally. Indeed, while internal development and hosting increases the transparency of research (Buchanan & Hvizdak, 2009) and strengthens the identification of the research with the university, it can also raise a raft of new concerns. For example, are procedures in place to ensure that the both the surveying application and the software and services on which it relies (e.g., the web server, database server, web application framework etc.) are appropriately maintained (i.e., regularly updated/patched, backed-up etc.)? How are ‘default’ security and privacy policies set, and reviewed? Who has administrator level access to the web server, and are these people appropriately qualified? How are access rights and user accounts managed? Can users edit and/or view each other’s surveys or data? If so, how is confidentiality managed? These issues are largely beyond the scope of this paper, but illustrate that the decision about whether to outsource or not is a challenging one, and should not be made lightly. With this in mind, in the final section of this paper, we offer a series of suggestions to those readers needing to make such a decision.

GUIDELINES

First and foremost, we recommend that each university develop a coordinated, institution-wide approach to online surveying, rather than relying on ad-hoc decisions by individual researchers, and the duplication of systems and services that such decisions often result in. We recommend the development of this approach involve representatives from the university HREC/IRB, legal department and IT department, in addition to academics from a range of disciplines who are experienced in conducting online research. A set of clearly stated policies and procedures for conducting web surveying should also be developed. As part of a coordinated, institution-wide approach, a university may choose to provide and support internal survey development and hosting and/or to provide a short-list of ‘approved’ external services for survey development and hosting. Each of these options will be briefly explored below.

In our view, the greatest protection to research participants is offered where the university provides and supports the development and hosting of online surveys, and the online surveying facilities are managed and maintained by staff skilled in IT security and familiar with the ethical and legal requirements that researchers are bound by in their geographic regions and professional disciplines. Such facilities can be based on an open source software package like Lime Survey, or a proprietary solution such as Opinio. Larger institutions may also consider the option of developing a customised surveying package in-house, rather than depending on code developed or maintained by outsiders.

However, we recognise that it is not always possible to harness the resources necessary to provide surveying facilities in-house. This may be particularly the case for smaller or specialised institutions, or institutions were there is little demand for web surveying. Where this is the case...
case, we would recommend that representatives from the university HREC, legal department, IT department and active research academics examine the terms of use and security provisions of a range of widely used commercial survey providers with the aim of providing a short list of acceptable providers. In recognition of the rapidly changing field, it is recommended that this list of preferred providers be reviewed on an annual basis. Where necessary for the specifics of their research project, individual students/researchers can present a case for utilising another survey organisation, and this can be assessed on a case-by-case basis.

Where the decision is made to outsource the hosting of a survey, we recommend that the survey content, hosted on the commercial site, is ‘sandwiched’ between an information sheet and debriefing page, both hosted on a university server. This will strengthen perceptions of the association between the research and the university. It also allows for the collection of identifying information for purposes such as informed consent or entry into a prize draw to occur on the university server. This separation of collecting survey information on the commercial survey provider’s server and identifying information on a university server provides an additional layer of protection for participants (Barchard & Williams, 2008).

Where a university has not developed a coordinated, institution-wide approach to online surveying, individual researchers may need to make their own decisions about outsourcing aspects of their web survey research. In our own research and supervision of research students we have successfully used both internally hosted surveys developed using an open source software package and surveys externally hosted on commercial web surveying sites. These choices were largely influenced by the technical skills and experience of the researchers/students and duration of the projects, with those with limited IT skills and a limited data collection period being directed towards external survey companies where the researcher requires few technical skills to be able to ‘create’ their on-line survey. In choosing between external providers, particular consideration should be given to data protection and privacy policies, privacy certification, and hardware and software configurations.

CONCLUSION

The use of web surveying in academic research is a relatively new phenomenon, and occurs within a rapidly changing environment characterized by technological innovation. New modes of data collection are likely to evolve, enabled by technological change (Tourangeau, 2004). While the principles underlying ethical research remain the same, the application of these principles to new methodologies such as web surveying lags behind their introduction. In this article we have outlined some of the ethical issues associated with outsourcing aspects of web surveying at the current point in time. While we have provided suggested guidelines in relation to the outsourcing (or otherwise) of web surveys, researchers will need to keep abreast of both social and technological changes in the field, including both standards for data protection and evolving interpretations of ethical codes.
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ENDNOTES

1 A recent Google Scholar search by Lee et al. (2008) indicated that the number of social science articles with ‘web survey’, ‘Internet survey’ or ‘online survey’ in their titles increased from 4 in 1994 to 1146 in 2006.

2 http://psych.hanover.edu/Research/exponnet.html

3 http://genpsylab-wexlist.unizh.ch/browse.cfm?action=browse&modus=survey

4 http:// surveymonkey.com/

5 WebSM (http://websm.org/) allows users to search through 350+ web surveying applications and services on characteristics like cost to the user, availability of source code (i.e., closed vs. open source), and whether or not the user’s surveys and data are hosted on the vendor’s, or user’s own web-server. http://www.adobe.com/products/dreamweaver/

6 http://www.microsoft.com/ expression/

7 http://www.objectplanet.com/opinio/; a proprietary application developed and distributed by Object Planet Inc.

8 http://www.limesurvey.org/

9 This paper focuses solely on ethical issues associated with outsourcing web surveys. That is, the use of commercial survey hosting services for academic surveys. For a more general discussion of online research ethics please see Ess (2007) and Ess and the AIOR Ethics Working Committee (2002). Our focus on the ethical issues associated with a specific online methodology and context is consistent with Ess’s (2007) claim that “research ethics is intimately interwoven with the specific methodology/ies used in a given project” (p. 495).

10 See https://www.pcisecuritystandards.org/security standards/pci_dss.shtml

11 For example, SurveyMonkey is a licensee of the TRUSTe Privacy Program, complies with the EU Safe Harbor framework and employs Secure Socket Layer (SSL) technology to encrypt sensitive information.
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Abstract

Online surveys are increasingly used in educational research, yet little attention has focused on ethical issues associated with their use in educational settings. Here, we draw on the broader literature to discuss five key ethical issues in the context of educational survey research: dual teacher/researcher roles; informed consent; use of incentives; privacy, anonymity and confidentiality; and data quality. We illustrate methods of addressing these issues with our experiences conducting online surveys in educational contexts. Moving beyond the procedural ethics approach commonly adopted in quantitative educational research, we recommend adopting a situated/process ethics approach to identify and respond to ethical issues that may arise during the conduct, analysis and reporting of online survey research. The benefits of online surveying in comparison to traditional survey methods are highlighted, including the potential for online surveys to provide ethically defensible methods of conducting research that would not be feasible in offline education research settings.
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Exploring ethical issues associated with using online surveys in educational research

In the 20+ years since NCSA Mosaic provided the first major graphical interface for the world-wide-web (National Centre for Supercomputing Applications, NCSA, 2013), global Internet penetration has rapidly increased. By the end of 2014, the Internet Telecommunications Union (ITU, 2014) projects that almost 3 billion people (or some 40% of the world’s population) will be defined as ‘Internet users’, although access remains skewed in favour of developed nations, as well as the wealthy, educated and young (Australian Bureau of Statistics, ABS, 2014). As Internet penetration has increased, researchers have been quick to identify the data collection opportunities it affords (Lee, Fielding, & Blank, 2008; Reips, 2007, 2012; Skitka & Sargis, 2006). Currently, a diverse range of research methods are employed online (including qualitative, observational/non-reactive and experimental methods), although web surveying dominates (Buchanan & Hvizdak, 2009; Krantz & Williams, 2010; Reips, 2012). Its popularity can be linked to the advantages it offers over traditional (offline) methods, including cheap, flexible, rapid access to large, diverse, geographically disparate and otherwise difficult to access samples, reduced social desirability and experimenter expectancy effects, and the ability to impose complex conditional logic on the presentation of items and stimuli (Best & Krueger, 2004; Evans & Mathur, 2005; Gosling, Vazire, Srivastava, & John, 2004; Hewson & Laurent, 2008; Skitka & Sargis, 2006; Tuten, 2010). However, web surveying is not without its challenges, including reduced experimenter control (Stieger & Reips, 2010), relatively low response rates (Shih & Fan, 2008), relatively high levels of item non-response (Heerwegh & Loosveldt, 2008) and dropout (Peytchev, 2009), and some unique ethical considerations which require addressing (Allen & Roberts, 2010; Buchanan & Williams, 2010). It is these ethical considerations, and how they relate to the conduct of online surveys in educational research, which form the substance of the current paper.
When we refer to educational research, we are referring to research “concerned with investigating all aspects of the education world” (Regan, Baldwin, & Peters, 2012, p. 45), and not just the pedagogic research (undertaken by teachers to investigate the efficacy of their work within their own schools or classrooms, Stierer & Antoniou, 2004) that it subsumes. Furthermore, we are focusing our review on the ethical use of online surveying in educational research in higher education contexts, where the potential research participants, most commonly students and/or staff, are almost always adults, and engaged with an educational institution of their own volition. The use of online surveys with children within primary and secondary education raises a host of additional ethical issues, which are beyond the scope of this paper.

The use of online surveys in educational research has grown rapidly over the past 10 years, where they have been used to shed light on topics as diverse as student evaluations of teaching (Berk, 2012) and modes of delivery (Evans, 2008), student attitudes toward forensic science (Horton et al., 2012), learning in virtual environments (Shea & Bidjerano, 2010), lecturers’ attitudes and beliefs about pedagogy for education for sustainable development (Cotton, Warren, Maiboroda, & Bailey, 2007) and professional learning of higher education teachers (Knight, Tait, & Yorke, 2006). This is unsurprising, considering the benefits of online surveys outlined above and the finding that online surveys appear preferred to paper-based surveys by both students and teachers (Roberts & Allen, 2010, 2012; Harlow, 2010). However, the ethical use of online surveys in educational research requires consideration of a range of potential issues.

**Ethical issues associated with online surveys in educational research**

Ethical issues associated with the use of online surveys in educational research mirror ‘generic’ ethical issues in the use of online surveys, but with an overlay of complexities resulting from the sensivities of conducting research within educational contexts. Despite
ETHICAL ISSUES WITH ONLINE SURVEYS

online survey research being the most frequently reviewed type of Internet research (Buchanan & Hvizdak, 2009), not all ethics review boards may be fully cognisant of the range of ethical issues associated with online surveys generally, or as applied to educational research specifically, highlighting the need for educational researchers to be cognisant of the range of ethical issues associated with this type of research.

In this paper we describe five sets of ethical issues associated with conducting online survey research, with particular reference to their use within education research. Ethical research balances potential benefits arising from the research against potential harm to research participants or others (The National Health and Medical Research Council, the Australian Research Council and the Australian Vice-Chancellors’ Committee, 2007), and we situate our discussion of the five sets of ethical issues associated with online surveys within this definition of ethical research, with particular reference to the American Educational Research Association’s (AERA) 2011 Code of Ethics.

**Dual teacher/researcher roles**

As observed by Hammack (1997), teachers have a primary obligation to their students, whereas for researchers, the primary obligation is to their field of expertise. The ‘good’ teacher seeks to maximise opportunities for learning, whilst the ‘good’ researcher seeks to maximise participation, publications and data quality. When one’s responsibilities as a teacher and researcher overlap, as they do when conducting research with one’s own students as participants, role conflict can occur (Ferguson, Yonge, & Myrick, 2004), which is an issue often not adequately addressed in educational research proposals (Regan et al., 2012). In these situations, meeting our students’ educational needs should supersede our own research needs (Brown, 2010; Regan et al., 2012), although this is often easier said than done. Indeed, on reflection, the second author can think of several instances where he has enthusiastically encouraged his students to participate in his own research, and only begrudgingly permitted
colleagues to do similar. He has mentally justified this (rather selfish) reluctance by questioning
the educational merit of participation (after all, surely the students’ time could be better spent
studying the content of his course!). Realistically though, it probably has more to do with
competition for participants, and a concern that one more participant for a colleague could
mean one less for him (Adams & Umbach, 2012; Porter, Whitcomb, & Weitzer, 2004). In other
words, he had been allowing his needs as a researcher to outweigh his students’ educational
needs, whilst arguing to himself that the opposite was true.

It is for reasons like these that the AERA (2011) Code of Ethics (Clause 14.02) specifies
that educational researchers should ideally recruit participants unrelated to their other
professional roles, such as teacher or supervisor. Where circumstances necessitate sampling
from one’s own classes, and thus dual roles do exist, the resulting research is not inherently
unethical (Regan, 2013). However, the students/participants should be considered members of
a ‘vulnerable’ population (Chen, 2011; Leentjens & Levenson, 2013) and extra care should be
taken to minimise risk and adverse consequences, should students choose not to participate or
withdraw consent before a study’s completion. As this issue of dual-roles colours how all other
ethical issues should be considered and addressed, it will be revisited several times in the
following sections.

**Informed voluntary consent**

A basic standard of ethical research is that prospective participants are able to make
informed choices about whether or not to consent to participate. Providing sufficient
information to enable informed consent has been identified by Human Research Ethics
Committees (HRECs) as an ethical concern across educational research proposals, with the
most common ethical transgression observed by Regan (2013) in her analysis of feedback given
to educational researchers being the provision of limited or incorrect information, including the
use of favourably worded information to increase the likelihood of participation. A number of
Brody, Cluck, and Aragon’s (1997) undergraduate student sample also reacted negatively to what they saw as “vague”, “inaccurate” and “incomplete” information provided prior to participation in a diverse range of psychological studies (p. 291).

The AERA Code of Ethics (2011; Clause 13.01a) specifies that, as a general principle, educational researchers must “obtain and document written or oral consent” from research participants. However waivers of consent may apply to online surveys where the research is minimal risk and could not be practicably completed if written or oral informed consent were required (Clause 13.01b). This does not absolve researchers from fully informing potential participants about the study, extent of confidentiality, possible risks and benefits, the voluntary nature of participating and the lack of negative consequences should the individual decline to participate or withdraw from the study (Clause 13.02d).

To ensure potential participants are as fully informed in online survey research as in other types of research, Mahon (2013) recommends setting an information sheet as the first page of the online survey, with participants required to check a box to indicate consent before accessing the survey. This ensures that participants have access to the same information they would receive prior to completing an offline survey. We have used similar processes successfully in our research, hosting the information sheet on a university server and then automatically redirecting participants to an externally hosted survey (e.g., on Qualtrics.com) on consent (Roberts & Allen, 2013). To prevent prospective participants from bypassing an information sheet, many survey software systems allow the researcher to enable referrer verification (thus only allowing participants access to survey if they have come from a specific URL) and prevent search engine indexing.

Although informed consent is a necessary characteristic of ethical research, it is not a sufficient characteristic. In ethical research, consent should also be given (and withdrawn) voluntarily (e.g., AREA, 2011, Clause 14.02). When sampling from a vulnerable population,
extra care should be taken to ensure that consent is not coerced (AREA, 2011, Clause 13.01d). Although the term ‘vulnerable’ is most commonly associated with children, minorities, and individuals with special needs, the vulnerability of students in tertiary education also requires careful consideration (Chen, 2011; Leentjens & Levenson, 2013). Higher education students (in contrast to school students) are adults who have voluntarily chosen to continue their studies (Stierer & Antonious, 2004). Further, many higher education students conduct research themselves and are knowledgeable about research ethics, which potentially reduces their vulnerability (Parsell, Ambler, & Jacenyik-Trawoger, 2014). However, higher education students may still be considered a vulnerable population when the research is being conducted by a researcher with whom they also have an educational relationship (e.g., a teacher). Indeed, it has been argued that an adult student “may be competent to make decisions in general while not being competent in particular situations” (Clark & McCann, 2005, p. 44), such as when asked to participate in their own teacher’s research. In such situations, their “competence to refuse may be impaired” (p. 45).

The power imbalance between teacher and student may limit students’ abilities to freely consent where it is feared that non-participation may adversely affect their education (Ferguson, Myrick, & Yonge, 2006). When Forester and McWhorter (2005) asked 524 medical students whether or not they would feel coerced if asked to participate in faculty research, nine percent indicated they would. In a smaller sample of psychology students, Miller and Kreiner (2008) found that 25% had felt coerced or forced into participation at some point, while 33% indicated that they would feel coerced if asked to participate in their own teacher’s research. Shi (2006) also reported that a number of her students felt ‘used’ in her action research in her teacher-training class.

To minimise the coercion some students may perceive when asked to participate in their teacher’s research, various strategies have been suggested. For example, using other members
of the research team (or other non-involved academics) to recruit students; recruiting broadly (e.g., via general announcements on learning management systems and notice boards) rather than sending out personalized invitations; leaving students with time (e.g., one or more days) to decide on whether or not they wish to participate after providing them with information about a study; not collecting data during class; and ensuring the researcher with the dual role does not know who has volunteered to participate in the research (Aycock, & Currie, 2013; Clark & McCann, 2005; Comer, 2009; Ferguson et al., 2006; Regan et al., 2012; Ridley, 2009). The use of academic staff not directly involved in teaching the students should continue throughout the data collection and recording phases of the research. Educational researchers should explicitly advise students that these steps have been taken in order to counter any perceptions that research participation (or abstention) may affect grades (Ridley, 2009).

When conducting online surveys, steps can be taken to reduce perceptions of coercion associated with dual teaching/research roles. In our two studies developing and validating a measure of student perceptions of the educational value of research participation (Roberts & Allen, 2013) we employed a number of steps to ensure that students were fully informed and voluntarily chose whether or not to participate in the research. In both studies, anonymous online surveys were completed by consenting students outside of class time. In the first study, students were recruited through advertisements on student learning management system sites and announcements during lectures. Participation was voluntary and no incentive for participation was offered. Interested students were provided with a link to an online participant information sheet, and upon consenting were redirected to the online questionnaire. In the second study we recruited students through a participant pool. Students could elect to participate in this study, other studies by other researchers, or complete an alternative activity not involving research participation. Mirroring the first study, interested students were provided with a link to an online participant information sheet, which linked them to an online
questionnaire. In this instance, students completing the survey were assigned credits towards their research participation requirements.

Finally, in addition to feeling like they gave their consent freely, student participants should also feel like they can withdraw said consent freely. It appears that this may not be the case in face-to-face research, particularly when data is collected in a group setting. For example, Brody and colleagues (1987) found that student participants sometimes felt too embarrassed to 'change their mind' during participation, or felt that quitting would violate the terms of the consent agreement, and/or reflect poorly on them. Although many of these barriers against terminating participation are already reduced when research is conducted online, there are still additional measures that researchers can take to maximise the likelihood that students will feel genuinely free to withdraw consent, should they wish to do so. For example, in our own online survey research we typically include a statement in the participant information sheet stating that consent will only be assumed if the student/participant actually completes the survey (i.e., clicks ‘submit’ on the final page), and that anyone wishing to withdraw consent can do so by simply navigating away from the survey or closing the relevant browser window/tab.

Use of incentives

The AERA Code of Ethics (Clause 14.04) allows for offering incentives for research participation, providing they are not “excessive or inappropriate” (p. 14). However, the use of incentives in educational research needs to be carefully considered to ensure that there are no perceptions of coercion (Miller & Kreiner, 2008). Monetary incentives may infer coercion where potential student participants have limited incomes (Ridley, 2009). Further, anonymity is eroded when research participants need to demonstrate they have participated in order to obtain the incentive. In the first author’s previous research examining student perceptions of the teaching of computer-assisted qualitative data analysis (Roberts, Breen, & Symes, 2013), a
token incentive was provided to all members of the sampling pool as a way of indicating appreciation for considering participating, whether or not individual members chose to participate. All students attending scheduled research methods laboratories within the last week of semester (the sampling pool) were given a chocolate frog, prior to deciding whether or not to participate. The tutor left the room and those who chose to participate completed the anonymous online survey. Other methods of providing incentives, including entry into a prize draw, were rejected as this would alert the researchers (who also taught the students) as to who had participated, removing their anonymity.¹

A further form of incentive widely used in higher educational settings is extra credit. Lecturers who offer extra credit to their own students as an incentive for participating in their own research may reduce the trust relationship with their students (Ridley, 2009). Less contentious is the use of subject or participant pools at a faculty or school level, where students elect to participate in a range of research offered by a range of researchers as a course requirement or for extra credit, as long as alternative activities to research participation are also offered. This removes the potential for perceived coercion where the lecturer is asking the student to participate in his/her own research. In the first author’s previous educational survey research (Roberts & Forman, 2014; Roberts & Povee, 2014a, 2014b; Roberts & Rajah-Kanagasabai, 2013) students were recruited though an undergraduate psychology participant pool and received research credit for participating. Participation was voluntary and students could elect to take part in other studies or complete alternative written activities.

¹ It is interesting to note that in the original version of this paper submitted for review we had included detailed information on recruitment to demonstrate how we had addressed possible concerns associated with the use of incentives and potential perceptions of coercion. On the advice of an anonymous reviewer this was removed from the paper as “The procedure is described clearly, but in perhaps a bit too much detail – e.g. it is not necessary for the reader to know … how exactly students received the invitation”.
Privacy, anonymity and confidentiality

Privacy, anonymity and confidentiality are key ethical considerations in online survey research. Educational researchers must act to minimise intrusions on the privacy of research participants (AERA, 2011, Clause 12.07) at every stage of the research process. Unsolicited online survey requests may violate the privacy of the individual to a greater extent than paper requests, as they are perceived as more intrusive (Cho & La Rose, 1999). Perceived intrusion may be greater when email requests are sent to accounts that are viewed as private. Some students view email accounts issued by an educational institution as personal property (Lefever, Dal, & Matthiasdottir, 2007), increasing the likelihood that survey requests may be seen as intrusive.

When collecting data through online surveys for educational research, researchers can minimise intrusions on privacy through only collecting identifiable information where it is specifically required for research purposes (e.g., for longitudinal studies). Where identifiable information is collected in educational research, the AERA Code of Ethics specifies that reasonable precautions must be taken to protect it during storage, delivery and electronic transfer. Of course, similar precautions should be taken with all research data, regardless of whether or not it could be used to identify individual participants.

Commercial online survey systems are increasing in functionality, with some functions potentially undermining respondent anonymity and privacy. For example, the automatic collection of Internet Protocol (IP) addresses and even geolocation data by many commercial online survey hosting sites can threaten the anonymity and privacy of respondents. An IP address is assigned to a computer or mobile device each time it connects to the Internet, providing contextual information (e.g., the geographical location of the user’s Internet Service Provider) that may aid in identifying survey respondents when used in combination with time and date information (see Allen & Roberts, 2010, for a more detailed explanation). While the
legal status of IP addresses as personally identifiable information varies across countries (Buchanan & Zimmer, 2012), they should be treated in online survey research as potential identifiers. IP addresses should be stripped from the dataset, preferably before saving the data file to the researcher’s computer (Barchard & Williams, 2008; Benfield & Szlemko, 2006).

Buchanan and Hvizdak (2009) reported that three-quarters of the ethics review committees they surveyed did not have a designated reviewer to examine proposals for online research, and a third did not consider evaluation of privacy and security policies of commercial online survey providers to be part of their remit. More recently, Baker’s (2012) survey of Institutional Review Boards (IRBs) indicated that more than a quarter (28%) do not allow collection of IP addresses in online surveys, approximately a third (32%) allow for collection of IP addresses with conditions and 40% have no policy on IP addresses.

Unique tracking links in online surveys also undermine anonymity through providing a link between survey responses and the email address of the survey respondent. More than half of IRBs surveyed by Baker (2012) approved tracking links in online surveys, but some apply conditions for their use, such as informing potential research participants that the survey is not anonymous. Similarly, longitudinal designs that require students to provide identifying information such as student number or name in order to match respondents across time points cannot be promoted as anonymous surveys.

Even where IP addresses are not collected, tracking links are not used and identifying information is not requested within the survey itself, there is still the potential for breaches of anonymity and privacy in online surveys that are beyond the researcher’s control. No online transaction can be guaranteed as completely secure due to the potential for hacking and other malicious activity. Consequently, Mahon (2013) argued that researchers should not state that online surveys are anonymous and recommended the inclusion of a warning statement in participant information sheet to that effect. While earlier research (Buchanan & Hvizdak, 2009)
suggested that some IRBs did not have a good understanding of the issues involved in online surveys or adequate processes in place to review this type of research, on the basis of a review of policy from 52 IRBs, Baker (2012) concluded that IRB policy now demonstrates sufficient understanding of these issues.

**Data quality**

How confident can we be that data collected in online surveys is of sufficient quality for research purposes? Obtaining quality data is an essential component of ethically defensible research, justifying the research burden placed on participants, resources consumed and investment by funders and society (Rosenthal, 1994). Further, failure to obtain quality data may result in inaccurate conclusions being drawn. Within the educational context, time spent by students, teachers and researchers on research that does not result in data of sufficient quality may be better spent on educational experiences (Rosenthal, 1994).

There are a number of factors that may limit the quality of data collected. The first of these is the representativeness of the sample obtained. If relying on email to recruit participants for educational research, some email addresses are likely to be incorrect. Lefever and colleagues (2007) reported that 8% of emails sent to students and teachers were returned as incorrect addresses. Even where email addresses are valid, they may not be accessed regularly by potential participants (Lefever et al., 2007), or invitations to participate may be erroneously filtered into a ‘spam’ folder. In combination, these factors may reduce the response rate to the survey and potentially bias results if unreachable potential participants systematically vary from those who do receive and read the recruitment email.

Of those who do receive and read recruitment material, not all may choose to participate (survey non-response). Survey response rates have been in decline over recent decades (Peytchev, 2013) with low response rates associated with increased sampling error and possible survey non-response bias. Survey non-response bias refers to possible differences between
respondents and non-respondents on the issues of interest (Berk, 2012), resulting in inaccurate estimates of population parameters.

In educational research, online surveys are most commonly used to capture student evaluations of teaching (SETs). In reviewing previous literature on online survey non-response on SETs, Berk (2012) noted that the responses rates for online SETs (generally around 50%) have been consistently lower than for paper-and-pencil SETs (~70-90%). Berk identified seven contributing factors to non-response in online SET surveys. Student factors were apathy, perceived lack of importance and inconvenience. Factors relating to the technology were technical problems, perceived lack of anonymity and inaccessibility. A factor relating to the survey itself was the time required for completion. Berk detailed 20 strategies that can be employed to increase response rates to online set surveys. These included the stronger marketing of SETs to students (including advertising, specifying the intended use of survey ratings, having the survey promoted by faculty, and sending of reminders); ensuring ease of access to an intuitive survey system that protects anonymity and confidentiality; offering incentives to students, faculty and departments; and in-class administration. Other strategies that may be less ethically defensible included providing students who complete SETs with earlier access to their marks, or assigning grades or extra credit to students who complete them (Berk, 2012).

A further factor that may contribute to survey non-response across all types of surveys is survey fatigue. Survey fatigue is not specific to online surveys, but a response to frequent requests to participate in survey research from a range of sources. The demand to participate in multiple surveys increases the respondent burden and results in suppressed response rates (Porter et al., 2004). Within the higher education sector the use of surveys has been increasing and includes national surveys, institutional surveys (with further surveys from individual faculties and schools) and accrediting body surveys (Porter et al., 2004). Further, within the
higher education sector, the increasing requirement for postgraduate students and academics to conduct research is resulting in increased requests to students to participate in survey research (Scott & Fonseca, 2010). Survey fatigue has been demonstrated to affect response rates to SETs, with response rates declining once a threshold of survey requests has been received (Adams & Umbach, 2012). The ease of developing online surveys has been posited to increase the number of survey requests received and hence may further increase survey fatigue and further suppress response rates (Porter et al., 2004).

The second component of survey non-response is where participants choose not to answer some questions on a survey. Internet survey researchers can enable ‘forced responding’, where a participant cannot move on to a further question until an answer to the current question has been provided. While this has advantages for the researcher in terms of eliminating missing data (although perhaps just replaces it with higher rates of drop-out; see Stieger, Reips, & Voracek, 2007), it does raise ethical concerns. Baker (2012) reported that three quarters of 52 IRBs surveyed viewed forced responding as violating research participants’ rights not to answer individual questions. This was particularly of concern where participation incentives were provided. Similarly Mahon (2013) argued that forced responding violates informed consent, where every research participant should be able to skip a question if they so choose. More ethically acceptable alternatives to the use of forced response validation are the use of ‘decline to answer’ (Baker, 2012), ‘no response’ or ‘not applicable’ options (Mahon, 2013). Further, some survey software tools enable the use of ‘prompts’ or ‘reminders’ that alert the participant to missing answers, without prohibiting continuation with the remainder of the survey.

Another factor that potentially affects the quality of data collected using online surveys is the potential for any individual to respond multiple times. Multiple responding can be detected through checking for identical IP addresses on consecutive cases and determining if
(near) identical responses have been submitted from the same IP address. Multiple responses can be deleted, retaining only the first response (Gosling et al., 2004), a practice we have used in our own research (Roberts & Allen, 2013). Participants can also be asked if they have completed the survey previously, and responses from those answering affirmatively deleted (Gosling et al., 2004). However, the risk to survey findings appears small with evidence to date suggesting multiple responding has little impact on survey findings (Gosling et al., 2004).

A further concern raised in relation to data quality is the potential for careless responding by students who perceive their participation in online surveys to be coerced (Meade & Craig, 2012). Approximately 10-12% of undergraduate students provide data that indicates careless responding is likely (Meade & Craig, 2012). A number of measures of identifying careless responding have been developed: the inclusion of items designed to detect careless responding, response consistency indices, survey response times and self-report measures of effort (Meade & Craig, 2012). The detection of careless responding enables researchers to remove such cases prior to analysis.

Given the potential threats reviewed above, how confident can we be with the results of online surveys in educational research? Reviews conducted to date suggest that equivalent results are obtained using online and offline surveys (Gosling et al., 2004; Roberts, 2006), with the possible exception of measures that may be subject to social desirability response sets (Roberts, 2006). For example, based on a 10 year longitudinal study of 63,000 student responses to SETs, Risquez, Vaughan, and Murphy (2014) reported that after controlling for class size, faculty, year of evaluation, years of teaching experience and student performance, the effect of administration mode on SET results is minimal. Further, reviewing meta-analyses of non-response bias studies, Peytchev (2013) noted that there is little evidence of a relationship between response rate and non-response bias. While steps should be taken to maximise response rates and screen data for multiple and careless responses, at the present time there is
no reason to assume that online surveys will provide lower quality data than their paper-and-pencil counterparts.

**Procedural and process ethics**

The five sets of ethical issues detailed above require consideration in the design phase of online survey research. Documentation of processes and procedures to be adopted based on these considerations should form part of the material prepared for formal ethics review. That is, they form part of the formal *procedural ethics* process. It is possible that during the conduct of the research project new ethical issues may emerge that were not considered as part of the procedural ethics process prior to the research commencing. Adopting a *situated ethics* approach (Simons & Usher, 2000; also known as *ethics in practice* and *process ethics*; Guillemin & Gillam, 2004) requires ethical consideration throughout the research process as events or issues arise (Guillemin & Gillam, 2004). Whilst the situated ethics approach is most strongly associated with qualitative research (Simons & Usher, 2000), it has been applied to quantitative (Jones, 2000) and online (James & Busher, 2007) education research, and in our opinion is applicable to online survey research in educational contexts. Potential ‘ethically important moments’ (Guillemin & Gillam, 2004) in online survey research requiring ethical consideration might include actual threats to data security and participant anonymity (e.g., as a result of hacking or data breaches), responding to student participants’ concerns about anonymity and/or coercion, and negotiating between conflicting interests when our teaching and research interests are not aligned. Requiring sensitivity to situational factors, educational researchers need to respond to ethical issues as they arise throughout the research, analysis and reporting process in order to minimise the potential for harm to research participants and others.

**Discussion**

Online surveys provide a useful tool for conducting educational research. In this paper we have outlined five areas requiring ethical consideration when using online surveys for data
collection: dual teacher/researcher roles; informed voluntary consent; use of incentives; privacy, anonymity and confidentiality; and data quality. We note that these are areas worthy of ethical consideration in all types of educational research, but require additional consideration when applied to online surveys, and advocate careful consideration of both procedural and process ethics.

These areas of ethical concern are worth addressing because online surveys provide such an efficient and flexible way of collecting data for educational research. Online surveys are preferred by both students and teachers (Roberts & Allen, 2010, 2012; Harlow, 2010) and also allow for the collection of data from students without taking up valuable (and limited) class time (Lefever et al., 2007). We have illustrated how the online survey process can be designed to offer genuine anonymity to respondents, circumventing many of the dual-role concerns that are commonly faced by educational researchers, and providing greater confidence that consent is truly voluntary, rather than influenced by perceptions of coercion.

Further, online surveys can provide ethically defensible methods of conducting research that would not be feasible in offline education research settings. Using online surveys it is possible to randomly assign research participants to conditions, creating an experiment within a survey. For example, Roberts and Rajah-Kanagasabai (2013) randomly assigned students to simulated discussion board threads that varied only in whether postings were anonymous or identified. The full potential of online surveys for education research has yet to be realised, with the rapidly increasing feature sets of online surveying tools providing an ever widening range of possibilities for survey data collection.

Future research

Ethical research is based on the premise that the potential benefits from the research outweigh potential risks to research participants and others. Student research participation provides clear benefits to educational researchers through providing access to research
participants, with possible flow-on benefits to later students through the application of findings stemming from the research. However, the benefits to participating students in terms of educational gains (including the development of “practical wisdom”; Chen, 2011, p. 281) are seldom assessed, and to our knowledge have not been assessed in relation to completion of online surveys within the educational research domain. A suggestion for future research is to examine student perceptions of the educational value of participating in educational research. The Student Perceptions of the Educational Value of Research Participation Scale (SPEVRPS, Roberts & Allen, 2013) is a brief, reliable eight-item measure that may be a useful addition to online surveys conducted within the educational context. The results would enable researchers to assess the educational value students perceive from participating in their research projects, which is a necessary first step for any teacher-researchers seeking to maximize such value. A more comprehensive evaluation of the risks and benefits to research participants could be obtained by administering this measure with the Reactions to Research Participation Questionnaire-Revised (RRPQ-R; Newman, Willard, Sinclair, & Kaloupek, 2001), which includes measures of personal benefits, emotional reactions and perceived drawbacks to participating in a study.

**Conclusion**

In this paper we have examined the use of online surveys in education research in relation to five key ethical issues: dual teacher/researcher roles; informed voluntary consent; use of incentives; privacy, anonymity, and confidentiality; and data quality. We have illustrated methods of addressing these issues, and recommended the adoption of a situated/process ethics approach to support traditional procedural ethics. We conclude that online surveys can provide ethically defensible methods of conducting educational research.
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Quantitative research methods are essential to the development of professional competence in psychology. They are also an area of weakness for many students. In particular, students are known to struggle with the skill of selecting quantitative analytical strategies appropriate for common research questions, hypotheses and data types. To begin understanding this apparent deficit, we presented nine psychology undergraduates (who had all completed at least one quantitative methods course) with brief research vignettes, and asked them to explicate the process they would follow to identify an appropriate statistical technique for each. Thematic analysis revealed that all participants found this task challenging, and even those who had completed several research methods courses struggled to articulate how they would approach the vignettes on more than a very superficial and intuitive level. While some students recognized that there is a systematic decision making process that can be followed, none could describe it clearly or completely. We then presented the same vignettes to 10 psychology academics with particular expertise in conducting research and/or research methods instruction. Predictably, these “experts” were able to describe a far more systematic, comprehensive, flexible, and nuanced approach to statistical decision making, which begins early in the research process, and pays consideration to multiple contextual factors. They were sensitive to the challenges that students experience when making statistical decisions, which they attributed partially to how research methods and statistics are commonly taught. This sensitivity was reflected in their pedagogic practices. When asked to consider the format and features of an aid that could facilitate the statistical decision making process, both groups expressed a preference for an accessible, comprehensive and reputable resource that follows a basic decision tree logic. For the academics in particular, this aid should function as a teaching tool, which engages the user with each choice-point in the decision making process, rather than simply providing an “answer.” Based on these findings, we offer suggestions for tools and strategies that could be deployed in the research methods classroom to facilitate and strengthen students’ statistical decision making abilities.
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INTRODUCTION

Quantitative research methods have played a central role in the progress of modern psychology (Benjamin, 2014), and a knowledge of quantitative methods is recognized as essential to the development of psychological literacy (McGovern et al., 2010) and the professional competence of psychology graduates. These points are reflected in the core competencies and graduate attributes specified by accrediting agencies worldwide (e.g., American Psychological Association Board of Educational Affairs Task Force on Psychology Major Competencies, 2013; Australian Psychology Accreditation Council, 2014; British Psychological Society, 2015), and by the prominent position that quantitative methods hold in undergraduate psychology curricula (Perlman and McCann, 1999). This prominence reflects a widely held understanding that an ability to critically evaluate relevant research literature, the vast majority of which is quantitative (Kidd, 2002), is a necessary precursor to evidence-based practice (American Psychological Association Presidential Task Force on Evidence Based Practice, 2006). Engaging students regularly in empirical research, either individually or in collaboration with others (Perlman and McCann, 2005).

Selecting Appropriate Statistics

Despite their prominence and utility, quantitative research methods, and particularly statistics, are known areas of weakness for many psychology students (Garfield and Ben-Zvi, 2007; Murtonen et al., 2008). Students are known to particularly struggle with the development of “selection skills” (Ware and Chastain, 1989, p. 222), or the selection of appropriate statistical tests and procedures for different types of research questions, hypotheses and data types. For example, when Gardner and Hudson (1999) asked students to identify appropriate statistical analyses for a series of brief research vignettes, most found the task extremely difficult, and performed poorly. Even though most had completed at least six research methods and statistics units, they managed to identify appropriate statistics for just 25.3% of the scenarios. Gardner and Hudson coded an additional 15.7% of the students’ answers as “partially correct.” When the researchers questioned the students about how they made their decisions, several explanations for the poor performance emerged. These explanations included students misinterpreting the research scenarios, being unable to actually name known procedures, misidentifying variables’ levels of measurement, and answering based on misleading key words and tables of data (which were formatted horizontally rather than vertically, as they would typically appear in a spreadsheet).

If students are required to simply recognize, rather than recall appropriate statistics, their performance is similarly limited. For example, Ware and Chastain (1989) developed a short multiple-choice selection skill test containing questions pitched at a level they believed a typical student would be able to answer on completion of an introductory statistics unit. However, when they gave the test to students at the conclusion of such a unit, the students answered fewer than 45% of the items correctly. The researchers attributed this poor performance, at least partially, to a curriculum that presented statistical techniques “one at a time” (p. 226), and provided students with few opportunities to practice selection skills. Several other researchers have made similar observations, noting that the typical research methods and statistics unit places far greater emphasis on using known statistical techniques than it does on exploring the circumstances in which they are appropriate (e.g., Bradstreet, 1996; Quilici and Mayer, 1996, 2002; Lovett and Greenhouse, 2000; Yan and Lavigne, 2014). In other words, the difficulties that students experience when placed in situations where they must work out which technique to use may be simply attributable to a lack of practice.

When students are provided with opportunities to practice their selection skills, performance increases somewhat (e.g., Ware and Chastain, 1991). For example, when Quilici and Mayer (2002) trained students to focus on the structural features of research scenarios (e.g., the nature of the independent and dependent variables, and the relationship between them), rather than their surface-level characteristics (e.g., the topic of the research), their ability to correctly categorize basic scenarios according to how they would be analyzed improved. The training also improved students’ abilities to produce new scenarios with the same structural features as existing ones. However, performance was still far from perfect on both outcome measures. More recently, similar findings were reported by Yan and Lavigne (2014), who also focused their training and categorization tasks on just three basic statistical tests (i.e., independent samples t-test, chi-square test of contingencies, and Pearson’s product moment correlation coefficient).

These findings suggest that selection skills are underpinned by a “structural awareness” (Quilici and Mayer, 2002, p. 326), which reflects an ability to disregard the surface features of a research scenario, and instead focus on its structural features and the relations between them. Consider the following section of research vignette four, presented in Appendix A in Supplementary Material:

You work at a university library, and have been tasked with finding out which students accrue the largest ‘overdue fines’. The head librarian has provided you with a data file that gives you the total amount of fines (in dollars) accrued by each borrower during the previous 12 months, along with a range of additional information (e.g., each borrower’s course of study, age, gender, number of items borrowed etc.).

Identifying an appropriate statistical technique for this scenario requires disregarding its “cover story” or surface-level features, and focusing on identifying its structural features and the relationships between them. In this case, it requires firstly recognizing that the broad intent is prediction (rather than,
for example, a comparison between means) and identifying the independent and dependent variables. Here, there are several independent variables of varying types (i.e., dichotomous, nominal, and continuous), and one continuous dependent variable. It secondly involves constructing a generic conceptual model in which the relationships between structural features are represented. In this instance, the intent of the researcher is to use a combination of several independent variables to predict scores on a continuous dependent variable. Finally, it requires integrating the conceptual model with existing knowledge to find possible solutions. For many research scenarios there are a range of statistical techniques that could be used to analyze the data, requiring the researcher to compare possible techniques to determine the most appropriate statistical technique for the particular set of circumstances. While sometimes there may be two or more equally suitable techniques, here the most obvious solution is multiple linear regression, which would provide two or more equally suitable techniques, here the most obvious particular set of circumstances. While sometimes there may be data, requiring the researcher to compare possible techniques to find possible solutions. For many research scenarios there are a range of statistical techniques that could be used to analyze the data, requiring the researcher to compare possible techniques to determine the most appropriate statistical technique for the particular set of circumstances. While sometimes there may be two or more equally suitable techniques, here the most obvious solution is multiple linear regression, which would provide coefficients useful for addressing the head librarian’s question, although additional considerations (e.g., the likely distribution of the dependent variable) may suggest other possibilities. An iterative process may be required between statistical technique selection and testing of assumptions in order to make the final decision.

Without assistance, students find the process described above very challenging. However, “experts” do not. While the point of transition from novice to expert in this specific context is not known, it appears to necessitate a substantial amount of experience. For example, Rabinowitz and Hogan (2008) recruited graduate students enrolled in Masters and PhD courses at a university with “a very well established psychometrics program” (p. 401) to complete a series of triad judgment tasks. In these tasks they were required to identify which of two statistics scenarios “goes best” with a specified target scenario. When faced with the option of selecting a scenario that shared structural but not surface characteristics with the target, or the reverse, even those participants with the greatest amount of experience (i.e., those who had completed between four and eight statistics units previously) did not reliably choose on the basis of structure. Those with the least experience chose based on surface characteristics. Indeed, it was not until the choice was between a scenario that was similar on structural characteristics only and one that was dissimilar on both structure and surface that these “experienced” participants reliably chose based on the structural features of the scenarios. Furthermore, in the Gardner and Hudson (1999) study described earlier, even the most experienced members of their sample (students admitted entry into fourth year, Masters and PhD courses in psychology and education) rarely answered more than 50% of the scenarios they were exposed to correctly.

Beyond the focus on surface and structural components of research scenarios, little is known about how students and experts select statistical tests. The first aim of this research was to develop a rich account of the strategies that psychology students and psychology academics (with expertise in research and/or research methods instruction) use to decide which statistical tests and procedures are appropriate for different research questions, hypotheses and data types.

Decision Making Aids

The preceding section suggests several points. First, even experienced students are not able to autonomously select appropriate statistics in a reliable way. Second, students are often required to make such decisions relatively early in their courses, but are not always explicitly taught how to make them. Third, making such decisions incorrectly can carry substantial negative consequences. At a very pragmatic level, basing a research report on the results of the “wrong” statistical test, will lead to incorrect interpretations and likely poor grades. At a deeper level, it reveals deficits in statistical reasoning or thinking (Bradstreet, 1996; Chance, 2002). Collectively, these points suggest a need for aids or resources that students can rely on to facilitate the statistical decision making process, and perhaps also speed their transition from novice to autonomous expert.

Numerous such aids have been developed, including tip sheets which sort statistical tests according to their defining characteristics (e.g., Twycross and Shields, 2004), and charts which link common research goals to corresponding statistics (e.g., Beitz, 1998). However, the aids which have gained most traction are based around the idea of a “decision tree” or “graphic organizer.” Such resources facilitate the decision making process by prompting the user to engage with each structural feature of their research design, as well as the hierarchical and vertical relationships between them (Schau and Mattern, 1997). In the short term, this ensures that the user considers all relevant aspects of the design before deciding on a statistical test, thus increasing the likelihood that a correct decision will ultimately be made. In the longer term, decision trees help users integrate their knowledge of statistical concepts into coherent and organized schemata, which can be quickly and effectively activated when required (Yin, 2012).

Graphic organizers to guide statistical decision making have been used for at least half a century (e.g., Siegel, 1956; Mock, 1972), and are now commonly included in statistics textbooks (e.g., Field, 2013; Tabachnick and Fidell, 2013; Allen et al., 2014). Their inclusion in such books is supported empirically by research on the efficacy graphic organizers generally (e.g., Nesbit and Adesope, 2006) and in the context of statistical decision making specifically. For example, Carlson and colleagues (Carlson et al., 2005; Protsman and Carlson, 2008) demonstrated that graphic organizers could facilitate significantly faster and more accurate (by a multiple of three) statistical decision making, compared to more traditional methods of statistical test selection (e.g., by searching through a familiar textbook). The graphic organizer method was also significantly more popular than the textbook method amongst students.

Regardless of their popularity, traditional statistics decision trees also have a number of limitations. For example, they are often constrained by the requirement that they fit within the pages of a textbook, and when given to students without accompanying resources (e.g., definitions of key terms) they can be of limited use. Koch and Gobell (1999) attempted to overcome this limitation by translating and elaborating a paper-based decision tree for delivery on the world-wide-web. In doing so, they were able to provide students with a range of additional resources, including definitions and information about how to
run and interpret the tests that their online decision tree helped students identify. Like Carlson and colleagues (Carlson et al., 2005; Protsman and Carlson, 2008), Koch and Gobell found that students using their decision tree were better able to identify appropriate statistical tests than students in a comparison condition. Unfortunately, Koch and Gobell’s website is no longer active, and many of the online statistical decision trees currently available are of dubious quality or offer little more than could be contained within a traditional paper decision tree.

Aids or resources developed for students to facilitate the statistical decision making process are most likely to be promoted by instructors (experts) and adopted by students if they are developed with expressed needs and preferences of both stakeholder groups in mind. We could locate no research that asked about such needs and preferences regarding statistical decision making aids. Therefore, the second aim of our study was to elicit students’ and academics’ views on the nature of resources that could facilitate the statistical decision making process.

The Current Study
As noted previously, the two key aims of the current study were to (a) develop a rich account of the strategies that psychology students and psychology academics (with expertise in research and/or research methods instruction) use to decide which statistical tests and procedures are appropriate for different research questions, hypotheses and data types; and (b) elicit students’ and academics’ views on the nature of resources that could facilitate the statistical decision making process. The study was conducted in two phases. In phase one, undergraduate psychology students were engaged in semi-structured interviews centered on the role and value of statistics, the process of statistical test selection, and the possible characteristics of aids which may facilitate this process. The interpretations from phase one informed the development of phase two. In phase two, psychology academics were engaged in similar interviews, which also queried their perspectives on the challenges students experience when choosing between statistical tests. The findings from both phases will be integrated in the discussion.

This research complies with the guidelines for the conduct of research involving human participants, as published by the Australian National Health and Medical Research Council (National Health and Medical Research Council, Australian Research Council and Australian Vice-Chancellors’ Committee, 2007). Prior to recruitment of participants, the study was reviewed and approved by the Human Research Ethics Committee at Curtin University.

PHASE ONE: STUDENTS’ DECISION MAKING

Methods
Participants
The phase one participants were nine undergraduate psychology students (five female) with a mean age of 22 years. All had recently completed one or more quantitative research methods and statistics units (median = 3; range = 1–5) and were, on average, in their third year of study. During the interviews, participants were asked to recall their grades for each completed unit, which they did with varying levels of certainty and specificity. When aggregated, these self-reports suggest that the majority of student participants typically achieved “distinction” level grades, with the remainder averaging at the “credit” level. They were recruited via posters placed around university campuses and snowballing.

Materials and Procedure
Data were collected through semi-structured interviews conducted by a research assistant, and guided by a protocol which began by asking participants about the nature of the research methods and statistics units they had taken, and their reflections on those units. They were then directed to a set of brief research vignettes (reproduced in Appendix A in Supplementary Material), prompted to imagine they were the researcher depicted in each, and asked to describe how they would determine appropriate statistics to use. Note that participants were not asked to actually identify a test or procedure (although many did), but rather describe the process or processes they would use to identify one. Following exploration of the vignettes, participants were asked to articulate the reasoning behind the processes they described, and identify processes that others may use in similar situations. Participants were then invited to describe their previous experiences with scenarios like those presented in the vignettes, and prompted to consider the role that an ability to solve such scenarios (or knowledge of an effective process for solving them) plays in a psychology graduate’s repertoire of skills. Finally, the interviews concluded by asking participants to describe a tool or resource that they could use to help them approach and solve scenarios like those depicted in the vignettes. The full semi-structured interview protocol is reproduced in Appendix B in Supplementary Material.

Eight interviews were conducted face-to-face, with the final interview conducted via Skype. Each lasted between 30 and 50 min, and was audio recorded for later transcription. Prior to each interview, participants were presented with a participant information sheet, and were given the opportunity to have any questions answered. Face-to-face participants were then asked to sign a consent form, whilst the Skype participant was asked to indicate verbal consent after the consent form had been read aloud by the interviewer. At the conclusion of each interview, and before the recording device was turned off, participants were asked to verbally re-confirm consent, as recommended by Davis et al. (2004).

Data Preparation and Analysis
The audio recordings were transcribed verbatim, and the transcripts were then independently verified for accuracy. The transcripts were imported into NVivo 10, and analyzed following the stages of thematic analysis outlined by Braun and Clarke (2006). Firstly, each transcript was read and re-read, while noting down initial impressions and ideas. Following this initial
familiarization stage, the data were systematically coded in a line-by-line fashion. Codes were then collated into potential themes, which were continually reviewed and refined with reference to the source data and in consultation with team members, colleagues and the research literature. In the final stages of analysis, the themes were defined, and vivid data extracts relating to each were noted for inclusion in this paper.

Findings
Several themes emerged from analysis of the student interview data. Firstly, students overwhelmingly found statistics to be challenging, yet acknowledged their importance for success in a range of different contexts. This is reflected in the theme, “statistics are challenging, but important.” On the whole, they found identifying appropriate statistical tests for the research vignettes particularly difficult, which resulted in embarrassment for some participants. Many struggled to describe a coherent strategy for approaching the vignettes; however, some recognized that approaching them in a coherent and systematic way is possible, and tended to reflect on the utility of flow-charts and decision-trees they had encountered in their studies. These findings are captured by the themes of “statistical selection falls outside the comfort zone,” and “a tenuous grasp on an elusive process.” The students offered a variety of suggestions when prompted to consider the format and features of “an ‘ideal’ statistical decision making aid.” Each of these themes is elaborated on in the following sections.

Statistics are Challenging, but Important
Some students indicated that they did not expect to be taught research methods and statistics when they started their psychology degrees (“it was a bit of a shock initially,” “we were so underprepared”). Others entered the degree with negative expectations about these subjects (“you hear about statistics before you start psychology and you hear that that’s the main reason people drop out”). They found their early experiences with the subject matter challenging, reporting that there was a lot of “new” and “difficult” material to learn, and that they sometimes felt “stressed,” “nervous,” “confused,” “overwhelmed,” “overloaded,” or “lost.” However, they took some console from knowing that others shared these experiences:

Everyone’s in the same boat … knowing at the very start no one knows what they are doing and everyone feeling a bit lost, it helps you feel like, ah well, I’m not the only one that is having trouble with this.

Many students reported lacking confidence in their abilities (“I’m just useless at this side of things”), and that they were not “math people.” For example, one fourth year student explained, “I’m a words person not a numbers person, so I was really stressed about doing statistics at uni.” One particular source of anxiety was an exaggerated concern over the consequences of making mistakes:

Having to figure out what test I was going to use … and still thinking, okay I’m certain, but I’m also a bit unsure. If I pick the wrong test [it will have] a domino effect. Everything else isn’t going to work. It … made me feel so nervous.

With experience, the subject matter became more manageable, and students’ confidence grew. For example, one third year student remarked that, “once you’ve got your foot in the door you can just sort of push through and it’s easy.” Having “pushed through the door,” research methods and statistics became considerably more enjoyable and rewarding:

I loved it once I understood it. But just having to go through the stress of trying to understand… getting [tutor] to explain it to me, going over the notes and trying to understand it, getting friends to explain it to me, that was very stressful and that’s the part that I just didn’t like… But once you actually get a grip on it… I love it!

Despite the challenging nature of the subject matter, students consistently acknowledged the value of research methods and statistics to the development of critical thinking (“you can question more things, like under what circumstances did they come to that conclusion?”), to success in their courses, and to competence as future researchers and evidence-based practitioners.

I’m excited to do honors; to do all the data analysis by myself, and I get to find out things and interpret the numbers. It’s like bringing numbers to life, so that’s exciting!

It’s important because… psychological research drives all other psychology. It’s what forms and guides what every other psychologist will do and practice… or it should do anyway.

Statistical Selection Falls Outside the Comfort Zone
Although we did not ask participants to attempt actually solving the research vignettes, this was the first instinct for many. Most found the task too difficult. They were apologetic and expressed embarrassment at being unable to successfully complete a task they felt they ought to be able to complete:

I wish I could have done a bit better for you…

[Interviewer: Do you think that being able to solve problems like these is an important skill for psychology graduates?] Of course, it’s a bit embarrassing that I can’t do it too well.

However, there was a smaller cohort who jumped straight to a statistic. Occasionally, they did so correctly. Usually though, it was with an unwarranted level of confidence. For example, when presented with a vignette depicting the relationship between two binary variables, a student mid-way through his third year of study answered, “so it would be a paired samples t-test. Yep that’s right. Yep, pretty sure.”

A Tenuous Grasp on an Elusive Process
When prompted to think about the process of selecting a statistic (rather than actually identifying one), students typically struggled. This was the case even for students who had completed several research methods and statistics units:

[Interviewer: So how would that help you to decide which statistical test to use?] Um see I, see I’m thinking you’d probably want to… I’m sorry. I can’t remember, sorry.
The processes they described tended to be haphazard and inefficient, and included looking for (potentially misleading) clues in the wording of the vignettes (“these scenarios are always worded in certain ways”), searching through textbooks, lecture notes (“I would probably just look at … every single test that I’ve learned about”), the world-wide-web and previous research addressing similar research questions (“you’ve got the journals and things like… copy their methodology”). They also reported relying on memory and prior experience or the advice of friends and teachers (“you could ask your lecturers… ‘Hey, I’m doing this assignment; what do you reckon I should use?’”). Some suggested starting by entering their data into a spreadsheet, following a process of elimination, using mnemonic devices or simply guessing:

I kinda try and I guess. I don’t know, they’re never set in stone, I just kinda think like, ‘oh that’s probably that one.’

Some students did recognize that a systematic decision making process could be followed: “you go through checklists in your head.” However, none could identify every factor requiring consideration before an appropriate statistic can be identified. Most also identified irrelevant factors. For example, in the following quote, a fourth year student correctly recognized that she needs to identify the independent and dependent variables (IV and DV), as well as the number of groups being compared. However, she did not consider the measurement levels of the variables (although a nominal IV is implied by her reference to “groups”). Furthermore, she identifies causality as an issue warranting consideration. The appropriateness of causal inference is almost entirely determined by research design, and has very little to do with choice of statistic:

Figure out the variables, the IV, DV I guess. How many groups there are, and what kind of, is it a correlational relationship? … Is it cause and effect?

Those students who recognized a process tended to refer to graphic organizers or decision trees in their statistics textbooks. They reported that such aids facilitated statistical decision making:

The tree! The wonderful tree! It is very simple, easy to use and it pretty much points you right into the analysis that you need to do.

An “Ideal” Statistical Decision Making Aid

Knowing that students find selecting appropriate statistics challenging, we asked those in our sample to explore what might make the process easier. Many turned first to their instructors, who simultaneously helped students master conceptual issues and overcome their hesitation around statistics. When prompted to think about resources they could use independently, technologically based aids were commonly considered:

If you had a website [which] just [asked] how many variables do you have? You know, how many dependent? How many independent?

What are you looking at? What are you comparing to what? And it just tells you this is the test you use.

This idea of a digital decision tree, which focuses the user on a sequence of key decision points before providing a solution was raised often. However, not all students had a preference for digital, with one remarking that she prefers something in a hard copy format, “because I can write into it like different things.” Other features of an “ideal” aid included simplicity, accessibility, and multiple levels of depth, as illustrated in the following quotes:

Once you’ve got the ease-of-use down and you can easily access it, and it tells you exactly what you need to do, I think that’s probably all you need really, because once you set it up you can be autonomous and you can self-direct to what you should be doing.

It would be a merge between a super simple tree diagram, but then [a] step-by-step SPSS guide book [and] behind all that a really detailed kind of book … something that comes in three steps: simple, medium and really detailed.

Additionally, students were aware of how the content they access on the world-wide-web is of variable quality, and expressed a preference for content endorsed by recognized “experts,” such as “a psychologist… someone who knows it’s going to be useful for other psychologists,” or “some Australian government agency.” And finally, an “ideal” aid would contain engaging examples and links to other reputable resources:

Just use like real life examples… like something to do with a person and a situation, instead of saying a group of researchers want to research rats and blah blah.

If there was a way to find more resources… a way to link you with more critical approaches to some statistical tools.

Summary

In the first phase of this study, undergraduate psychology students found our discipline’s emphasis on research methods and statistics unexpected, and they approached these subjects with apprehension. They found statistics particularly challenging, but appreciated their importance to success in a range of contexts. Making statistical decisions fell outside the comfort zones of most students, which caused some embarrassment. They had a tenuous grasp on the decision making process, but recognized resources and aids that could guide them through it. When asked to consider the format and features of an “ideal” aid, they expressed a preference for an accessible, comprehensive, and reputable resource that follows a basic decision tree logic.

In the second phase of this study, we turn our attention to the statistical decision making approaches used by psychology academics with particular expertise in conducting research and/or research methods instruction. We also explore their perspectives on the challenges students face when required to choose appropriate statistical tests and procedures, as well as their thoughts about resources that could facilitate this process.
PHASE TWO: ACADEMICS’ DECISION MAKING

Methods
Participants
The second phase participants were 10 psychology academics (five female) with appointment levels ranging from lecturer to professor (with a median level of senior lecturer). Six had traditional teaching and research roles, and the remainder were research focused. All were PhD qualified, research active, publishing several papers per year, and supervising research students at the level of honors and above. They predominantly identified as quantitative researchers, although some also used qualitative methods, dependent on the topic of investigation. Half had also coordinated at least one research methods and statistics unit during at least two of the preceding three years. The academic participants were recruited via individual emails, either directly from the first author’s professional network, or via colleagues. They were not financially or otherwise compensated for their participation.

Materials, Procedure, Data Preparation, and Analysis
Data were collected through semi-structured interviews conducted by the second author, who did not have a dual role (e.g., as a colleague) with any of the participants. Eight were conducted face-to-face, with the remainder conducted via Skype. As in phase one, all interviews were audio-recorded, following the procedures for obtaining consent described previously. They were guided by protocols (see Appendices C,D in Supplementary Material) that began by querying the functions that statistics play in psychological research and the psychology curriculum. Participants were then directed to the set of research vignettes (presented in Appendix A in Supplementary Material), and asked to describe and explain the process they would use to identify an appropriate statistical test or procedure for each. They were then invited to describe their previous experiences with similar vignettes, and the role that being able to solve them plays in a psychology graduate’s repertoire of skills. We then described to participants what we had observed when presenting the vignettes to students in phase one of the study. Specifically, we explained that most of the students struggled to articulate a coherent process, and when they attempted to solve the scenarios they tended to do so incorrectly. We then asked participants why they thought the students found this task so difficult. Finally, participants were asked to describe a tool or resource that students could use to help them approach and solve scenarios like those depicted in the vignettes. Following the interviews, the audio recordings were transcribed, and the transcriptions were analyzed using the techniques described previously.

Findings
Like the students, the academics in the sample also described the importance of statistics, both to their work and the discipline of psychology. They saw “statistics as a tool” (amongst several) of research. From their vantage point, the academics also reflected on the nature and value of training in statistics, which they linked primarily to the development of critical thinking and evidence-based practice. This is captured in the theme, “statistical training underpins competence.” When prompted to describe the factors that influence their statistical choices, the academics described a complex, nuanced and iterative “process,” during which many factors warrant consideration. Some of these factors emerge from the research question and design, whilst others are linked to characteristics of the researcher and broader contextual considerations. These findings are reflected in the theme, “decision making is a multifaceted process.” The academic participants recognized that “students find statistical selection challenging,” and this knowledge informed their “pedagogic practices.” Finally, they described “an ideal statistical decision making aid” which shared many of the features identified by the students, but placed a greater emphasis on “the process” rather than “the answer.” Each of these findings is elaborated in the sections that follow.

Statistics as a Tool
When asked about the role that statistics play in their work, the academics used terms such as “central” and “vital,” and suggested that research would be “pointless” or “nothing” without statistics. However, despite being necessary to quantitative research, being a quantitative researcher requires much more than just knowledge of statistics. To illustrate this point, the “statistics as a tool” metaphor was regularly evoked. For example, “the way I describe it to students – it’s like if you’re a tradie or a carpenter, then statistics are your hammer.” Furthermore, rather than assuming a primary role in the research process, statistics are subservient to the research question and design:

The important thing about research, as far as I’m concerned, is not the statistics. That’s a tool that you use at the very end in order to answer the question. The important thing in my book is the questions that you’re dealing with, that you develop, and the experimental designs that you then use in order to answer your questions.

In other words, the statistics “fall out” of the design, and the design is a logical consequence of the research question. Or, to quote one of the senior academics in the sample, “we have a question, we come up with a method of testing it, and we test it and then we move on from there. We get the answer and that the answer is given to us by statistics.” It is not (or should not be) the reverse:

I don’t look at it like, ‘well I like this statistic, so, I’m gonna design all kinds of studies that I can use this statistic for, or this method for’. I try and look at it the other way around, which is what you’re supposed to do.

Statistical Training Underpins Competence
Participants saw the role that statistics play in psychology curricula as multifaceted, and that a rigorous background in quantitative methods can distinguish the psychology graduate from graduates of other disciplines, (“that’s what makes psychologists or psychology graduates cool and different”). While noting that statistical literacy was a necessary precondition for conducting research, they saw the primary purpose of statistical
training as tied to the competent consumption (and evaluation) of research literature and the development of critical thinking skills:

I do think it's a very central skill that they should be able to come out and go, 'Okay. Well, I can read this paper and think they've done the appropriate analysis,' and not have to rely on conclusions the authors have drawn...You're sort of critically consuming information rather than just taking what you're told.

Participants also saw training in research methods and statistics as providing a general framework for applied problem solving: “I think that approaching complex social problems in general requires you to have an understanding of multivariate and quantitative statistics. So it makes you a more informed citizen.” Furthermore, the ability to understand and evaluate research literature and solve problems were widely regarded as necessary pre-requisites for evidence based practice: “We base our profession on the scientist-practitioner model, so the evidence base is very important and statistics are really the – what we use to establish that evidence base.” However, this sentiment was not universal, with one participant commenting that, “I’m not really aware of any data which suggests that their statistical expertise is associated with better performance as a clinician... Not everyone needs as much [training in statistics and research methods].”

Despite generally recognizing their importance, some participants noted that we do not do a good job of communicating this importance to students, which may be linked to students often only appreciating the relevance of statistics and research methods in hindsight:

I don’t think the reason we include them [statistics] in psych is ever made very clear to students

The feedback I get from students is often delayed... They come back a year later and say, 'thank you, I really enjoyed that. Now I understand it.' But it’s a shame. I wish they would have had that eureka moment a bit earlier...

Decision Making is a Multifaceted Process

When prompted to explicate the factors influencing analytic choices, participants described a complex, nuanced and iterative “process,” during which many issues warrant consideration:

Often there are a number of different ways to answer a question and which one's appropriate depends on the current state of the literature, obviously the data that you've collected, what it is you want to get out of it, where it’s going to be published...

This process begins with “the question” and design, followed by the nature of the variables in the study. In fact, the prevailing attitude was that, without a clear research question and intent in mind, any discussion of statistics was premature. For example, when asked about how he would respond to a student who had research ideas, but was uncertain about the appropriate statistics, one participant stated, “I would tell them that they shouldn’t worry about stats; they should worry about the questions that they have, how they can operationalize the question, put it into a research design that will give them an answer, and then we’ll worry about the stats later.” However, while “jumping” into statistics too soon was regarded as poor practice, so was leaving the development of an analytic plan too long. Doing so can prove costly, as illustrated in the reflections of one senior research focused academic:

For one of the studies for my PhD I collected a load of data and then realized it actually wasn’t analyzable in SPSS... And that’s where I started realizing the importance of knowing what you’re doing before you start, and not collecting data and then saying, ‘well, how will I analyze this?’

When developing an analytic plan, participants most commonly looked to aspects of the study. However, personal characteristics and contextual factors can also play a role in the decision making process.

Characteristics of the Study

Having a clear understanding of the purpose and design of the study as well as the number and nature of variables were recognized as essential to being able to select an appropriate statistic. For example, when presented with the second scenario in Appendix A in Supplementary Material, an experienced research methods instructor explained:

I see a between groups three level IV. And then I see a between groups two level IV. So I’m thinking a two by three factorial design. And I’m seeing this repeated measures... So at this point I can see there’s a choice between - like the way it’s written implies that the dependent measure is an average over five trials. So that’s a 2 x 3 between groups design. Of course, you could look at it as a three way mixed ANOVA with 'trial' as a third factor, which allows you to look at trajectories of learning. So I’m thinking if I’m writing for a journal, a learning journal, I’m pretty sure that it would be a three way mixed design. As it’s presented here thought it looks like a two by three between groups design.

Participants also noted that consideration should be given to alternative options in the event that analytic plans require modification due to, for example, violated assumptions. The importance of considering Type 1 and Type 2 error rates, statistical power, and the directionality of hypotheses during the decision making process were also discussed. Notably, participants actively considered viable alternatives, and weighed up the benefits and challenges associated with different decisions. This was particularly evident when discussing the mentoring of junior researchers:

Usually I will try and elicit their ideas first, and then pose some questions if I think there are other options, and ask whether they’d considered them. And if not, why not. Or if they had considered them, but decided on an alternative method, discuss why that is.

There was also a degree of tension between what could be considered “ideal,” and what is realistic or possible. As explained by one of the instructors, “there’s quite a few different ways to actually do things, of varying levels of effectiveness, and depending on the resources that you have.”
Personal Factors
Participants expressed an element of personal preference when considering appropriate analytical strategies ("I'm not a fan of mixed ANOVAs. I much prefer to go through with repeated measures ANOVAs…"), although it was recognized that such an approach does not reflect "best practice." There was also some tension between a desire to prove competence and an appreciation that the "best" technique is not necessarily the most complex:

There is something nice about really complex designs and really complex analyses that tend to stun people into thinking, 'you know what you're talking about!' I tend to err on the side of use the technique that's appropriate, not the fanciest one. So there's something to be said for if a t-test answers your question, use a t-test. Like there's no need to get all fancy just for the sake of it.

Contextual Factors
It was observed by academic participants that research is not conducted in a vacuum, and that there are factors outside the researcher's immediate control which influence the statistical decisions they make. The first of these is the intended audience: "What people need to realize is that the choice of analysis is on par with choice of audience… [and] sometimes you have to do different analyses for different audiences." As reviewers and journal editors are frequently gatekeepers between researchers and their broader audiences, their opinions were given particular weight: "Then you get a reviewer who has their own preference on the type of statistics they would like to be used, so you have to revise it." At other times, these opinions were seen as useful, and helped shape future decision making. At other times, they could be an impediment to progress:

I was always taught that if you're testing mediation, you should use Baron and Kenny's model which is now, indeed, 20 years out-of-date, and there are whole books on much better ways of doing it. And the only way I came across that was when I submitted a paper with mediation and one of the reviewers said, 'yeah, this is okay, but there's much more sophisticated and better ways of testing that'. It put me into touch with a whole literature which I now – anytime I'm testing mediation, we use these.

And what I have experienced this last year, actually, is that I did use different statistical methods working with [a statistical consultant]…And because they were different, they were met with – reviewers didn't like it. They didn't like things that they didn't know. So you'd have to explain it, and they thought that you were trying to trip them up or trick them to get something.

Participants also made regular reference to how shifting discipline practices (and what is considered "best practice") can influence decision making. For example, one participant described how she used simple regression techniques in her PhD. Yet, if she was examining a current PhD in which the same techniques were used, she would say "no way, go back and do something much, much better." Furthermore, although best practice guides decision making, what defines best practice is often quite opaque:

Students Find Statistical Selection Challenging
Aside from a small cohort of particularly capable students, it was widely recognized by the academic participants that many students find research methods and statistics challenging sections of a psychology degree. When we described the outcomes of presenting the research vignettes to the student sample, and asked academic participants why they thought the majority of students struggled with them, a range of possibilities were suggested. Some of these appeared to be attitudes or dispositions that students brought to the degree or developed over time, whereas others reflected characteristics of the teaching methods and materials commonly used in undergraduate psychology courses.

Student Characteristics
Participants perceived that the reality of a psychology degree is often inconsistent with students' expectations on entering the course. This could be because psychology "doesn’t sound like a course that requires a lot of statistics." They also noted that many students approach statistics with anxiety, lack confidence in their statistical abilities, are disinterested in research methods and statistics, or do not see their relevance to their future professional lives:

Students are scared of statistics. And therefore they get a bit of a mental block, I think, and convince themselves they don’t know how to answer the question.

It's perceived as another class they don’t like, that they don’t perceive is relevant, that they don’t understand – it’s like math at school,
Academic participants highlighted both implicit and explicit characteristics of the research methods and statistics curriculum which may hinder, rather than support students’ skill development. For example, one participant described the discipline’s tendency to “fetishize” statistics, and how this value is communicated to students:

"There’s an element of elitism. If we make it seem really hard and difficult to get into and make it really opaque, we’re shoring up this idea that stats is for the hard men and the real - we can sort the men from the boys amongst the students and also amongst everyone else of us too."

Others spoke of teaching approaches which tend to compartmentalize content, which is stripped of context when presented to students:

It was very much pigeon-holed. So it was very much this week we’re talking about ANOVA; this week, we’re talking about regression; this week, we’re talking about something else. So there really wasn’t that opportunity to make a decision about which one is which. It was just, ‘this is what you’re doing’.

Overwhelmingly though, participants ascribed the difficulties students have with statistical decision making to teaching methods which don’t engage students in regular decision making opportunities from early in the course (“there just isn’t enough exposure to that sequence of thought and planning”), and don’t regularly reinforce the relevance of statistics. It was considered that both these aims could be achieved by engaging students in the full research “process.” To participants, this process begins with a substantive research question, works through key issues tied to design and analysis, and concludes with clear implications or, to quote one instructor, an answer to the question, “what does this shit actually mean?”

Showing that it’s not necessarily about numbers but about answering questions might help with some of the – and putting it into that context, and putting it into the context of a research problem and not a math problem - I think, it can help as well.

Answering questions of substantive interest was seen as vital. Furthermore, failing to achieve this aim may promote disengagement, and apathy.

… as soon as it’s a question that you wanna know the answer to, it’s like … it suddenly becomes relevant and important.

Pedagogic Practices
Recognizing that statistical decision making is an area that students find challenging, participants employed a number of techniques to encourage and support their efforts. This tended to occur in the context of either small-group/individual research supervision sessions or lab group meetings. Firstly, questioning was used to guide students “through the process.”

I use a lot of questioning and I’m just thinking about one student that I spoke to just last week who put point blank to me, she said, ‘oh, we’ll be using [multiple] regression to answer this question,’ and I immediately sort of flicked it back on her and said, ‘but how are you measuring your DV?’ – which was dichotomous. So in asking that question, she was able to go, ‘oh hang on a minute… that data is not appropriate for what I just said’.

The process involves considering design and statistical issues concurrently, and in the context of the research question or objective:

I ask them to draw out the design of an experiment, say, and they might suggest some stats at the end. And then, I ask them how that addresses the question or questions [they] want to get to.

It also involves consideration and evaluation of different options before making decisions, and collaboration and consultation is encouraged:

… try and present the different options… what are the pros and cons of each in this case, and then weigh those and come to a decision. I think you kind of need to let them go through the process.

An “Ideal” Statistical Decision Making Aid
Academic participants suggested characteristics for a tool or resource that students could make use of to independently identify appropriate statistics for various circumstances. First, the resource should be accessible (in terms of ease and cost of availability), and step users through a sequence of questions or decisions which must be addressed to arrive at an actionable outcome. Terms like “flow-chart” and “decision-tree” were used commonly.

It is a question and answer flow-chart kind of situation. Is it relationships or differences?… how many variables; categorical or continuous? The answers to each of those questions would lead you to the correct [statistical analysis].

It seems like if there was some sort of decision tree … It would make sense to have some sort of app or something … easily accessible online or on your phone or whatever, where you can plug in and go through a step-by-step process.

If questions or decision points are presented sequentially, the user is forced to engage with each step in “the process” and can thus be “train[ed] … to ask the important questions.” The longer term objective of such a resource should not be reliance, but rather a transition toward greater autonomy and flexibility:

[After using the resource for a period of time, the user should ideally be able to] turn it off or turn the book over and then you give them another problem and see, well can they now - are they now able to - even if they can’t get to the right answer, are they now trying to figure out? Well, what am I trying to do? How many groups and
what am I - what's my IV, what's my DV, do I have more than one IV, what's the level of measurement?

Participants also noted that understanding key terms (or having the ability to quickly look them up) is essential to being able to use such a resource effectively (“you need to know what a covariate is, what the IVs and the DVs, what this actually means”). Finally, they acknowledged that, realistically, such a resource is never going to capture all the nuances in statistical decision making, but may be useful within the broader discussion:

If you try to reduce it to a few basic principles then you’re missing critical questions, like ‘what is the hypothesis’ and ‘what is the audience?’ It’s really much better if it’s a consultative process with an advisor and/or with other [students]. I don’t think people should work independently necessarily. I think that there’s a lot of virtue in consulting with people in the design phase of the project.

Summary
In this study’s second phase, the academics saw statistics as one of several tools available to the researcher; a tool that is vital to the conduct of most research, but subservient to the research question and design. They acknowledged the role that statistics training plays in the development of research skills, but saw its primary role as nurturing the development of critical thinking and evidenced-based practice. The academics described choosing an appropriate statistic as a complex, nuanced, and iterative process, during which consideration should be paid to multiple contextual factors in addition to the characteristics of the study. They were sensitive to the challenges that many students experience when making statistical decisions, which they attributed partially to how research methods and statistics are commonly taught. This sensitivity was reflected in their pedagogic practices. The “ideal” statistical decision making aid the academics described shared many of the features identified by the student participants, although greater emphasis was placed on “the process” than “the answer.”

DISCUSSION
The first aim of this research was to explore the strategies that psychology students and academics use to select statistical tests. We probed these strategies in semi-structured interviews, in which participants were encouraged to discuss how they would approach each of a series of short research vignettes. Our findings indicate a number of key differences between how these two groups approach statistical decision making.

For the students in our sample, being required to make such decisions pushed them outside their comfort zones, resulting in either apologetic discomfort, or instinctual selections that were frequently incorrect. This finding is not surprising given the body of literature demonstrating that most students find statistics generally (Garfield and Ben-Zvi, 2007; Murtonen et al., 2008), and statistical decision making specifically (Ware and Chastain, 1991; Gardner and Hudson, 1999) to be difficult. Their ability to even describe the process of selecting a test was limited, and relied heavily on the use of strategies unlikely to produce optimal outcomes. These included searching through textbooks, lecture notes, and the world-wide-web, relying on memory and prior experience, turning to the advice of friends or teachers, and looking for clues in the wording or structure of the vignettes. A number of these strategies were also suggested or displayed by the students in Gardner and Hudson’s (1999) research, who were particularly prone to misinterpreting research questions, and being mislead by key words and data presentations formats. Like those in Gardner and Hudson’s research, the students in our sample were reasonably far into their degrees and were, on average, in their third year of study.

There were a minority of students who recognized that a systematic decision making process could be used to approach and “solve” the research vignettes. However, none were able to identify all the factors in the vignettes that would require consideration before appropriate statistics could be identified. Furthermore, these students had a tendency to also identify features of the vignettes which were irrelevant to the task at hand. Again, these findings are broadly consistent with Gardner and Hudson (1999), whose students often failed to take the nature of data (e.g., nominal, ordinal etc.) into consideration when making statistical decisions.

By way of contrast, the psychology academics described selecting appropriate statistics as a complex, nuanced and iterative process, embedded within the broader process of conducting research. They demonstrated how during statistical decision making, consideration ought to be paid to multiple contextual factors (e.g., the intended audience, prevailing discipline trends and practices etc.), in addition to the intent and design of the study itself. These experts were able to suggest appropriate statistical analyses for each vignette with ease, but were often reluctant to do so without understanding the purpose of the research, or having an opportunity to explore alternative possibilities. This behavior is suggestive of “structural awareness,” which is an ability to see past the surface features of a problem, and focus on its structural characteristics and the relations between them (Quilici and Mayer, 2002)3. It is a characteristic common to “expert” problem solvers across a wide range of specialized domains (Rabinowitz and Hogan, 2008).

Previous research suggests that structural awareness tends to develop naturally with experience (Rabinowitz and Hogan, 2008). In the Australian context, opportunities to engage in statistical decision making are limited prior to fourth year when, under individual supervision, psychology students embark on their first major research project. During this intensive research internship, expert supervisors model the statistical decision making process, and use a range of techniques to promote its

---

3Despite this structural awareness, the findings suggest that some psychology research academics have preferred techniques, will at times select techniques based on what they can “sell” rather than current best practice, and are reluctant to be early adopters of new techniques. This “resistance” by substantive psychological researchers to changing statistical techniques and employing new advanced statistical techniques has previously been recognized in the research literature (Sharpe, 2013). It has been attributed to a combination of a lack of awareness of new statistical developments, inadequate statistical education, the failure of journal editors to act as catalysts for change, the pressure to “publish or perish,” and fear of deviating from normative statistical practices (Sharpe, 2013).
development in students. Students in earlier years are largely reliant on lectures, laboratories, and tutorials to develop their research skills, and alternative methods of teaching statistical test selection, which are not reliant on individual supervision, are required for these years.

Our recommendation is to provide students with regular opportunities to engage in the statistical decision making process in the context of class research projects. It is widely recognized that scaffolded immersion in all aspects of the research process, from participation and/or data collection, through the development and testing of hypotheses, to the interpretation and reporting of findings, is a particularly effective way of teaching research skills (Bradstreet, 1996; Marek et al., 2004; Roberts and Allen, 2012, 2013; Earley, 2014; Stoloff et al., 2015). This point was echoed by the academic participants in the current research, who reflected on how embedding statistical decision making in a context of substantive interest, and providing opportunities to work with personally meaningful data promotes student engagement. As an example, in the first author's second year experimental methods and statistics unit, students participate in an experiment early in the semester, which forms the basis of a research report assessment. The topic varies from year to year, but typically involves studying a well established phenomenon in a contemporary context (e.g., the attractiveness stereotype on Facebook or the Internet as a transactive memory source). In a series of class and homework exercises, students are required to develop one or two theoretically meaningful hypotheses, use the class generated data to test them, and then prepare an American Psychological Association (APA) style research report for assessment. The experiment is usually structured such that several meaningful hypotheses are possible, and testable using techniques taught in the unit (which include parametric and non-parametric tests for comparing independent and related groups). One of the key tasks in this process is the identification of an appropriate statistical test for each hypothesis. Of course, such class research projects need not be the exclusive domain of research methods and statistics units, and can also be deployed effectively to teach a wide range of subjects (e.g., Lutsky, 1986; Ragozzine, 2002).

The second aim of this research was to solicit psychology students' and academics' views on the nature of resources that could facilitate the statistical decision making process. The findings indicate that both groups support the development of a digital decision tree that is simple to use, easy to access, provides multiple levels of depth, and is endorsed by "experts." The psychology academics also stressed the need for such a resource to function as a teaching tool, which engages students with each choice-point in the decision making process, rather than simply providing an "answer." This is in contrast to some recent trends in statistics software development to automate the test selection process based on the characteristics of the user's data file (e.g., "Nonparametric Tests" in IBM SPSS; Wacharamanotham et al., 2015). In fact, such trends are antithetical to the views of the academics in our sample, who strongly believed that statistics should be considered concurrently with other design issues, and far before any data are collected.

Based partially on the findings of the current study, as well as existing literature on the efficacy of decision trees and mobile learning technologies, we have recently published StatHand (see https://stathand.net), a free cross-platform mobile application designed to support students through the statistical decision making process. This application, developed with the support of the Australian Government Office for Learning and Teaching, guides users through a series of annotated questions to ultimately offer them the guidance necessary to conduct a suitable statistical test, as well as interpret and report its results. A full discussion of StatHand is beyond the scope of this paper, but interested readers are referred to Allen et al. (under review). In this paper, we overview the rationale behind StatHand, describe the development process and feature set of the application, and provide guidelines for integrating its use into the research methods curriculum.

When interpreting the findings of this research, readers should give consideration to the usual caveats regarding small samples and the transferability of qualitative research findings. The nature of the task we asked of participants (i.e., to describe how they would identify a suitable statistic) also warrants some consideration. It is plausible that the apparent deftness with which the academics approached this task is at least partially a function of the nature of their work, in which we imagine they routinely practice the metacognition and self-reflection for which we probed4. By contrast, it is suspected that the students in the sample have less experience with such skills, and fewer daily opportunities to practice them. However, this is a matter requiring attention in future research. Future research should also focus on exploring theoretically driven strategies and resources that may facilitate the statistical decision making process, and speed up the development of selection skills and structural awareness. To date, work in this area has largely focused on involving students in concrete research projects (e.g., Kardash, 2000) or the use of decision trees (e.g., Carlson et al., 2005; and the current research). Future work should be methodologically rigorous, and based on experimental methods, rather than the non-experimental and quasi-experimental approaches so commonly utilized in teaching and learning research (Wilson-Doenges and Gurung, 2013).

In conclusion, this paper presents a qualitative exploration of the strategies psychology students and academics use to make statistical decisions. The students in our sample found this task challenging, and many struggled to describe a coherent strategy for choosing appropriate statistical tests for common research scenarios. Those who did recognize that such scenarios could be approached in a systematic fashion tended to reflect on the utility of decision trees they had encountered in their studies. Unlike the students, the academics described selecting appropriate statistics as a

4As kindly noted by one of our reviewers, the apparent deftness with which the academic participants were able to explore possibilities and identify suitable statistics sits in contrast with our discipline's well known difficulties when it comes to interpreting such statistics (e.g., Cohen, 1994; Hoekstra et al., 2006, 2014; McGrath, 2011; Ríos-Soto et al., 2013).
complex, nuanced, and iterative process, embedded within the broader process of conducting research. When both groups were asked to imagine tools or resources that could facilitate the statistical decision making process, they tended to describe digital technologies based on a decision-tree framework. To the academics in particular, it was important that such resources scaffold the development of independent decision making competence, and not strip the user of the learning opportunities inherent in working through the full research process.

**AUTHOR CONTRIBUTIONS**

PA conceived and designed the study with the support of LR. KD conducted the second phase interviews. PA analyzed the data and led the writing of this manuscript, both with support and contributions from LR and KD.

**REFERENCES**


**ACKNOWLEDGMENTS**

Support for this project has been provided by the Australian Government Office for Learning and Teaching (Grant Ref: ID13-2954). The views in this project do not necessarily reflect the views of the Australian Government Office for Learning and Teaching. This research was also supported by a grant awarded to Peter Allen by the Research and Development Committee of the School of Psychology and Speech Pathology, Faculty of Health Sciences, Curtin University. Finally, the authors would like to acknowledge James Finlay, who conducted the first phase interviews as part of a summer scholarship in 2014.

**SUPPLEMENTARY MATERIAL**

The Supplementary Material for this article can be found online at: http://journal.frontiersin.org/article/10.3389/fpsyg.2016.00188

---

Allen et al. Statistical Decision Making


Cross of Interest Statement: Conflict of Interest Statement: The authors declare that the research was conducted in the absence of any commercial or financial relationships that could be construed as a potential conflict of interest.

Copyright © 2016 Allen, Dorozenko and Roberts. This is an open-access article distributed under the terms of the Creative Commons Attribution License (CC BY). The use, distribution or reproduction in other forums is permitted, provided the original author(s) or licensor are credited and that the original publication in this journal is cited, in accordance with accepted academic practice. No use, distribution or reproduction is permitted which does not comply with these terms.
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Although essential to professional competence in psychology, quantitative research methods are a known area of weakness for many undergraduate psychology students. Students find selecting appropriate statistical tests and procedures for different types of research questions, hypotheses and data types particularly challenging, and these skills are not often practiced in class. Decision trees (a type of graphic organizer) are known to facilitate this decision making process, but extant trees have a number of limitations. Furthermore, emerging research suggests that mobile technologies offer many possibilities for facilitating learning. It is within this context that we have developed StatHand, a free cross-platform application designed to support students’ statistical decision making. Developed with the support of the Australian Government Office for Learning and Teaching, StatHand guides users through a series of simple, annotated questions to help them identify a statistical test or procedure appropriate to their circumstances. It further offers the guidance necessary to run these tests and procedures, then interpret and report their results. In this Technology Report we will overview the rationale behind StatHand, before describing the feature set of the application. We will then provide guidelines for integrating StatHand into the research methods curriculum, before concluding by outlining our road map for the ongoing development and evaluation of StatHand.
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INTRODUCTION

Quantitative research methods underpin psychological literacy (McGovern et al., 2010; Cranney and Dunn, 2011; Roberts et al., 2015), and are critical to the development of professional competence in psychology. They have featured prominently in undergraduate psychology curricula since the discipline’s formation (Perlman and McCann, 1999; Saville, 2008), and are reflected in the course learning outcomes and graduate attributes specified by accrediting psychology organizations worldwide. For example, the Australian Psychology Accreditation Council [APAC] (2014, p. 35) specify six graduate attributes for an undergraduate psychology program. Two of
these, (“understands the principles of scientific method and is able to apply and evaluate basic research methods in psychology” and “demonstrates the capacity to utilize logic, evidence, and psychological science to evaluate claims about, and solve problems regarding, human behavior”), require a solid and flexible understanding of research methods and statistics. The second of five learning goals for an undergraduate psychology course detailed by American Psychological Association Board of Educational Affairs Task Force on Psychology Major Competencies (2013, p. 15) is “scientific inquiry and critical thinking,” which requires “the development of scientific reasoning and problem solving, including effective research methods,” “applying research design principles to drawing conclusions about psychological phenomena” and “designing and executing research plans.” Similar goals or standards are promoted by the British Psychological Society [BPS] (2014) and other accrediting organizations. Collectively, these standards reflect a widely held understanding that an ability to source, read, understand and critically evaluate relevant research literature is a necessary precursor to evidence-based practice in psychology (American Psychological Association Presidential Task Force on Evidence Based Practice, 2006). The vast majority of this literature is based on quantitative research methods (Kidd, 2002; Rennie et al., 2002). It is also widely held that some of the most effective ways of teaching these skills involve engaging students regularly in all aspects of the research process, from the conception of meaningful research questions, through design, analysis, interpretation and reporting (Marek et al., 2004; Wagner et al., 2011; Earley, 2014; Stoloff et al., 2015). Hence, nearly all psychology departments provide multiple opportunities for undergraduate students to conduct original empirical research, either individually or in collaboration with other students or faculty (Kierniesky, 2005; Perlman and McCann, 2005).

Despite their importance, and their prominence throughout psychology curricula, research methods and (particularly) statistics are recognized areas of weakness for many students (Garfield and Ahlgren, 1988; Murtonen and Lehtinen, 2003; Garfield and Ben-Zvi, 2007; Murtonen et al., 2008). Students are known to particularly struggle with the task of selecting appropriate statistical tests and procedures for different types of research questions, hypotheses and data types; an ability which has been referred to as ‘selection skill’ (Ware and Chastain, 1989). To illustrate this point, Gardner and Hudson (1999) presented 21 brief research scenarios to a sample of 23 students and asked them to recall appropriate statistical procedures for as many scenarios as possible within a 45-min period. The scenarios reflected statistical concepts typically found in introductory statistics textbooks and widely used in behavioral science research. Despite most students having completed at least six research methods and statistics units, they overwhelmingly found the task difficult and performed poorly. On average, students managed to recall 10.9 scenarios within the allocated time, and answered 25.3% of them correctly. An additional 15.7% of answers were coded as ‘partially correct.’ When Gardner and Hudson questioned the students about how they made their decisions, several explanations for the poor performance emerged. These included students misinterpreting the research scenarios, knowing but being unable to name appropriate statistics, misidentifying the measurement levels (e.g., nominal, ordinal, continuous) of variables, and seizing on misleading keywords and data presentation formats.

When Allen et al. (2016) presented similar research scenarios to undergraduate psychology students, they also found the task of identifying appropriate statistical tests and procedures particularly challenging. Many were apologetic, and expressed embarrassment at being unable to successfully complete a task they felt they ought to be equipped to accomplish. When prompted to think about the process of selecting a statistical procedure (rather than actually identifying one), they continued to struggle. The processes they described tended to be haphazard and inefficient, and included looking for clues in the wording of scenarios, searching through textbooks, relying on memory or simply guessing. Of those who recognized that a systematic decision-making process could be followed; none could identify every factor that would require consideration, and most also focused on irrelevant or peripheral aspects of the scenarios.

When students are asked to recognize (rather than recall) appropriate statistics, their performance appears similarly underwhelming. For example, Ware and Chastain (1989, p. 225) developed an eight-item multiple-choice selection skill test, which they and colleagues believed contained “problems that students should be able to solve after completing [an] introductory statistics course.” When they administered the test to students at the conclusion of such a course, the students answered fewer than 45% of the items correctly. Ware and Chastain (1989, p. 226) attributed this poor performance, at least partially, to a curriculum which taught statistical techniques “one at a time,” and did not emphasize the development of selection skills. A number of other researchers have also recognized that having relatively few opportunities to practice selection skills could account for the difficulties that students experience when placed in situations where they must work out which statistic to use (e.g., Quilici and Mayer, 1996, 2002; Lovett and Greenhouse, 2000; Yan and Livigne, 2014).

Although not many research methods and statistics courses appear to do so, it is possible to train selection skills. For example, when Ware and Chastain (1991) restructured their introductory statistics course to place greater emphasis on when to use various statistics, and less on computational procedures, they observed a significant improvement on their multiple-choice selection skill test. In a more controlled context, Quilici and Mayer (2002) demonstrated that it is possible to train students to focus on the structural (e.g., the nature of the independent and dependent variables, and the relationship between them) rather than surface-level (e.g., topic) features of basic research scenarios, and that doing so improved students’ abilities to correctly categorize scenarios according to how they would be analyzed. After training, students were also better able to generate new scenarios that could be analyzed using the same statistical procedures as existing scenarios. More recently, similar findings were reported by Yan and Livigne (2014), who observed that providing students with worked examples emphasizing the structural features of
simple research scenarios improved students’ performance on subsequent categorization tasks, as well as their ability to identify the structural features defining each category.

Together, these findings suggest that selection skills are underpinned by ‘structural awareness’ (Quilici and Mayer, 2002), which reflects an ability to disregard the surface features of a research scenario, and focus on its structural features and the relations between them. Like the worked examples used by Yan and Lavigne (2014), graphic organizers, particularly decision trees and flow charts, provide a pedagogical tool for systematically focusing attention on these structural features and relations.

GRAPHIC ORGANIZERS

Graphic organizers are known to facilitate the process of selecting appropriate statistical tests and procedures for different types of research questions and data. They focus the user on each structural component of a research scenario, and illustrate their connectedness/differentiation with spatial positioning and lines (Nesbit and Adesope, 2006). The structured nature of graphic organizers can help users organize new information and integrate it with existing knowledge into schemata (Yin, 2012). The grouping of information lessens cognitive load, and thus more working memory can be applied to learning and problem solving (Yin, 2012). Furthermore, graphic organizers encourage both verbal and spatial encoding of new information, thus providing multiple pathways for its later recall (Katayama and Robinson, 2000). Meta-analyses support the efficacy of concept maps, a type of graphic organizer, for increasing student achievement (Horton et al., 1993), knowledge retention and transfer (Nesbit and Adesope, 2006), and learning (Moore and Readence, 1984).

A number of different types of graphic organizers have been created to help students select appropriate statistical analyses, including tip sheets which sort analyses by their defining characteristics (e.g., Twycross and Shields, 2004), and charts which link statistics to common research goals (e.g., Beitz, 1998). However, the organizers which have gained most traction follow decision tree logic, and are designed to guide the user from an initial question (or problem) to an answer or outcome, via a series of choice or decision points. In domains that involve complex rules, procedures, conditions, and multiple candidate solutions, the use of a decision tree can provide a highly organized approach to the process of decision-making. In the domain of statistics, decision-trees to guide statistical decision making have a long history (e.g., Mock, 1972; Fok et al., 1995) and are now commonly included in statistics textbooks (see, for e.g., Tabachnick and Fidell, 2013; Allen et al., 2014). Statistical decision trees differ from other types of graphic organizers in that they are hierarchical and start with a single node before branching off. By following the branches that refer to the key structural details of a research scenario, the user is led to a statistical analysis appropriate to their circumstances (Mertler and Vannatta, 2002). Theoretically, decision trees rest on the idea that knowledge must be organized or structured to be accessible from long-term memory (Schau and Mattern, 1997). Decision trees provide this structure by explicitly highlighting the interconnectedness (and differentiation) between important statistical concepts (Schau and Mattern, 1997; Yin, 2012).

Empirically, there is work illustrating both the objective efficacy of statistical decision trees, as well as their subjective appeal. For example, Carlson et al. (2005; Protsman and Carlson, 2008) demonstrated that decision trees could facilitate significantly faster and more accurate (by a multiple of three) statistical decision-making, compared to more traditional methods of statistical test selection (e.g., by searching through a familiar textbook). The decision tree method was also significantly more popular amongst students than the textbook method (Carlson et al., 2005; Protsman and Carlson, 2008).

Despite their popularity, traditional statistical decision trees also have limitations. First, they are usually limited in scope by the requirement to fit them on a single sheet of paper, or within the pages of a textbook. Consequently, definitions and other information that would make traversing the tree easier are either spatially separated from the tree itself, or completely absent (Koch and Gobell, 1999; Blankenship and Dansereau, 2000). Second, when given to students without accompanying resources (e.g., a textbook) they do not provide sufficient detail to execute and interpret the statistics they help identify. Third, while the complexity and non-linearity of a statistical decision tree may be helpful to experienced users, new users may experience difficulty in fully processing the tree (sometimes referred to as ‘map shock’), and consequently lose the motivation to use it (Blankenship and Dansereau, 2000; Nesbit and Adesope, 2011).

To overcome these limitations, a number of researchers and educators have adapted the traditional decision tree model for digital media. These hypertext systems are typically comprised of a series of interconnected pages or nodes (Unz and Hesse, 1999). Space constraints associated with paper decision trees are removed, and links can be made to external resources that aid learning (Koch and Gobell, 1999). Map shock can be eliminated because the user is only shown a small section of the tree at any given time, reducing its complexity and ability to overwhelm (Blankenship and Dansereau, 2000). However, a hypertext system can provide a disjointed experience, where users become disoriented and lose track of their location within the system. This phenomenon, sometimes referred to as ‘lost in hyperspace’ (Otter and Johnson, 2000), can constrain the novice user’s ability to develop an understanding of how concepts are connected. Despite this limitation, meta-analytic findings support the overall efficacy of hypertext systems in comparison to textual interfaces. In particular, when compared to textual interfaces, graphical map interfaces are associated with more effective (medium to large effect sizes) and efficient (small to medium effect sizes) performance (Chen and Rada, 1996).

Koch and Gobell (1999) adapted paper decision trees for delivery on the world-wide-web, and in doing so were able to also provide users with definitions, links to online resources, and information about how to enter and analyze data in commonly used statistical software. Like Carlson et al. (2005; Protsman and Carlson, 2008), Koch and Gobell (1999) found that students using their online decision tree were better able to identify appropriate statistical tests than students in a comparison condition. Unfortunately, Koch and Gobell’s (1999) website is
no longer active. A current example of an online statistical test selection tool is that provided by University of California, Los Angeles (UCLA)’s Institute for Digital Research and Education at http://www.ats.ucla.edu/stat/mult_pkg/whatstat/default.htm. This site provides a table of statistical tests based on the number and nature of dependent and independent variables, with ‘how to’ links for a range of statistical software. However, the large size of the table (and the use of a table rather than a decision tree format) combined with the limited information provided may contribute to map-shock for inexperienced users.

A range of software for selecting statistical techniques has also been developed. Some software applications currently available (e.g., Subramanian, 2014; Wacharamanotham et al., 2015) automatically select the statistical test for the user without explicitly guiding the user through the steps to make the decision, greatly reducing their pedagogic potential. STestMAP (Eng et al., 2011) is a visual tool that guides students through a systematic process to select a statistical test, but does not appear to be publicly available. Despite their potential benefits, hypertext decision trees and currently available software generally require the user to have a live internet connection.

MOBILE LEARNING TECHNOLOGIES

Unlike websites and web applications, mobile learning applications can be developed to maintain all (or most) of their functionality in the absence of an internet connection (Kretser et al., 2015). Mobile learning can be defined as “the use of mobile or wireless devices for the purpose of learning while on the move” (Park, 2011, cited in Yu et al., 2014, p. 2126). In the previous decade, the use of mobile learning technologies such as smart devices and mobile applications has increased rapidly, and amongst western higher education students their penetration is near ubiquitous (Stowell, 2011; Murphy et al., 2013; Dahlstrom and Bichsel, 2014; Chen et al., 2015). Their broad appeal is tied to many factors, including portability, enabling the user to access information and resources virtually anywhere and at any time (Jeng et al., 2010), and utility. Increasingly, students prefer to use their own smart devices for learning, and mobile learning applications have been identified as one of the technologies expected to have the biggest impact on education this decade (Martin et al., 2011; Johnson et al., 2012). In the context of teaching research methods and statistics, emerging research suggests that technology assisted examples delivered via mobile applications positively impact on student learning (Harnish et al., 2012).

STATHAND: A MOBILE APPLICATION TO SUPPORT STATISTICAL DECISION MAKING

In the previous sections of this paper, we have described how students find statistical test selection difficult, argued that decision trees can facilitate this decision making process, and noted the rapid adoption of smart devices and mobile learning applications in the higher education sector. With these points in mind, we proposed StatHand to the Australian Government Office for Learning and Teaching in 2013. StatHand was described as a cross-platform mobile application that helps users quickly identify appropriate statistical tests and analytic procedures for a wide range of research questions, hypotheses and data types. The proposal, to develop, disseminate and evaluate StatHand, was funded.

The content of StatHand is being developed in two main phases. The first phase, which is now complete, is focused on helping users identify statistical tests and procedures appropriate to a wide range of circumstances. It is freely available in the iOS App Store, and can also be accessed as a fully mobile-compatible web application at https://stathand.net. The second phase, which is currently under development, guides the computation, interpretation and reporting of these tests and procedures.

The first phase of content is illustrated in Figure 1, on the iOS iPhone application. When StatHand is launched (Screen 1), the user is presented with the first of several annotated questions, “what do you want to do?” There are five options available: ‘describe a sample,’ ‘compare samples,’ ‘analyze relationships or associations between variables,’ ‘examine the underlying structure of a measure,’ and ‘examine the reliability of a measuring instrument.’ The statistics, tests and procedures under each of these objectives are listed in Table 1. Let’s imagine that we are planning a simple study to examine whether caffeine affects response time. Response time data will be collected for two groups of adults, who will drink either coffee or water immediately prior to testing. The most appropriate option on Screen 1 is ‘compare samples,’ as we wish to compare the performance of the coffee drinkers with that of the water drinkers. After making our first selection, we are presented with a second choice, in which we need to identify the number of dependent variables in the study. A user uncertain about what is meant by ‘dependent variable’ can consult the brief annotation below the question, whereas more experienced users can simply make their selection. Here, we indicate that we have ‘one’ dependent variable (Screen 2), which is measured on an ‘interval or ratio’ scale (Screen 3). Next, we are promoted to consider the number and nature of our independent variable(s). As illustrated in Screens 4 and 6, each option can be expanded for context-specific definitions and examples by tapping on the relevant Information icons. Finally, we are asked to indicate whether or not we have any control variables (Screen 7) which, in the current example, we do not. Having now engaged with each relevant structural feature of our research scenario, we are presented with an appropriate analytic choice (Screen 8). In this case, an independent samples t-test.

At any point during the decision making process, a user can review their previous choices using the History tool, as illustrated in Screen 9 of Figure 2. This feature allows the user to retrace their steps, and draw stronger connections between their choices and the solutions they reach. Selecting any entry...
FIGURE 1 | An illustrative path through the StatHand iOS application on an iPhone 6. Screens 1–7 depict the decision points that a user would encounter when determining an appropriate statistical test for comparing two independent samples on a continuous dependent measure. Screen 8 depicts the recommended test based on the sequence of decisions made by the user.

<table>
<thead>
<tr>
<th>Screen</th>
<th>StatHand</th>
<th>StatHand</th>
<th>StatHand</th>
<th>StatHand</th>
</tr>
</thead>
<tbody>
<tr>
<td>Screen 1</td>
<td>What do you want to do?</td>
<td>How many dependent variables do you have?</td>
<td>What type of data is your dependent variable?</td>
<td>How many independent variables do you have?</td>
</tr>
<tr>
<td></td>
<td>Choose the option that best matches your objective. For further information about an option, tap the icon beside it.</td>
<td>A dependent variable (DV) is one that is thought to be dependent on, or influenced by, one or more other variables, usually called independent variables (IVs). For example, in a study investigating the effects of alcohol on reaction time, the DV would be reaction time, and the IV would be alcohol consumption.</td>
<td>Different statistical tests are appropriate for different types of data. There are four basic types of data (or measurement scales): nominal, ordinal, interval, and ratio. Descriptions of each are available by tapping the relevant icon.</td>
<td>When comparing samples, an independent variable (IV) is a grouping variable. In a study comparing the average alcohol consumption of male and female students, gender is the IV.</td>
</tr>
<tr>
<td></td>
<td>Describe a sample</td>
<td>One</td>
<td>Nominal</td>
<td>One</td>
</tr>
<tr>
<td></td>
<td>Compare samples</td>
<td>Two or more</td>
<td>Ordinal</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Analyze relationship/roups or associations between variables</td>
<td>Nominal</td>
<td>Interval or ratio</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Examine the underlying structure of a measure</td>
<td>Ordinal</td>
<td>Two or more</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Examine the reliability of a measuring instrument</td>
<td>Interval or ratio</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Screen 2</td>
<td>Are the sets of data independent or related?</td>
<td>Do you have any control variables, or covariates?</td>
<td>RESULT: Independent samples t-test</td>
<td></td>
</tr>
<tr>
<td></td>
<td>A set of data is collected from a sample under a specific set of conditions. If you measure the alcohol consumption of a sample of students on one occasion, you have one set of data. If you measure the alcohol consumption of a sample of students on two separate occasions (e.g., at the start and end of semester), you have two sets of data. Similarly, if you measure the alcohol consumption of a sample of male students, and a sample of female students, you have two sets of data.</td>
<td>These are variables that you plan to statistically control for in your analyses. Each case must have a score on the control variable(s) in addition to scores on the IV and DV.</td>
<td>tests for a statistically significant difference between two independent sample means.</td>
<td></td>
</tr>
<tr>
<td></td>
<td>One (a predetermined value)</td>
<td>No</td>
<td>For example, is there a difference between the average weekly alcohol consumption levels of male and female engineering students? In this example, the IV (gender) has two levels (male and female), while the DV (weekly alcohol consumption) is a ratio variable.</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Two</td>
<td>Yes</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Three or more</td>
<td>Related</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

in the History returns the user to the corresponding decision point. Users can also navigate through StatHand using the Back and Forward buttons, or jump directly to a statistic from the searchable Index (illustrated in Screen 10). Also illustrated in Screen 9, Figure 2 is the Notes tool, with which the user can pin their own annotations to specific pages within the application, or retrieve notes made on other pages. Finally, tapping on the Share icon in the toolbar at the bottom of the screen reveals options to print, email or save the annotated sequence of decisions leading to the current page (including the Notes associated with those decisions). It should be noted that these features work in comparable ways in the web version of StatHand at https://stathand.net, which has been designed for compatibility with any device capable of running a modern web browser.

SUGGESTIONS FOR INTEGRATING STATHAND INTO THE RESEARCH METHODS CURRICULUM

As we’ve observed, many psychology students find the task of selecting appropriate statistics for different research questions, hypotheses and data types challenging (Gardner and Hudson, 1999; Allen et al., 2016). This selection skill (Ware and Chastain, 1989) appears underpinned by structural awareness (Quilici
and Mayer, 2002, p. 326); an ability to disregard the surface features of research scenarios, and instead focus on their structural features and the relations between them. Traditional research methods and statistics courses underemphasize these skills, although research suggests that they can be trained (e.g., Quilici and Mayer, 2002; Yan and Lavigne, 2014). Decision trees provide a pedagogic tool for systematically focusing attention on the structural features of research scenarios, as well as the relations between them. StatHand reflects a new breed of interactive decision tree, ready for embedding in existing research methods and statistics curricula. It can be used to provide novel and engaging opportunities to practice selection skills and train students’ structural awareness by systematically sensitizing them to the issues that require consideration before choosing between statistical techniques. Once the second phase content has been deployed, it can further be used as an aid to guide their computation, interpretation and reporting.

Research suggests that integrating technology generally (e.g., Tishkovskaya and Lancaster, 2012; Moreau, 2015), and mobile applications specifically (Harnish et al., 2012) into the research methods and statistics classroom can have pedagogical benefits. However, doing so is not without challenges. Potential barriers to successful integration include the limited confidence of teachers and students when working with new technologies, and differences in learning and teaching styles. Importantly, Lahiri and Moseley (2012, p. 11) cautioned that the use of smart devices as eLearning tools must be underpinned by pedagogical principles and an evidence base, otherwise the use of such tools “might lead to frustration, inequity, shallow learning, and distraction from the main purpose of enhancing learning and making students competent professionals.” Thus, in order to reduce students’ statistics anxiety and enhance students’ selection skills, teachers may wish to consider carefully how to effectively use smart devices as part of the learning process. Yu et al. (2014) stress that smart devices need to be used to extend the reach of teaching. Consequently, “shifting from e-learning to mobile learning implies that instructional designers need to adopt new ways of facilitating learning, not in one way, but using multiple pedagogical strategies, to help people learn whenever they need and wherever they are” (Yu et al., 2014, p. 2132).

StatHand was developed within the theoretical framework of the Unified Theory of Acceptance and Use of Technology (Venkatesh et al., 2003). This theory posits that performance expectancy, effort expectancy, social influence and facilitating conditions are direct determinants of the intention to use a particular technology, with intention and facilitating conditions predictors of actual use. Below we offer some suggestions for embedding StatHand in research methods and statistics courses.

**Demonstrate StatHand at the Outset and Throughout the Course**

StatHand is easily and freely accessible via the iOS App Store and online at https://stathand.net. Navigation through the application is intuitive (although brief instructions are available within the application), and largely self-contained, with definitions and examples of all key terms available at a simple tap of an icon. These features increase effort expectancy (defined in terms of ease of use, Venkatesh et al., 2003) Nevertheless, to maximize the application’s perceived utility to students (part of performance expectancy), instructors should devote class time early in the semester to demonstrating how and when to use it. Revisiting StatHand each time a new analysis is introduced will help sensitize students to the similarities and differences between tests vis-à-vis their key structural characteristics (e.g., the key structural difference between the independent samples t-test and ANOVA is the number of levels of the independent variable). Such sensitivity is key to structural awareness, and the development of selection skills. Some instructors already use traditional (paper based) decision trees in efforts to achieve this aim. The benefits of transitioning to StatHand include the reduced potential for map-shock or ‘glossing over key decision points,’ the provision of an additional set of examples that students can refer to when seeking to master complex concepts, and the ability for students to save, print or email a record of their sequence of decisions (and annotations associated with those decisions) for later reference. Performance expectancy will increase as students succeed in selecting appropriate statistical techniques using StatHand.

**Link StatHand to Existing Teaching Resources**

StatHand can be easily incorporated into existing teaching activities and resources. For example, one of us (NL) created
FIGURE 2 | Screen 9 depicts the StatHand application in landscape mode on an iPad Air 2. The sequence of decisions leading to an independent samples t-test are displayed in the History tool on the left side of the image. Also depicted in Screen 9 is the Notes tool, which can be accessed from any screen by tapping the icon in the upper right corner of the screen. Screen 10 depicts the Index in the StatHand web application, running in Microsoft Edge on a Surface Pro 3.

a YouTube screencast demonstrating the use of StatHand and embedded a link to the screencast (along with links to StatHand) in an existing worksheet demonstrating how to perform and interpret a specific statistical procedure. Another of us (PA) regularly uses it in tutorial activities and assessments, where students are presented with a research scenario and data set, and required to generate meaningful hypotheses. StatHand is then used to identify appropriate hypothesis tests, which are conducted and interpreted in the remainder of the class. The linking of StatHand to existing teaching resources combined with the annotated question feature of the StatHand app provide organization and technical infrastructure (facilitating conditions) to support adoption and use. The use of StatHand within existing forums such as discussion boards and social media sites facilitates social influence, particularly if used across multiple courses within the student’s degree.

Minimize Competition from other Sources

Competition from other sources of interaction when using technology in the classroom can impact on focus. To limit such distractions, students will need to be given clear advice about how to maximize the benefits that can be derived from using learning technologies. At a minimum, this may include recommending turning on ‘airplane’ mode on smart devices, which will prevent them from receiving notifications, and reduce students’ temptation to check emails, browse the web or use social networking applications.

Use StatHand Consistently and Repeatedly Throughout the Course (and other Related Courses)

When used effectively, StatHand can reinforce information provided by instructors, and offer practical experience in determining appropriate analyses for a variety of different research scenarios. When used consistently through statistics courses, and when statistical decision-making is explicitly assessed, selection skills can be generalized to other research-related courses. As a single application available free on a wide variety of platforms, StatHand can be readily incorporated across multiple courses in statistics and other research-focused courses throughout the psychology undergraduate degree. Over time, students will become increasingly familiar with StatHand, the promotion of its use by multiple instructors will enhance social influence, and both the intention to use, and actual use of StatHand. Its use will be second nature by the time they begin conducting individual (or small group) research projects in their final years of study.

FUTURE DIRECTIONS AND CONCLUSION

StatHand is a cross-platform application designed to aid the process of selecting statistical tests and procedures for a wide range of research scenarios. It is currently available in the iOS App Store and at https://stathand.net. StatHand can be easily integrated into existing teaching and learning activities, or used...
as a base for the development of new activities focused on exploring the circumstances in which different statistics are appropriate.

Content for the second phase of StatHand is currently under development. When incorporated into the iOS and web applications, it will guide users through the computation, interpretation and reporting of each statistic that StatHand helps identify (see Table 1). It will also provide advice on testing assumptions and calculating and interpreting effect sizes where appropriate; offer links to additional reputable information about each technique; and highlight controversies and alternative approaches where applicable. Much of this material is being prepared as short videos, developed following evidence-based multimedia learning object design principles (e.g., Clark and Mayer, 2011).

We have also started integrating StatHand into our own research methods and statistics units. This is informing the development of a set of instructors’ resources to complement StatHand. These resources will include a brief rationale for the use of the application as a learning and teaching tool, instructions for using the application, tips for integrating StatHand into undergraduate research methods and statistics classes, and active learning activities that instructors can adapt for their own teaching purposes. The package of activities will include multiple-choice quizzes that instructors can use to assess their students’ abilities to identify appropriate statistical tests and procedures under a wide variety of circumstances. These will be provided in formats suitable for inclusion in worksheets and tests, as well as formats suitable for inclusion in PowerPoint presentations that either do or do not make use of common audience response technologies (e.g., Turning Point KeePad). When available, the StatHand instructors’ resources will be provided freely, on request, to anyone who teaches research methods, statistics and related subjects at recognized higher education institutions.

Dissemination of StatHand is ongoing, and as its user base expands we are collecting usage data that will inform how the application may be optimized to facilitate learning and the decision making process. Additional research projects are experimentally investigating the instructional efficiency of StatHand relative to other common decision making aids (e.g., paper based decision trees and familiar textbooks). Further research will empirically investigate students’ adoption and use of StatHand within the Unified Theory of Acceptance and Use of Technology framework (Venkatesh et al., 2003). Finally, we will soon begin investigating how instructors use StatHand to support the learning and teaching within their own courses. This multi-pronged evaluation approach has two ultimate aims. The first of these is to inform the ongoing development of StatHand. The second is to develop an evidence base and best-practice recommendations to guide its use.

To conclude, in this Technology Report we have provided an overview of StatHand, a free cross-platform mobile application designed to support students’ statistical decision making. Developed with the support of the Australian Government Office for Learning and Teaching, StatHand guides users through a series of simple, annotated questions to help them identify a statistical test or procedure appropriate to their circumstances. In its next release, StatHand will also guide the computation, interpretation and reporting of the tests and procedures it helps users identify. We invite psychology research methods and statistics instructors to contact us about incorporating StatHand into their own classes.
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