Event-Based Control of Depth of Hypnosis in Anesthesia

Luca Merigo\textsuperscript{1} Manuel Beschi\textsuperscript{2} Fabrizio Padula\textsuperscript{3} Nicola Latronico\textsuperscript{4} Massimiliano Paltenghi\textsuperscript{5} Antonio Visioli\textsuperscript{6}

\textsuperscript{1} Dipartimento di Ingegneria dell’Informazione  
University of Brescia, Italy  
e-mail: l.merigo001@unibs.it

\textsuperscript{2} Istituto di Tecnologie Industriali e Automazione  
National Research Council Milan, Italy  
e-mail: manuel.beschi@itia.cnr.it

\textsuperscript{3} Department of Mathematics and Statistics  
Curtin University, Australia  
e-mail: fabrizio.padula@curtin.edu.au

\textsuperscript{4} Department of Surgery, Radiology, and Public Health,  
University of Brescia, Italy  
e-mail: nicola.latronico@unibs.it

\textsuperscript{5} Spedali Civili di Brescia, Brescia, Italy  
e-mail: maxpaltenghi@gmail.com

\textsuperscript{6} Dipartimento di Ingegneria Meccanica e Industriale  
University of Brescia, Italy  
e-mail: antonio.visioli@unibs.it

Abstract

\textbf{Background and Objective:} In this paper we propose the use of an event-based control strategy for the closed-loop control of the depth of hypnosis in anesthesia by using propofol administration and the bispectral index as a controlled variable.

\textbf{Methods:} A new event generator with high noise-filtering properties is employed in addition to a PIDPlus controller. The tuning of the parameters is performed off-line by using genetic algorithms by considering a given data set of patients.

\textbf{Results:} The effectiveness and robustness of the method is verified in simulation by implementing a Monte Carlo method to address the intra-patient and inter-patient variability. A comparison with a standard PID control structure shows that the event-based control system achieves a reduction of the total variation of the manipulated variable of 93% in the induction phase and of 95% in the maintenance phase.

\textbf{Conclusions:} The use of event based automatic control in anesthesia yields a fast induction phase with bounded overshoot and an acceptable disturbance rejection. A comparison with a standard PID control structure shows that the technique effectively mimics the behavior of the anesthesiologist by providing a significant decrement of the total variation of the manipulated variable.

\textbf{Keywords:} Depth of hypnosis control, PID control, Event-based control, noise filtering.
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AEP: auditory evoked potential
BIS: bispectral index scale
BIS-NADIR: lowest value of the bispectral index scale
DoH: depth of hypnosis
EEG: electroencephalogram
IAE: integrated absolute error
MDPE: median performance error
MDAPE: median absolute performance error
PE: performance error
PID: proportional-integral-derivative
PD: pharmacodynamics
PK: pharmacokinetics
PSD: power spectral density
Q: quantity of administered drug
SOD: send-on-delta
ST10: 10% settling time
ST20: 20% settling time
TCI: target controlled infusion
TIVA: total intravenous anesthesia
TT: time to target
TV: total variation
US: undershoot
1 Introduction

In modern medicine the control technology influences different clinical practices (consider, for example, robotic surgery or automatic implantable defibrillators [37]). In fact, new discoveries in biology and the improved understanding of biological functions have contributed to the development of new sensors, actuators and mathematical models of the human body response to administration of drugs. This has allowed the introduction of control systems also in drug administration contexts, among which the closed-loop control of anesthesia during surgery is one of the most important [8]. In particular, the administration of propofol in a total intravenous anesthesia (TIVA) can be automatically regulated using the bispectral index scale (BIS, AspectMedical Systems, Norwood, USA) as controlled variable in order to achieve a predefined level of depth of hypnosis (DoH). The BIS signal provides an estimation of the hypnosis level of the patient, based on the electroencephalogram (EEG) bispectral analysis, with a dimensionless number, which ranges from 0 (equivalent to EEG silence) to 100 [46]. Instrumentation for BIS measurement is widespread in operating rooms and it is widely accepted by clinical practitioners.

In the clinical practice the anesthesiologist manually regulates the drugs infusion and the correct propofol administration for a desired level of hypnosis is decided relying on experience, on recommended doses, and on the trends of some vital signs of the patient. The anesthesiologist also administers other necessary drugs for analgesia and neuromuscular blockade. Regarding DoH, the clinical practice usually involves an initial induction phase where a propofol intravenous bolus is used to drive the patient from consciousness to the required hypnotic state in a short time. The rapidity of this phase may give undershoot of the BIS level over the predefined DoH target that might imply dangerous hypotension [23]. During surgery, the anesthesiologist has then to keep a specified BIS level (usually between 40 and 60) despite the occurrence of disturbances mainly related to noxious stimuli. In this maintenance phase, some other boluses could be necessary in emergency cases. Finally, there is the emergence phase where, by stopping the administration of the drugs, the patient recovers from the anesthesia.

A model of the human body drug response is necessary to develop an automatic control system that replicates and improves this clinical procedure. The patient model takes into account the relationship between the propofol infusion rate and the drug effect by means of pharmacokinetic (PK) and pharmacodynamic (PD) models [33]. Pharmacokinetics refers to the infusion, distribution and elimination of the drugs in the body, while pharmacodynamics describes the relationship between the blood concentration of the drug and its clinical effect. The pharmacodynamic model comprises a fictitious compartment, call effect-side, and a nonlinear function, called Hill function, that completes the model by expressing the relation between the
effect-site drug concentration and the clinical effect, giving the BIS level. Based on this model, an open-loop system called target controlled infusion (TCI) has been developed and introduced in surgery for propofol automatic infusion [19]. The anesthesiologist selects the desired blood concentration or the effect site target concentration and the TCI calculates an appropriate bolus based on internal model inversion to achieve the selected value. The anesthesiologist then closes the loop manually to compensate for the modeling uncertainties and the inter-patient variability.

The development of closed-loop control systems for propofol infusion provides significant benefits such as the reduction of the anesthesiologist workload (even if he/she has to be present in any case for supervision and intervention in case of emergency), the avoidance of the problems due to distraction or fatigue, the increase of the safety for the patient thanks to the continuous patient monitoring and, finally, the possible lower administration of drug with a faster post-operative recovery and the reduction of side effects. It has to be taken into account that both too large and too small values of BIS have to be avoided. Indeed, awakenings due to a too small infusion rate should be avoided, but also overdosing might yield cognitive impairment and post-operative delirium [12, 23, 24].

From a control systems point of view, the control problem consists in achieving a fast set-point response with almost no undershoot in the induction phase and a fast disturbance rejection in the maintenance phase. The controller must be also robust to compensate for the different physical characteristics of the patients.

Despite these difficulties, in the literature it is possible to find many applications of a simple proportional-integral-derivative (PID) controller [28]. Different design approaches have been used to design the controller. For example, in [14] the PID has been tuned by a simulation on a patients database. Another approach has been implemented in [52]: the patient model is estimated during the manual initial bolus and the PID is tuned based on it. Other design approaches presented in [18] and [22] have exploited other feedback signals, such as the WAV\textsubscript{CNS} [59] and the auditory evoked potential (AEP). A simplified problem has been addressed in [27], where only the maintenance phase is performed in closed loop. On the contrary, in [26] the complete problem has been studied by considering also the automatic infusion of the analgesia drug. Other studies have been presented in [2, 4, 45]. In these works, the PID controller has been implemented and compared with TCI systems or manual infusion obtaining encouraging results.

Other control methods, such as internal model control [1], model predictive control [20, 58], fractional control [14, 32], \( \mu \)-synthesis [18], fuzzy control [5, 21], neural network based control [17], and positive control [41] have been also proposed to control the DoH in the considered framework, and relevant results have been achieved. In any case it has been recently shown
that it is difficult to improve the performance achieved by a properly tuned PID controller [43]. However, in addition to the above mentioned control requirements, it has to be taken also into account that the BIS signal is very noisy and this might cause a significant decrement of the overall performance. In order to address this issue, in [25] the controller feedback is considered only if the signal quality index is bigger than a given threshold. In [41] a median filter has been used to elaborate BIS signal and filter the noise. Finally, in [43] a low-pass filter is applied on the error variable to reduce the noise and a simple technique for the tuning of the time constant has been developed. In any case, the methods proposed in the literature until now suffer from the following problems:

- the noise in the control variable is significant because its strong reduction would yield an unacceptable decrement of the performance;
- the provided control action might not be intuitive for the anesthesiologist, who operates in any case as supervisor and needs to fully understand the behavior of the controller.

In this paper we propose an event-based control strategy based on a PIDPlus controller, where the control action is updated only when an event occurs [10]. In fact, the rationale of an event-based system is to exploit the control resources only if it is really necessary, that is, when an event occurs [35]. In this context, different event generator algorithms have been proposed in the literature [47]. The PIDPlus controller has already been applied successfully in wireless process control systems in order to reduce the transmissions from the sensor to the controller [9, 11, 53]. In the process control applications where it has been proposed so far, the PIDPlus controller exploits always the Send-On-Delta (SOD) sampling [34], which generates an event when the process variable changes more than a given threshold. However, in the DoH control, because of the strong nonlinearity of the system, the use of the standard SOD strategy might result in the sticking phenomenon [35], which eventually yields very long settling times. In this paper we propose a new event generator algorithm with strong filtering capabilities to solve the problem of the noisy BIS signal without any significant decrement in the performance. In particular, the use of a suitable integral event condition together with a sampling criterion that averages the BIS signal between two consecutive events allows the elimination of the residual noise on the control variable, with less (useless) variations of the infusion rate.

Thus, the devised method presents the following advantages with respect to the other strategies proposed in the literature:

- it significantly reduces the effects of the measurement noise without a significant decrement of the performance;
it mimics the way of operating of the anesthesiologist as the behavior of the feedback controller is very close to the manual regulation of the drug infusion provided by the anesthesiologists, where the infusion rate is changed only if an event is detected;

from the medical staff point of view, the behavior of the controller is clearly understandable, so that the anesthesiologist can easily monitor the system and perform emergency actions;

a less stressful pump actuation is obtained thanks to the reduced number of changes in the control action.

Note that event-based controllers have never been applied to the control of anesthesia so far. The main challenge in the design of an event-based PID controller is having more parameters to tune than a time-driven PID controller and this has been addressed by applying a genetic algorithm (where the induction and maintenance phases have been considered separately) to a benchmark set of 13 patients that are representative of a wide population [20, 38, 54]. A set of optimal tuning parameters to be used with any patient has been obtained. The robustness of the proposed control system with the obtained parameters has then been validated with a Monte Carlo method with respect to the inter- and intra-patient variability.

The paper is organized as follows. In Section 2 the pharmacokinetic and pharmacodynamic models of propofol are briefly reviewed and the benchmark set of patients is reported for the reader’s convenience. The standard PIDPlus event-based controller is reviewed in Section 3 in order to highlight the main features. The proposed event-based controller is described in Section 4. Simulation results (including a comparison with the standard PID controller) are presented in Section 5 and discussed in Section 6. Finally, conclusions are drawn in Section 7.

2 Pharmacokinetic-pharmacodynamic modeling of propofol

A PK-PD model describes the relationship between propofol infusion rate and the drug effect. Pharmacokinetics characterizes the relation between the infusion and the plasmatic concentration of the drug by describing the distribution and elimination of propofol in the body. The pharmacodynamics represents the relation between the plasmatic concentration of the drug and its effect site concentration. For propofol, the series of the PK-PD models can be described by a fourth-order system with two zeros whose parameters depend on the total body weight, height and gender of the patient (see [49, 50] for details). Note that the parameters are based on population
averages, hence the real patient parameters are distributed according to the variances reported in [49].

Then, an additional static nonlinear function is added in series to PD to complete the propofol response model [20, 55, 56]. This sigmoid function, also known as Hill function, correlates the effect-site drug concentration and the clinical effect, represented by the bispectral index scale (BIS):

$$BIS(t) = E_0 - E_{max} \left( \frac{C_e(t)^\gamma}{C_e(t)^\gamma + C_{e50}^\gamma} \right),$$

(1)

where $E_0$ is the baseline value representing the BIS level of the patient in the initial state before the infusion, $E_{max}$ is the maximum reachable effect achieved by the infusion, $\gamma$ represents the steepness of the curve that represents the receptiveness of the patient to the drug and $C_{e50}$ is the drug concentration necessary to reach the half maximal effect. The BIS is a dimensionless index derived from the EEG that represents the level of consciousness. A BIS value of 0 corresponds to EEG silence while a value of 100 denotes a fully conscious patient. Typically, a target BIS value during surgery is 50 but a value between 40 and 60 is sufficient to guarantee an adequate level of sedation [3, 8].

In order to select the parameters of the controller (see Section 4.2) and to evaluate its performance, the set of patient already used in [20, 38, 54] has been considered. The values of the model parameters for the considered population are reported, for the reader’s convenience in Table 1. Note that the dataset has been defined based on clinical studies in order to represent a wide range of people and can be therefore considered as a benchmark accepted by clinicians. In any case, the inter-patient and intra-patient variability is also evaluated by using a Monte Carlo method, see Section 5.3. The thirteenth individual of the considered population is a fictitious person whose parameters have been calculated as the algebraic mean of the other patients, and is therefore referred to as the average patient.

It is worth stressing that newborn and children are not taken into account in this paper as in clinical practice they are handled with different procedures because of their different PK-PD models [13, 31].

3 PIDPlus control architecture

In this section we briefly review the event-based control paradigm and the PIDPlus controller in order to make the proposed method and its application to the DoH control clearer.

Nowadays, thanks to the existence of a mature theory, the vast majority of control systems are based on periodical sampling of signals. Indeed, well established control design methods can be found in literature when signals are sampled at regular time intervals [16].
Table 1: Characteristic variables for the considered set of patients (H: height, W: weight).

<table>
<thead>
<tr>
<th>Id</th>
<th>Age</th>
<th>H [cm]</th>
<th>W [kg]</th>
<th>Gender</th>
<th>$C_{e50}$</th>
<th>$\gamma$</th>
<th>$E_0$</th>
<th>$E_{max}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>40</td>
<td>163</td>
<td>54</td>
<td>F</td>
<td>6.33</td>
<td>2.24</td>
<td>98.8</td>
<td>94.10</td>
</tr>
<tr>
<td>2</td>
<td>36</td>
<td>163</td>
<td>50</td>
<td>F</td>
<td>6.76</td>
<td>4.29</td>
<td>98.6</td>
<td>86.00</td>
</tr>
<tr>
<td>3</td>
<td>28</td>
<td>164</td>
<td>52</td>
<td>F</td>
<td>8.44</td>
<td>4.10</td>
<td>91.2</td>
<td>80.70</td>
</tr>
<tr>
<td>4</td>
<td>50</td>
<td>163</td>
<td>83</td>
<td>F</td>
<td>6.44</td>
<td>2.18</td>
<td>95.9</td>
<td>102.00</td>
</tr>
<tr>
<td>5</td>
<td>28</td>
<td>164</td>
<td>60</td>
<td>M</td>
<td>4.93</td>
<td>2.46</td>
<td>94.7</td>
<td>85.30</td>
</tr>
<tr>
<td>6</td>
<td>43</td>
<td>163</td>
<td>59</td>
<td>F</td>
<td>12.00</td>
<td>2.42</td>
<td>90.2</td>
<td>147.00</td>
</tr>
<tr>
<td>7</td>
<td>37</td>
<td>187</td>
<td>75</td>
<td>M</td>
<td>8.02</td>
<td>2.10</td>
<td>92.0</td>
<td>104.00</td>
</tr>
<tr>
<td>8</td>
<td>38</td>
<td>174</td>
<td>80</td>
<td>F</td>
<td>6.56</td>
<td>4.12</td>
<td>95.5</td>
<td>76.40</td>
</tr>
<tr>
<td>9</td>
<td>41</td>
<td>170</td>
<td>70</td>
<td>F</td>
<td>6.15</td>
<td>6.89</td>
<td>89.2</td>
<td>63.80</td>
</tr>
<tr>
<td>10</td>
<td>37</td>
<td>167</td>
<td>58</td>
<td>F</td>
<td>13.70</td>
<td>1.65</td>
<td>83.1</td>
<td>151.00</td>
</tr>
<tr>
<td>11</td>
<td>42</td>
<td>179</td>
<td>78</td>
<td>M</td>
<td>4.82</td>
<td>1.85</td>
<td>91.8</td>
<td>77.90</td>
</tr>
<tr>
<td>12</td>
<td>34</td>
<td>172</td>
<td>58</td>
<td>F</td>
<td>4.95</td>
<td>1.84</td>
<td>96.2</td>
<td>90.80</td>
</tr>
<tr>
<td>13</td>
<td>38</td>
<td>169</td>
<td>65</td>
<td>F</td>
<td>7.42</td>
<td>3.00</td>
<td>93.1</td>
<td>96.58</td>
</tr>
</tbody>
</table>

Figure 1: Block diagram of an event based control system.

However, recently, the event-based paradigm has been proposed as an effective solution to minimize the utilization of resources such as the energy and the network (this can be crucial, for example, in wireless or low power systems) [29]. In fact, an event-based system exploits the resources only if it is really necessary by sampling and transmitting signals only when an event occurs [35].

A block diagram of an event-based closed loop control system is shown in Figure 1. The system is composed by a process, an event generator and a controller. The event generator implements the event condition and, when the event condition becomes true, sends to the controller a sample of the continuous signal that receives as input.

An event occurs when a logical condition becomes true. The most typical event generator used in control systems is based on the so-called Send-On-Delta (SOD) sampling [34] (also called dead-band sampling, or level-triggered sampling, or Lebesgue sampling [6]). This technique provides an
event generation when a signal changes more than a given threshold $\Delta$. A synchronous condition that forces the triggering of the event is also commonly used because there are situations in which the logical condition can never be true [48]. With this condition an event is raised when the elapsed time without any triggering is higher than a predefined threshold $t_{\text{max}}$. This is actually a safety condition that generates a set of periodical events especially during the steady state of the process. In particular, in DoH control, this condition can be considered as a safety element in the control of the DoH. In fact, especially during the maintenance phase, a set of periodical events is in any case generated due to the $t_{\text{max}}$ condition (with possible small periodical changes in the infusion level).

In general, the SOD event condition on process output can be formalized as

$$|g(y(t) - y(t_{\text{last}}))| \geq \Delta \quad OR \quad t_w \geq t_{\text{max}},$$

(2)

where $g(\cdot)$ is a suitable mathematical function, $y(t_{\text{last}})$ is the value of $y(t)$ at the previous event, $\Delta$ is the event threshold, and $t_w$ is the time elapsed without event triggering.

The controller receives as input the set-point value and the feedback action as in a standard feedback control scheme. The control action is however updated only when an event occurs, that is, when a new feedback value is available, and for this reason a specific controller is necessary to handle a non uniform sampling rate. In this context, one of the most relevant solution already applied in the process industry is the PIDPlus controller [30], which represents a modification of the standard PID controller in order to handle non-periodic measurements. The PIDPlus controller is based on the automatic reset implementation of a standard PID controller, as it is shown in Figure 2, where $K_p$ is the proportional gain, $T_d$ is the derivative time constant, $e$ is the control error, $u$ is the control variable, and the integral action is given by a positive feedback with a first-order filter whose time constant is the integral time constant $T_i$ and whose output is denoted as $f$.

When an event occurs the new filter output is determined as

$$f(t) = f(t_{\text{last}}) + (u(t_{\text{last}}) - f(t_{\text{last}}))(1 - e^{-\Delta t/T_i}),$$

(3)

where $f(t_{\text{last}})$ is the filter output for the last execution, $u(t_{\text{last}})$ is the controller output for the last execution, and $\Delta t$ is the elapsed time between the current event and the previous one. The determined value $f(t)$ is used as the positive feedback signal. This particular controller implementation indeed maintains the last calculated filter output until a new event occurs. The derivative action, denoted as $u_d(t)$ is calculated only when an event occurs with the backward differences method. In order to avoid the well-known derivative kick phenomenon [7], it should be applied to the process variable, resulting in

$$u_d(t) = T_d \frac{y(t) - y(t_{\text{last}})}{t - t_{\text{last}}},$$

(4)
Figure 2: PIDPlus structure derived from automatic reset form of standard PID.

The derivative value is then maintained constant between two events. It is worth noting that, despite its apparently complex formulation, the PID-Plus algorithm is exactly a standard discrete-time PID controller if events are evenly generated. Further, the event generator condition that has been used in the literature until now with a PIDPlus controller is the basic SOD condition

$$|y(t) - y(t_{last})| \geq \Delta \ OR \ t_w \geq t_{max}. $$

This event condition is unsuitable for noisy and nonlinear applications such as the DoH control because of the sticking phenomenon \[35\] and a new event condition will be therefore introduced in the next section in order to deal effectively with the high measurement noise of the BIS signal.

4 Event-based control system design

4.1 Methodology

In this paper a new event generator and the PIDPlus controller described in Section 3 will be used to design an event-based control system suitable for the model described in Section 2. In fact, in the propofol administration the use of resources is not an issue, but the event-based approach can be effectively used to filter the noise and to reproduce the typical clinical practice where the anesthesiologist regulates the drug infusion based on the events that occur during the surgery.

The aim is the automatic regulation of the propofol infusion rate to provide a transition of the patient DoH from the initial BIS level to the desired one and maintain the predefined BIS level during the maintenance phase. The BIS signal is therefore the feedback signal of the closed-loop system presented in Figure 3. In the block diagram, \( r(t) \) is the set-point signal and \( e(t) \) is the error variable. In clinical practice a typical reference value is 50
Figure 3: Event-based control structure for the propofol automatic administration

but a BIS level between 40 and 60 does not yield particular problems in the DoH of the patient.

The controller output $u(t) \ [mg/s]$ is the drug infusion rate calculated to achieve and maintain the desired BIS level. The saturation block on the control action represents the infusion rate bounds with a minimum value of 0 [mg/s] and a maximum value of 6.67 [mg/s]. This maximum value has been calculated for a standard pump (Graseby 3400, Smiths Medical, London, UK) and it represents the maximum infusion rate with a standard propofol concentration (Diprivan 20 [mg/ml]).

The BIS signal noise has been represented as a white Gaussian additive noise on the output, which has then been filtered by a high-pass filter with a cutoff frequency of 5 rad/s. Its power spectral density (PSD) has been estimated from clinical data provided by Department of Anesthesiology, Critical Care and Emergency of the Spedali Civili di Brescia University Hospital, Brescia (Italy). For all the patients the PSD of the signals has been calculated and then averaged to extract the final value of

$$PSD = 39.3392.$$  \hspace{1cm} (5)

The event-based controller is composed of two principal blocks: the new event generator and the PIDPlus controller presented in the previous section. The new event generator has remarkable noise filtering properties and this makes it very suitable for the DoH control. As it has been mentioned before, the noise on the BIS can be considered as band-limited Gaussian noise with zero mean. It is therefore useful to employ an integral event condition to determine the true signal change. In fact, the zero-mean noise tends to be compensated in the integral calculation. Considering only the variation between the signal and the last sample, the proposed event generation condition (that substitutes (2)) is:

$$\left| \int_{t_{last}}^{t} y(t) - y_f(t_{last}) dt \right| > \Delta_i \ OR \ t_w > t_{max},$$  \hspace{1cm} (6)
where $y(t)$ is the process variable, $y_f(t_{last})$ is the last sample sent to the controller, $t_{last}$ is the time of the previous event, $t$ is the current time instant, $t_w$ is the elapsed time from the previous event, and $\Delta_i$ and $t_{max}$ are the tuning parameters of the event generator. The selection of $\Delta_i$ allows the modification of the variation of $y(t)$ required to generate an event. The tuning of this parameter is not immediate due to the integral condition, and in the next subsection a simple procedure is proposed. The second part of the event condition is, as already explained, a safety condition that forces the triggering of the event in any case. This is useful in the maintenance phase where a set of periodical events is generated with consequent small periodical changes in infusion level to keep the required BIS level. This behavior replicates the anesthesiologist manual check and infusion regulation during the surgery. The tuning of $t_{max}$ is also addressed in the next subsection.

In a standard SOD system, when an event occurs a sample of the process output is sent to the controller. We propose the use of another integral action to calculate the average value of the signal between the previous event and the current time instant. Thus, at each event, the average value of the BIS signal is computed as:

$$y_M(t) = \frac{\int_{t_{last}}^{t} y(t) dt}{t - t_{last}}.$$  

(7)

The idea is based again on the filtering effect of the integral calculation on white noise. In the clinical practice it is also important to analyze the BIS trend rather than the exact BIS value at the event generation time instant. Averaging the process variable between two consecutive events allows the evaluation of the trend between the two considered events, replicating again the anesthesiologist behavior. The block diagram of the complete event generator is illustrated in Figure 4, where the Event Condition block implements the integral condition (6), the Signal Elaboration block calculates the average of $y(t)$ according to (7) and its calculation is kept as the event generator output $y_f(t)$ between two events. The resulting output $y_f(t)$ is therefore a piecewise constant approximation of $y(t)$ without noise. From
a control system point of view this is a significant advantage because the
filtering effect implies a great advantage in terms of the control performance
and of the actuator usage.
A second-order low-pass filter is also implemented before the event generator
block to filter possible high noise peaks on $y(t)$ and to prefilter the noise.
The transfer function of the filter is:

$$F(s) = \frac{1}{(T_f s + 1)^2}. \quad (8)$$

The filter cut-off frequency (and consequently the $T_f$ parameter) is tuned
in order to filter only the high frequencies and to avoid modifications of
the dynamics of the control loop, which might yield an excessively slow
response and the risk of instability. Details on its tuning are reported in the
next subsection.

### 4.2 Tuning of the controller

A correct tuning of the overall controller is necessary to obtain the desired
performance and satisfy the clinical specifications. The propofol infusion
has to be regulated in order to achieve a BIS level of 50 with a short settling
time (about 4 min) in the induction phase. In the maintenance phase the
controller should reject disturbances mainly due to noxious stimuli. Several
surgical disturbance profiles have been proposed in [14, 54]. All of them
mainly act as additive output disturbances, thus lowering the DoH value.
Some of them are quite complicated since they try to represent the arousal
due to laryngoscopy, intubation, incisions, periods of no stimulations and
total stimulation withdrawing. In spite of their complexity, these profiles
do not actually represent exactly the reality. Hence, the disturbance model
used in [51] has been considered because of its simplicity and because it
allows an easy evaluation of the controller performance. It consists of a step
signal of amplitude 10, acting directly on the process variable, followed by
another step after 20 minutes of amplitude -10.

In general, excessive variations of the BIS level should be avoided to reduce
possible side effects. In particular, in the initial transition, it is fundamental
to limit the undershoot of the BIS level as this might imply the occurrence of
a dangerous hypotension [24]. A BIS range of 40 – 60 is recommended from
clinical practice for the maintenance phase and as a bound for the oscillation
possibly induced in the initial transient. As already mentioned, both
underdosing and overdosing should be avoided, as the first might yield an
awakening of the patient, while the latter might yield cognitive impairment
and post-operative delirium.

In the proposed control scheme six parameters have to be tuned: $K_p$, $T_i$ and
$T_d$ for the PIDPlus controller, $\Delta_i$ and $t_{\text{max}}$ for the event generator, and $T_f$
for the low-pass filter.
In an event-based control system, there are no standard methods to tune the parameter that generates the event after a predefined time interval has elapsed without events. Indeed, the value of $t_{\text{max}}$ should depend on the dynamics of the controlled system and on the importance of this time-based safety condition in the particular application. In the DoH control it is important to replicate the clinical practice and to guarantee an adequate safety of the patient. Based on this consideration, the value $t_{\text{max}} = 30 \, [\text{s}]$ can be considered a reasonable time interval.

Regarding the PIDPlus parameters $K_p$, $T_i$ and $T_d$, the typical tuning rules that are generally used for this kind of controller are not suitable for the DoH control because of the process complexity. As it has been described in Section 2, the PK/PD model of propofol is a high-order system with a static nonlinearity and a linearization and/or a model reduction might result in a significant loss of information in the system dynamics. Further, also the tuning of the threshold parameter $\Delta_i$ is not straightforward, although its physical meaning is clear as it handles the trade-off between the filtering of the noise and the number of events.

For this reason another approach has been pursued and these parameters have been tuned by employing genetic algorithms [36], which are capable to determine a global optimum of an optimization problem in a stochastic sense. Other evolutionary algorithms could have been used for this purpose [15].

In particular, a genetic algorithm with a 100 elements of initial population and 500 generations has been used. The initial population of the parameters has been generated with a uniform distribution and a Gaussian mutation function has been used. Further, the genetic algorithm has been performed many times with different initial populations in order to be obtain a tuning which represents the global minimum. The fitness function to be minimized by the genetic algorithm has been expressed as the worst-case integrated absolute error (IAE) value by considering all the patients of the benchmark set of Table 1 (in the case where no noise is present). The integrated absolute error is defined as

$$IAE = \int_{0}^{\infty} |r(t) - BIS(t)| \, dt$$

and minimizing it generally implies a fast settling time without a large overshoot.

The obtained tuning can be regarded as an optimal robust tuning because is obtained by solving a min-max optimization problem over a set of patients representative of a large population. As a consequence, no further optimizations are required and the end user can simply adopt the parameters provided in this paper. Two different sets have been determined, one for the set-point response and one for the disturbance rejection, so that a gain scheduling control strategy can be implemented in order to improve the performance of the system [43].
### Table 2: Complete tuning of the event based system.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Set-point</th>
<th>Disturbance</th>
</tr>
</thead>
<tbody>
<tr>
<td>$K_p$</td>
<td>0.0353</td>
<td>0.0215</td>
</tr>
<tr>
<td>$T_i$</td>
<td>198.86</td>
<td>320.99</td>
</tr>
<tr>
<td>$T_d$</td>
<td>25.60</td>
<td>8.38</td>
</tr>
<tr>
<td>$\Delta_i$</td>
<td>31.45</td>
<td>25.05</td>
</tr>
<tr>
<td>$t_{max}$</td>
<td>30</td>
<td></td>
</tr>
<tr>
<td>$T_f$</td>
<td>0.1</td>
<td></td>
</tr>
</tbody>
</table>

Finally, $T_f$ has to be tuned for a prefiltering of the noise, mainly to eliminate possible noise high peaks, without influencing the dynamics of the control system. Hence, the parameter has been fixed equal to 0.1 in an empirical way by taking into account the time constants of the system and after some simple simulated tests. The absence of an influence of the filter on the overall dynamics of the control system has been proven by determining (in the absence of noise) a performance decay ratio defined as

$$d = \max_k \frac{IAE_{filter,k} - IAE_k}{IAE_k},$$

where $IAE_{filter,k}$ indicates the integrated absolute error value obtained with the low-pass filter for the $k$th patient, and $IAE_k$ denotes the same index calculated for the response without the prefiltering effect. This index has been calculated considering the worst case over the patients population and it results to be 0.23%, so that it can be deduced that the low-pass filter does not affect the system response.

The complete tuning of the event based system is summarized in Table 2.

### 5 Simulation results

#### 5.1 Performance indexes

A large number of simulations have been performed in order to test the devised event-based method. In order to evaluate the obtained performance, the following performance indexes, proposed in [20], have been calculated for the set-point following (namely, the induction phase) task:

- **TT**: observed time-to-target (in seconds) required for reaching the first time the target interval of 45-55 BIS values;
- **BIS-NADIR**: the lowest observed BIS value;
- **ST10**: settling time, defined as the time interval for the BIS to reach and steady within the BIS range between 45 and 55 (that is, the target value of $50 \pm 5$);
Figure 5: Set-point response of the average patient 13. Top plot: BIS level. Middle plot: event-based control action. Bottom plot: events generated.

- ST20: the same of ST10 but it considers a BIS range of 40 and 60;
- US: undershoot, defined as the difference between the lower threshold of 45 and the minimum value of BIS below this threshold.

Regarding the load disturbance rejection task, that is the maintenance phase, only the TT and the BIS-NADIR indexes are meaningful, by taking into account that the disturbance signal consists of a step signal of amplitude 10, acting directly on the process variable, followed by another step after 20 minutes of amplitude -10. However, it is sensible to calculate the indexes separately for the positive and for the negative step.

5.2 Average patient

As a first simulation result, the induction phase of the thirteen (average) patient is plotted in Figure 5 in order to illustrate the rationale of the method. The BIS signal is shown in the first plot, the event-based control action in the second and the events generated by the noise filtering event generator in the third. The resulting performance indexes are shown in Table 3. It appears that the achieved performance is satisfactory from a clinical point of view as the required DoH is attained in a short time without undershoot.
Table 3: Performance indexes of the step-response for the average patient 13.

<p>| | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>TT [min]</td>
<td>1.81</td>
</tr>
<tr>
<td>BIS-Nadir</td>
<td>48.23</td>
</tr>
<tr>
<td>ST10 [min]</td>
<td>1.81</td>
</tr>
<tr>
<td>ST20 [min]</td>
<td>1.64</td>
</tr>
<tr>
<td>US</td>
<td>0</td>
</tr>
</tbody>
</table>

In particular, it can be noted that TT is equal to ST10 and this proves that there is no undershoot over the 45-55 range. The settling time should be interpreted by also taking into account that the proposed control systems regulates the infusion in the initial transition without using a bolus. While this implies a slight increment of the settling time, it also avoids a dangerous undershoot in BIS level [44]. Further, the avoidance of the initial rapid bolus reduces the risk of hemodynamic instability with vascular dilation and stroke volume reduction with harmful hypotension [57]. By analyzing the control variable, it can be observed that the infusion rate is piecewise constant because of the event-based strategy. Indeed, the controller keeps \( u(t) \) at a constant value until a BIS significant change occurs with clinical benefits due to the more regular infusion. This kind of infusion has advantages in the patient hemodynamics compared to the continuous control action variation obtained with other control strategies. From a technical point of view, a piecewise constant control variable guarantees also less pump stress. Another very relevant advantage of the event-based strategy is the total absence of the noise in the control variable thanks to the filtering properties of the devised event generator. This is indeed beneficial for the pump because there are no useless variations. In order to highlight the filtering properties of the event generator, the (noisy) process variable \( y(t) \) is plotted together with the output of the event generator \( y_f(t) \) (that is, the actual feedback signal) in Figure 6. It clearly appears that \( y_f(t) \) is not affected by a residual noise as it usually happens with standard low-pass filtering techniques. By analyzing the events that are generated during the experiment of Figure 5, it is possible to observe that more events occur during the transient because of the rapid variation of the BIS level. Then, when the BIS is close to the reference value, the safety synchronous condition generates events every 30 [s], that is, before the triggering of the integral condition. This forces small corrections of the control action to achieve the BIS reference value. The excellent filtering properties of the scheme are confirmed in Figure 7 where, again for patient 13, two simulations, one with noise and the other one without noise are compared. Results are virtually the same, demonstrating the effectiveness of the event generator.
Figure 6: Noisy process variable $y(t)$ and the corresponding event generator output $y_f(t)$ (thick solid line).

Figure 7: BIS signal and control action in the induction phase with (solid line) and without (dashed line) measurement noise.

Two additional performance indexes have been considered, the Integrated Absolute Error defined in (9), which evaluates the tracking perfor-
Table 4: Comparison of IAE and TV of the set-point and disturbance rejection response of average patient 13 with and without noise.

<table>
<thead>
<tr>
<th>Index</th>
<th>Set-point</th>
<th>Disturbance</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>With noise</td>
<td>Without noise</td>
</tr>
<tr>
<td>IAE</td>
<td>3947.2</td>
<td>3932.9</td>
</tr>
<tr>
<td>TV</td>
<td>4.03</td>
<td>4.00</td>
</tr>
</tbody>
</table>

Table 5: Disturbance rejection indexes for the average patient 13.

<table>
<thead>
<tr>
<th>TTP [min]</th>
<th>0.63</th>
<th>TTn [min]</th>
<th>1.14</th>
</tr>
</thead>
<tbody>
<tr>
<td>BIS-NADIRp</td>
<td>47.39</td>
<td>BIS-NADIRn</td>
<td>52.44</td>
</tr>
</tbody>
</table>

Another test performed on the system is related to the maintenance phase, that is, to the disturbance rejection task, in order to evaluate the compensation of possible noxious stimuli. Results for patient 13 are shown in Figure 8. As for the induction phase, also in this case the control action is modified by a sequence of events. In particular, the controller increases the drug infusion with the first (positive) step to decrease the DoH of the patient and viceversa with the second (negative) step. The same indexes proposed for the set-point response are evaluated for each step in Table 5. Time intervals are calculated from the time instant of the application of the corresponding step disturbance. The indexes for the positive step are denoted with the letter ‘p’ and for the negative step with letter ‘n’ respectively. As already mentioned, the other indexes are not shown as they are meaningless for this task. It appears that the settling times are satisfactory according to the clinical practice as the controller ensures a disturbance rejection with limited effects on DoH of the patient. The TTn value is higher than the TTP value because of the saturation of the pump. In fact, the controller has to decrease the infusion level to compensate the decrement of the BIS level, but the lower infusion limit is zero. The pump is therefore switched off until the BIS level naturally increases and this produces a higher settling time. As for the induction phase, the efficacy of the filter is then verified by comparing the noisy and noise-free cases. Results shown in Figure 9 show that
the responses in the two cases again are almost overlapped. The IAE and TV indexes have been calculated also in this case in a simulation of 50 [min] with a sampling period of 1 [s] and their values are reported in Table 4, where the effectiveness of the event generator appears also in the disturbance rejection case.

5.3 Robustness evaluation

The robustness of the controller has to be validated by considering the inter-patient variability and for this purpose the same tests performed on the average patient 13 have been initially performed on the entire population of Table 1. The set-point responses (induction phase) are shown in Figure 10. The trends of the BIS level and the control actions are quite similar for each patient. All the performance indexes have been calculated also in this case and they are reported in Table 6. It is worth stressing that TT is always equal to ST10 and US is always zero. In Figure 11 the disturbance rejection case is shown for each patient and the corresponding indexes are reported in Table 7. Settling times are again satisfactory with respect to the clinical
practice as the oscillations of the BIS level are always bounded in a safety interval.

The inter-patient robustness has been further tested by implementing a Monte Carlo method where 500 PK-PD models of patients have been generated by considering a uniform distribution of the age between 18 and 70, of the height between 150 [cm] and 190 [cm], and of the weight between 50 [kg] and 100 [kg]. Then, the distribution of the values for the Hill function parameters have been taken from [56]. Results related to the induction phase are shown in Figure 12, while those related to the maintenance phase are shown in Figure 13. The corresponding indexes are shown in Tables 8 and 9. The controller is robust to the inter-patient variability as all the clinical specifications are always fulfilled. From another point of view, it is confirmed that the patients of Table 1 of the paper are really representative of a wide population, as the controller tuned by only taking them into account can be satisfactorily applied to a general population.

Finally, we consider intra-patient variability which is the statistical distribution of the model parameters. Another Monte Carlo method has been implemented. In particular, for each patient in Table 1, a set of 1000 models have been generated based on the statistical properties of the model
Figure 10: BIS level and control action (induction phase) of each patient of the data set.

Table 6: Performance indexes for the set-point response of each patient.
Figure 11: BIS level and control action (maintenance phase) of each patient of the data set.

<table>
<thead>
<tr>
<th>Patient</th>
<th>TTP [min]</th>
<th>BIS-NADIRp</th>
<th>TTn [min]</th>
<th>BIS-NADIRn</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.74</td>
<td>48.59</td>
<td>1.45</td>
<td>51.80</td>
</tr>
<tr>
<td>2</td>
<td>0.58</td>
<td>46.74</td>
<td>1.08</td>
<td>52.87</td>
</tr>
<tr>
<td>3</td>
<td>0.66</td>
<td>47.90</td>
<td>1.20</td>
<td>51.47</td>
</tr>
<tr>
<td>4</td>
<td>0.68</td>
<td>48.33</td>
<td>1.18</td>
<td>50.36</td>
</tr>
<tr>
<td>5</td>
<td>0.65</td>
<td>47.85</td>
<td>1.54</td>
<td>51.95</td>
</tr>
<tr>
<td>6</td>
<td>0.68</td>
<td>47.23</td>
<td>1.15</td>
<td>52.26</td>
</tr>
<tr>
<td>7</td>
<td>0.73</td>
<td>48.51</td>
<td>1.37</td>
<td>50.82</td>
</tr>
<tr>
<td>8</td>
<td>0.65</td>
<td>48.53</td>
<td>1.36</td>
<td>51.09</td>
</tr>
<tr>
<td>9</td>
<td>0.53</td>
<td>47.01</td>
<td>1.10</td>
<td>52.98</td>
</tr>
<tr>
<td>10</td>
<td>0.79</td>
<td>48.70</td>
<td>1.43</td>
<td>50.74</td>
</tr>
<tr>
<td>11</td>
<td>0.82</td>
<td>49.70</td>
<td>1.76</td>
<td>50.40</td>
</tr>
<tr>
<td>12</td>
<td>0.74</td>
<td>48.99</td>
<td>1.57</td>
<td>51.51</td>
</tr>
<tr>
<td>13</td>
<td>0.64</td>
<td>47.34</td>
<td>1.14</td>
<td>52.44</td>
</tr>
<tr>
<td>Mean</td>
<td>0.68</td>
<td>48.12</td>
<td>1.33</td>
<td>51.59</td>
</tr>
<tr>
<td>Std. Dev.</td>
<td>0.08</td>
<td>0.86</td>
<td>0.21</td>
<td>0.89</td>
</tr>
<tr>
<td>Min</td>
<td>0.53</td>
<td>46.74</td>
<td>1.07</td>
<td>50.36</td>
</tr>
<tr>
<td>Max</td>
<td>0.82</td>
<td>49.70</td>
<td>1.76</td>
<td>52.98</td>
</tr>
</tbody>
</table>

Table 7: Performance indexes for the disturbance rejection of each patient.
Figure 12: Set-point step responses by using Monte Carlo method to verify the controller robustness with respect to the inter-patient variability.

<table>
<thead>
<tr>
<th>Index</th>
<th>TT [min]</th>
<th>BIS-NADIR</th>
<th>ST10 [min]</th>
<th>ST20 [min]</th>
<th>US</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td>1.48</td>
<td>47.42</td>
<td>1.69</td>
<td>1.32</td>
<td>0.30</td>
</tr>
<tr>
<td>Std. Dev.</td>
<td>0.15</td>
<td>2.33</td>
<td>0.41</td>
<td>0.15</td>
<td>0.91</td>
</tr>
<tr>
<td>Min</td>
<td>1.13</td>
<td>38.90</td>
<td>1.25</td>
<td>1.07</td>
<td>0</td>
</tr>
<tr>
<td>Max</td>
<td>1.94</td>
<td>49.88</td>
<td>2.85</td>
<td>2.34</td>
<td>6.1</td>
</tr>
</tbody>
</table>

Table 8: Performance indexes for the set point responses with the Monte Carlo method for inter-patient variability.

<table>
<thead>
<tr>
<th>Index</th>
<th>TT_p [min]</th>
<th>BIS-NADIR_p</th>
<th>TT_n [min]</th>
<th>BIS-NADIR_n</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td>0.62</td>
<td>47.29</td>
<td>1.26</td>
<td>52.39</td>
</tr>
<tr>
<td>Std. Dev.</td>
<td>0.02</td>
<td>1.01</td>
<td>0.13</td>
<td>1.03</td>
</tr>
<tr>
<td>Min</td>
<td>0.50</td>
<td>44.48</td>
<td>1.01</td>
<td>50.03</td>
</tr>
<tr>
<td>Max</td>
<td>0.77</td>
<td>49.81</td>
<td>1.57</td>
<td>54.41</td>
</tr>
</tbody>
</table>

Table 9: Performance indexes for the load disturbance step responses with the Monte Carlo method for inter-patient variability.
Figure 13: Load disturbance step responses by using Monte Carlo method to verify the controller robustness with respect to the inter-patient variability.
Figure 14: Set-point step responses by using Monte Carlo method to verify the controller robustness with respect to the intra-patient variability (average patient 13).

reported in [49]. For the sake of readability, results related only to the average patient 13 are shown in Figure 14 and the corresponding performance indexes are reported in Table 10. Despite the intra-patient variability, the set-point response with the event-based controller is always satisfactory and the clinical specification are always fulfilled. Obviously, there is some variability in the calculated indexes but, as it shown in Table 14, it is limited and does not significantly influence the induction phase. The results of the Monte Carlo method for all the patients in the database are shown in Figure 15. It can be deduced that the robustness of the controller is confirmed for all the patients.

The same considerations can be done for the disturbance rejection task. The corresponding results, again related to 1000 models generated with the Monte Carlo method for the average patient 13, are shown in Figure 16 and the performance indexes are reported in Table 11, while the results for all the patients are shown in Figure 17.
Figure 15: Monte Carlo method results for the set point step response for all the patients.
### Table 10: Performance indexes for the set point responses with the Monte Carlo method for intra-patient variability (average patient 13).

<table>
<thead>
<tr>
<th>Index</th>
<th>TT [min]</th>
<th>BIS-NADIR</th>
<th>ST10 [min]</th>
<th>ST20 [min]</th>
<th>US</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td>1.84</td>
<td>48.47</td>
<td>1.84</td>
<td>1.64</td>
<td>0</td>
</tr>
<tr>
<td>Std. Dev.</td>
<td>0.07</td>
<td>0.82</td>
<td>0.07</td>
<td>0.06</td>
<td>0</td>
</tr>
<tr>
<td>Min</td>
<td>1.63</td>
<td>46.39</td>
<td>1.63</td>
<td>1.47</td>
<td>0</td>
</tr>
<tr>
<td>Max</td>
<td>2.03</td>
<td>49.54</td>
<td>2.03</td>
<td>1.80</td>
<td>0</td>
</tr>
</tbody>
</table>

Figure 16: Load disturbance step responses by using Monte Carlo method to verify the controller robustness with respect to the intra-patient variability (average patient 13).

#### 5.4 Comparison with a standard PID controller

In this section the event-based control system proposed in the paper is compared with a standard (time-driven) PID control system, which has been widely investigated and employed also in clinical trials. For this purpose, the data set of Table 1 is considered.

The standard control scheme is shown in Figure 18 where a low-pass filter is implemented on the BIS signal to eliminate the noise peaks. Then, an
Figure 17: Monte Carlo method results for the load disturbance step response for all the patients.
Table 11: Performance indexes for the load disturbance step responses with the Monte Carlo method for intra-patient variability (average patient 13).

<table>
<thead>
<tr>
<th>Index</th>
<th>TTp [min]</th>
<th>BIS-NADRIP</th>
<th>TTn [min]</th>
<th>BIS-NADIRn</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td>0.65</td>
<td>47.44</td>
<td>1.14</td>
<td>52.21</td>
</tr>
<tr>
<td>Std. Dev.</td>
<td>0.02</td>
<td>0.37</td>
<td>0.06</td>
<td>0.55</td>
</tr>
<tr>
<td>Min</td>
<td>0.61</td>
<td>46.38</td>
<td>0.99</td>
<td>51.24</td>
</tr>
<tr>
<td>Max</td>
<td>0.69</td>
<td>48.34</td>
<td>1.30</td>
<td>53.50</td>
</tr>
</tbody>
</table>

Figure 18: Standard PID control structure.

The output-filtered PID controller is used. Its transfer function is expressed as

\[ C(s) = K_p \left(1 + \frac{1}{sT_i} + sT_d\right) \frac{1}{(sT_{f2} + 1)^2}, \]  

(12)

where \( K_p \) is the proportional gain, \( T_i \) is the integral time constant, \( T_d \) is the derivative time constant and \( T_{f2} \) is the time constant of the low-pass filter used to reduce the noise on the control variable. This control system and its tuning has been already investigated in [43]. In order to perform a fair comparison, the tuning of the PID controller has been determined again with genetic algorithms by minimizing the IAE, and the set-point response and the load disturbance rejection tasks have been considered separately. The value of \( T_{f2} \) has been determined by achieving a performance decay ratio (10) of 20%, which is a decrement of performance that can be accepted in order to have a reasonable filtering of the noise. The complete tuning of the system is reported in [43] and \( T_f \) is fixed to 0.1 as for the event-based control system. The controller has been implemented in a discrete-time version and the sampling period has been selected to 1 [s].

The set-point responses and the disturbance rejection response of all the patients of Table 1 for the standard PID control system are shown in Figure 19. This control system satisfies the clinical specifications, with fast response and reduced overshoot of the BIS level in each case. However, the
Table 12: Performance indexes for the set-point response and disturbance rejection of each patient with standard PID and PI controller

(a) Set-point response

<table>
<thead>
<tr>
<th>Index</th>
<th>TT [min]</th>
<th>BIS-NADIR</th>
<th>ST20 [min]</th>
<th>ST10 [min]</th>
<th>US</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>PI</td>
<td>PID</td>
<td>PI</td>
<td>PID</td>
<td></td>
</tr>
<tr>
<td>Mean</td>
<td>1.89</td>
<td>1.27</td>
<td>47.53</td>
<td>2.39</td>
<td>1.25</td>
</tr>
<tr>
<td>Std. Dev.</td>
<td>0.27</td>
<td>0.16</td>
<td>3.98</td>
<td>1.35</td>
<td>1.49</td>
</tr>
<tr>
<td>Min</td>
<td>1.52</td>
<td>1.01</td>
<td>33.94</td>
<td>1.38</td>
<td>0.86</td>
</tr>
<tr>
<td>Max</td>
<td>2.31</td>
<td>1.49</td>
<td>48.77</td>
<td>5.38</td>
<td>6.34</td>
</tr>
</tbody>
</table>

(b) Disturbance rejection

<table>
<thead>
<tr>
<th>Index</th>
<th>TTp [min]</th>
<th>BIS-NADIRp</th>
<th>TTn [min]</th>
<th>BIS-NADIRn</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>PI</td>
<td>PID</td>
<td>PI</td>
<td>PID</td>
</tr>
<tr>
<td>Mean</td>
<td>0.52</td>
<td>0.46</td>
<td>46.55</td>
<td>1.16</td>
</tr>
<tr>
<td>Std. Dev.</td>
<td>0.06</td>
<td>0.06</td>
<td>0.75</td>
<td>0.45</td>
</tr>
<tr>
<td>Min</td>
<td>0.40</td>
<td>0.35</td>
<td>45.39</td>
<td>0.88</td>
</tr>
<tr>
<td>Max</td>
<td>0.62</td>
<td>0.57</td>
<td>48.03</td>
<td>1.57</td>
</tr>
</tbody>
</table>

The main problem of this approach is the residual noise on the control action as it is shown in Figure 19. In fact, the derivative action of the controller amplifies the measurement noise and the low-pass filter on the control action can not entirely compensate for this effect. This may be a problem for the infusion pump. The problem is more evident in the set-point response due to the higher value of $T_d$ and consequentially of the derivative action.

A simple solution is to remove the derivative action from the controller by using a PI controller with a second-order low-pass filter on the control action. In this way the measurement noise is not amplified from the controller and the filter can better compensate for the noise. A new tuning of the system is necessary and this can be done by using the same criteria employed for the PID controller. The resulting controller parameters are also reported in [43]. As it is shown in Figure 20, this solution compensates for the measurement noise on the control action, however the performance obtained is not as satisfactory as in the PID case, since a longer settling time and a higher undershoot result. In fact, even if a correct DoH is guaranteed in a reasonable time, oscillations occur because of the absence of the derivative action. In the disturbance rejection task a small residual noise is still present because of the aggressive tuning of the controller. The comparison of the performance indexes for the standard PID and PI controller is shown in Table 12.

It can be observed that TT, ST20, and (most of all) ST10 are higher in the PI case. The oscillatory trend of the BIS level is detected by the
US index that, in the PI case, is seven times more than the PID case. The minimum BIS value with the PI controller is 34.62 that can be too low from a clinical point of view. The same result applies for disturbance rejection indexes.

On the contrary, the event-based control system compensates for the noise thanks to the new event generator and the derivative action can be fully exploited. The event-based paradigm allows both a small settling time and a bounded undershoot of the BIS level, close to those obtained with the standard PID controller, see Figure 21, but it completely rejects the noise. The main difference between the responses obtained with the two systems is at the beginning of the transient response. In this phase the standard PID has a faster reaction in comparison with the event-based system (in the latter case TT increases of 15% and ST10 and ST20 of 6%). This effect does not imply significant differences from a clinical point of view. In order to provide a deeper analysis, the indexes presented in [54] are evaluated to quantitatively compare the performance of the two control systems. In particular, this analysis is performed for a simulation of 10 [min] for set-point response and of 50 [min] for the disturbance rejection response, with a sampling period of 1 [s]. The considered performance indexes are:

- **PE**: performance error, calculated for each patient $i$ and for each sample $j$ according to the formula
  \[
  PE_{ij} = \frac{BIS_j(t) - BIS_{\text{ref}}}{BIS_{\text{ref}}} \times 100, \quad j = 1, \ldots, N_i, \quad (13)
  \]
  where $BIS_{\text{ref}}$ is the reference BIS value and $BIS$ is the measured one;

- **MDPE**: median performance error, which is a measure of bias and describes whether the measured values are systematically distributed either above or below the BIS reference. It is calculated as:
  \[
  MDPE_i = \text{Median}\{PE_{ij}, \quad j = 1, \ldots, N_i\}, \quad (14)
  \]
  where $j$ is the measured sample and $N_i$ is the number of PE values obtained for the $i$th patient;

- **MDAPE**: median absolute performance error, which reflects the inaccuracy of the control method for the $i$th patient; it is defined as
  \[
  MDAPE_i = \text{Median}\{|PE_{ij}|, \quad j = 1, \ldots, N_i\}; \quad (15)
  \]

- **WOBBLE**, which is an index of time-related changes in the performance and measures the intra-patient variability in performance errors as:
  \[
  WOBBLE_i = \text{Median}\{|PE_{ij} - MDAPE_i|, \quad j = 1, \ldots, N_i\}. \quad (16)
  \]
Table 13: Mean values and standard deviations of the performance indexes obtained with the standard and the event-based PID controller for the set-point response and disturbance rejection by considering all the patients of the dataset.

<table>
<thead>
<tr>
<th>Index</th>
<th>Set-point</th>
<th>Disturbance</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>PID standard</td>
<td>PID events</td>
</tr>
<tr>
<td>MDPE [%]</td>
<td>0.46±1.16</td>
<td>0.61±0.51</td>
</tr>
<tr>
<td>MDAPE [%]</td>
<td>1.21±1.33</td>
<td>1.44±0.71</td>
</tr>
<tr>
<td>WOBBLE [%]</td>
<td>1.21±0.56</td>
<td>2.34±0.95</td>
</tr>
<tr>
<td>TV</td>
<td>60.97±2.53</td>
<td>4.30±0.74</td>
</tr>
<tr>
<td>Q [mg]</td>
<td>317.71±51.84</td>
<td>308.12±50.25</td>
</tr>
</tbody>
</table>

Other important indexes considered in this paper are the total variation \((TV)\) and the quantity of administered drug \((Q [mg])\). The obtained results are shown in Table 13.

A negative MDPE indicates that the controller tends to overdose, leading to BIS levels below the set-point, while a positive MDPE implies underdosing. In the set-point response, MDPE is lower for standard PID than for the event-based controller, but their values are in any case close to zero and this does not involve a significant difference from a clinical point of view. For the disturbance rejection task, MDPE is negative for PID+ and positive for the standard case, but also in this context the indexes are close to zero. The differences in the MDPE values can be attributed to the different tunings of the systems that can be more or less aggressive and therefore produce different values of PE.

A tighter control is expected from a system with a smaller MDAPE. This may reduce periods of excessive anesthesia or reduce risk of awareness. No significant differences occur in set-point response, where the MDAPE values are similar and stay within a range of 5%, which is acceptable from a clinical standpoint. Also for disturbance rejection MDAPE is less than 5% but it is higher for PID+ than for the standard PID. The difference is due to the previously mentioned slower reaction of the event-based system, but this does not represent a problem because the settling time specifications are always fulfilled. The MDAPE different values also affect the WOBBLE analysis where there are some differences for disturbance rejection. The quantity of administered drug is similar for the two solutions with a slightly smaller value in set-point response for the event-based controller. Nevertheless, neither the MDAPE nor the WOBBLE allows the user to prefer the standard PID to the event-based PID controller, because the indexes have reasonable values in both cases. What makes the real difference between the two controllers is the total variation. For the standard PID controller its value can be also twenty times higher than for the event-based controller,
mainly because of the effect of the derivative action on the measurement noise.

6 Discussion

Based on the obtained results the following considerations can be done:

- the event-based controller provides the required performance (fast transient and small overshoot) in the induction phase. Indeed, the performance is similar to that obtained with recently proposed control strategies like those based on model predictive control [39, 40] or on a state observer [42];

- also in the maintenance phase the event-based controller provides a satisfactory performance with limited BIS oscillations and undershoots. In the clinical practice the anesthesiologist has to manually compensate the disturbance with small propofol boluses. However, it might be difficult for him/her to determine the correct amount of drug to be administrated, especially in those cases where the BIS level suddenly changes due to the noxious stimulus;

- both the $IAE$ and $TV$ indexes have very similar values with and without noise and this proves that the influence of the noise is practically canceled without introducing a phase shift and therefore demonstrates the efficacy of the filtering property of the proposed event generator;

- the event-based solution can be preferred to a standard PID controller because, in spite of a negligible performance decrease detected with the performance indexes, the new event generator yields a much better control action. Indeed, less variations in the control variable are advantageous for the pump hardware and also for the patient, as a more regular infusion implies a more stable hemodynamic. The PI solution to eliminate the residual noise on the control action is not a very efficient solution because there is a significant decrement of the performance of the system with possibly dangerous undershoots;

- the control action resembles the manual infusion provided by the anesthesiologist, who can therefore clearly understand the behavior of the controller and better supervise the overall procedure;

- the new control architecture together with the determined optimal values of the parameters have demonstrated to provide the required robustness to inter- and intra-patient variability.

In conclusion, the proposed event-based control structure fulfills the clinical specifications by achieving a DoH slightly worse than that of a PID control,
but with no residual noise and a piecewise constant control action beneficial for the patient, for the anesthesiologist, and for the pump.

7 Conclusions

The use of the event-based PID control methodology for the automatic dosing of propofol during general anesthesia has been developed in this paper in order to replicate the behavior of the anesthesiologist. Two different sets of parameters have been used for the induction and maintenance phases. The method has the clear advantage of providing a noise-free manipulated variable and this is paid by only a slight decrement of the performance with respect to PID control. The robustness to inter- and intra-patient variability has been demonstrated by applying a Monte Carlo method.
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Figure 19: Set-point response and disturbance rejection for all the patients with a standard PID controller.
Figure 20: Set-point response and disturbance rejection for all the patients with a standard PI controller.
Figure 21: Set-point response and disturbance rejection for all the patients with a standard PID controller (solid lines) and with an event based PID system (dashed lines).

(a) Set-point response

(b) Disturbance rejection