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Unphysical nucleation of diamond in the extended cutoff Tersoff potential
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In simulations of carbon materials it is common practice to view the coefficients of the cutoff function as
free parameters which can be optimized according to the system of interest. This work examines a common
modification to the widely-used Tersoff potential in which the coefficient of the upper cutoff is increased to
improve the properties of amorphous carbon. Using Molecular Dynamics simulations, we show that this
so-called Extended Cutoff Tersoff model leads to nucleation of diamond nanocrystals during annealing of
amorphous carbon. By varying the density of the system, and examining the radial distribution function
in conjunction with the modified cutoff function, we demonstrate that this behaviour is unphysical, and
does not represent a new pathway for synthesizing diamond. Viewed from a broader perspective, this
observation provides a cautionary tale against altering the parameters of empirical potentials without
fully considering the wider implications.
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1. Introduction

When Tersoff developed the first useful interatomic potential for carbon in 1988 [1], a new era
in computational carbon science commenced. Based on a bond-order formalism proposed several
years earlier by Abell [2], the Tersoff potential was the first empirical potential capable of describing
the multiple hybridization states of carbon. With a straightforward functional form and low com-
putational cost, the Tersoff potential found widespread use across the entire spectrum of carbon
materials, including graphite, diamond, fullerenes, nanotubes and amorphous carbon. Presently
around 1200 articles cite the original work.

Despite its utility, the Tersoff potential has some shortcomings: there is no long-range attraction
between graphitic planes, nor is there a dihedral term to penalize rotation of π-bonds. Historically,
one of the most significant improvements was the Reactive Empirical Bond-Order (REBO) potential
developed by Brenner in 1990 [3], and since then around 40 carbon potentials have been proposed,
most of which can trace their lineage to the original Tersoff model. For a discussion of the history
of carbon potentials and a comparison of the merits of the dominant models, see Ref. [4].

The computational efficiency of the Tersoff potential arises from the short-range nature of the
potential, in which nearest-neighbour contributions dominate. A central component of this short-
range behaviour is the cutoff function, which varies smoothly from unity to zero according to the
functional form:

fc(r) =


1 r ≤ R

1
2 + 1

2 cos [π(r −R)/(S −R)] R < r < S

0 r ≥ S

(1)
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Figure 1. Cutoff function for the Tersoff potential (see Eq. 1) using the original

parameters (blue curve, S=2.1 Å), and the Extended Cutoff Tersoff potential (red
curve, S=2.45 Å). Dotted lines indicate the interatomic distances for the first and

second coordination shells in graphite and diamond.

where r is the interatomic distance, R=1.8 Å and S=2.1 Å. The corresponding cutoff function
is shown by the blue curve in Figure 1. Exactly the same cutoff function is used in the REBO
potential, except with slightly different parameters (R=1.7 and S=2.0 Å).

For the main crystalline forms of carbon, i.e. graphite and diamond, the precise values of R and
S do not affect bondlengths, elastic constants or cohesive energies. As long as R exceeds the nearest
neighbour bondlength, and S is below the second neighbour bondlength, varying R and S does not
alter properties of these bulk phases. As a result, the cutoff parameters are often considered as free
parameters which can be tuned according to the task at hand. There are numerous examples of this
philosophy with both the Tersoff and REBO family of potentials, particularly for studies of fracture
and amorphous carbon. In the case of fracture simulations, the majority of which involve defects
and grain boundaries in graphene, it is common to use a step-function cutoff (i.e. set R = S) to
avoid non-physical strain hardening in stress-strain curves [5, 6]. As an aside, this practice should
be strongly discouraged, as it results in discontinuous energies and forces, and alters the dynamics
of bond rupture as detailed in Table S1 of the study by Gamboa et al. [7]. Fracture simulations
typically use only a single value of the cutoff; values employed in the literature include: 1.92 Å
[8–11], 1.95 Å [12], 2.0 Å [13–16] and 2.1 Å [17]. In studies of amorphous carbon, a variety of
modifications have been employed, mostly motivated by the desire to increase the sp3 fraction
at high densities. In simulations using the REBO potential, Jäger and Albe [18] chose values of
R=1.95 Å and S=2.25 Å, while Titantah and Lamoen [19] and Sha et al. [20] each performed
Tersoff simulations leaving the original value of R unchanged, but with S increased to 2.45 Å. The
cutoff function for this case is shown by the red line in Figure 1. A very similar value of S=2.46 Å
was also proposed by Nordlund et al. [21] in an extension of the Tersoff potential to include van
der Waals attraction.

In this work we use Molecular Dynamics (MD) simulations to explore the ramifications of in-
creasing the cutoff of the Tersoff potential. We focus on the modification suggested in Refs. [19, 20]
for amorphous carbon, in which R is unchanged and S=2.45 Å. Using a variety of values of S
spanning the range 2.1 to 2.45 Å we construct amorphous carbon structures using the liquid
quenching method [22] and subsequently anneal at high temperature. For the largest cutoff we ob-
serve unphysical nucleation of diamond at certain densities. Using the radial distribution function,
we correlate this effect to interactions between the second neighbour coordination shell and the
cutoff itself. This observation demonstrates that Tersoff potential with an extended cutoff is not
as robust as has been assumed.
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2. Methodology

Our MD simulations are performed using the LAMMPS software [23], and are broadly similar to
our recent article [4] in which we compared the performance of six common potentials. The first
step involves choosing a value of S, and making the appropriate change in the parameter file for
the Tersoff potential. Four values of S are considered: 2.1, 2.2, 2.3 and 2.45 Å. The original value
of R=1.8 Å is left unchanged.

For each value of the cutoff S, amorphous carbon networks are created for a variety of densities
between 1.5 and 3.2 g/cc. To create the amorphous structure, a liquid is first created at the desired
density, and then quenched to 300 K in 1 ps to form the amorphous solid. The liquid is generated
via the spontaneous melting of a randomized simple cubic lattice, and is equilibrated at 9000 K for
5 ps. In our recent study of the unmodified Tersoff potential a temperature of 8000 K was used to
equilibrate the liquid; this rather high value is necessary as the melting point of carbon with the
original Tersoff potential is around 6000 K, an overestimate of roughly 2000 K [1]. For the values
of S used in this work we find that an even higher value of 9000 K is required to ensure a highly
diffusive liquid as measured by the mean-squared-displacement (MSD). An example plot of the
MSD for S=2.45 Å at a density of 3 g/cc is shown in Figure 2(a); the MSD increases linearly with
time and has a significant slope, indicative of a fully equilibrated liquid.

Once the amorphous structure is created, it is annealed for 400 ps at a temperature of 6000 K.
This approach is identical in spirit to our recent article [4] in which high-temperature annealing
was used to study structural evolution and transformation. As with the liquid, the MSD is used to
select the annealing temperature, but in this case the goal is to have some atomic motion without
melting the structure. Panel (b) of Figure 2 shows representative data of the MSD for annealing of
the same 3 g/cc system shown in panel (a). In this case the MSD increases with time in a sub-linear
manner, and the average absolute displacement (computed by taking the square-root of the MSD)
is less than 3 Å after 400 ps. This demonstrates that there is rearrangement without the structure
becoming a liquid.

After annealing, the structures are minimized to zero Kelvin and structural analysis is performed.
Coordination analysis was performed by counting the number of nearest neighbours using a cutoff
of 1.85 Å. For the purposes of analysis and visualization, atoms are considered to be sp, sp2 and
sp3 hybridized if they have two, three and four neighbours, respectively. Diamond crystallites are
identified using the diamond structure indentification tool [24] in the OVITO visualization package
[25]. Atoms are classified as diamond if all of their first and second neighbours are positioned on
diamond lattice sites (either cubic of hexagonal). If some of the second neighbours are absent,
atoms are still counted as diamond if all four neighbours are positioned on a lattice site.

The simulations are performed in the NVT ensemble (meaning constant number of particles,
volume and temperature) using the Bussi thermostat [26] to control the temperature. The equations
of motion are integrated using the velocity Verlet algorithm and a time step of 0.1 fs is used. All
simulations contain 32,768 atoms in a cubic simulation with periodic boundary conditions in all
three dimension. The magnitude of the randomization used to destabilize the simple cubic lattice
is 0.2 Å. Without this random displacement the atoms will not move since the

3. Results and Discussion

Using the technique outlined in the Methodology, amorphous carbon structure were created for a
range of densities from 1.5 to 3.2 g/cc. It is well-known experimentally that the sp3 fraction of
amorphous carbon should vary linearly with density, and hence this relationship is a useful measure
of the quality of a calculation. Figure 3 presents the sp3 fraction of these amorphous carbons and
for a range of densities and values of the cutoff S. For the original value of S, namely 2.1 Å, the
sp3 fraction differs substantially from experimental values shown as black circles. The discrepancy
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Figure 2. Representative data showing the mean-squared-displacement (MSD) as a
function of time for S=2.45 Å and a density of 3 g/cc. a) Diffusion of the liquid at

9000 K, and b) Diffusion associated with structural evolution during annealing at
6000 K.

is particularly large at high densities, where the sp3 fraction is underestimated by around a factor
of two. Increasing the value of S doesn’t change the sp3 fraction at the lowest two densities, but
for all other densities an effect is seen, particular at the highest density of 3.2 g/cc and largest
value of S. In this case the sp3 fraction rises to ∼75%, very close to the experimental value. This
improvement in the sp3 fraction of high density amorphous carbon is the reason that larger values
of S have been proposed by previous authors [19, 20].

The next step in the simulations is the annealing of the amorphous carbon structures for long
time to study structural evolution. Our original aim in performing these simulations was simply
an exercise in benchmarking the performance of the modified Tersoff potential. Based on our ex-
perience with the original Tersoff potential, the expected behaviour was that the annealed carbons
would closely resemble the parent structure, remaining amorphous and retaining similar coordina-
tion fractions. However, to our surprise we found that in some cases diamond crystals gradually
appeared within the amorphous matrix. An example of one such simulation is shown in Figure 4
where S=2.45 Å and the density is 2.8 g/cc. The initial structure seen in panel (a) is the amor-
phous carbon structure, and the network is seen to be fully disordered, as shown by the colouring
which depicts the hybridization state (red is sp, green is sp2 and blue is sp3). The remaining panels
depict varying stages in the annealing, which is performed at 6000 K. At first very little change is
discernible, but after 50 ps a small region of blue can be seen near the centre of the slice. These
atoms are all sp3 hybridized, and furthermore, the angle of the cross-sectional slice reveals the
characteristic hexagonal channels of diamond. As the annealing continues, this crystallite contin-
ues to grow, and additional crystallites appear in the simulation cell, though not always with the
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Figure 3. Amorphous carbon sp3 fraction as a function of density for different values

of the cutoff parameter S. Experimental data is from Schwan et al. [27].

Figure 4. Time evolution during annealing of a 2.8 g/cc amorphous carbon system
using S=2.45 Å. Annealing is performed at 6000 K, and the cross-sectional slices

are 1 nm in thickness. Red, green, and blue circles depict sp, sp2, and sp3 bonding,
respectively.
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Figure 5. Effect of density on diamond formation in annealing simulations using

S=2.45 Å. Atoms with a local diamond topology are shown in orange. All other
atoms are shown in black. Annealing is performed at 6000 K and the cross-sectional

slices are 1 nm in thickness.

axis aligned along the viewing direction. After 400 ps has elapsed, more than half of the atoms in
the viewing plane are blue, and one of the crystallites is nearly half the width of the simulation
cell.

To highlight the diamond crystals in a more quantitative manner, we used a coordination-
number-based topology tool within OVITO as discussed in the methodology. The results of this
analysis are shown graphically in Figure 5, with atoms in a diamond topology shown in orange and
all others in black. The figure shows the final structure after 400 ps of annealing for six different
densities; all of the data shown used S=2.45 Å. Note that Figure 5(b) can be directly compared
to the final panel in Figure 4, with a clear one-to-one correspondence between concentrations of
orange in the former and blue atoms in crystallites in the latter. While no distinction is made in
the figure between cubic and hexagonal diamond, the cubic phase dominates, typically amounting
for around 60% of the diamond atoms. Considering the six densities in Figure 5, it is evident
that 2.8 g/cc is some type of threshold, above which diamond crystals can nucleate out of the
amorphous structure during annealing. At 2.8 and 2.9 g/cc, the crystallites grow to dominate the
simulation cell, while at 3.0 g/cc there is a reduced amount of diamond, diminishing to quite small
nanocrystals at 3.1 and 3.2 g/cc. We note that the density range at which the diamond nucleates
is far below the experimental diamond density of 3.52 g/cc. This large difference is a warning that
the diamond nucleation is unphysical.
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Figure 6. Percentage fraction of atoms in a diamond environment as a function of

density at four different times during the annealing. Calculations performed using
S=2.45 Å.

The time evolution of the in-growth of the diamond is quantified in Figure 6. At 2.6 and 2.7 g/cc,
which is below the critical threshold, no diamond appears anywhere in the structure, but for the
optimal densities (2.8 and 2.9 g/cc) the fraction of atoms which are diamond increases to around
45% after 400 ps. At these densities equilibrium has yet to be reached, and the diamond fraction
would continue to increase if the simulation were run longer. At the higher densities of 3.1 and
3.2 g/cc, little change occurs after a couple of hundred picoseconds. At these densities, small
nanocrystals of diamond nucleate, amounting to around 6% of the total system, but these do not
grow in size as occurs at the lower densities.

During the crystallization of the nanocrystals the atoms do not move far from their original
positions in the amorphous carbon. Taking the square-root of the MSD for the entire annealing
process yields an average displacement of 6.5 Å at 2.8 g/cc, reducing to just 1.6 Å at 3.2 g/cc. This
observation that the atoms don’t migrate far during the annealing emphasizes how the diamond
nucleation occurs locally as atoms rearrange themselves and change their hybridization in order to
access a more stable configuration.

In more details, it should be noted that at 2.8 and 2.9 g/cc the pressure of the structure are
decreased by passing the time, and by increase an interest thing is that pressure is nearly constant
in S = 2.1, 2.2, 2.3 and only in our case of study, S = 2.45 the pressure is decrease by passing of
the time.

Insight into the nature of the diamond crystallites is gained by computing the radial distribution
function (RDF), also known as g(r). This information is plotted in Figure 7 for seven densities.
At the lower densities the RDF has the characteristic broad peaks of an amorphous material, but
at 2.8 and 2.9 g/cc sharp peaks appear superimposed on the broad background, indicative of the
diamond phase. Even though diamond crystals can be seen at 3.0 g/cc in Figure 5, these do not
produce a clear peak in the RDF, while at the highest densities the RDF resembles that of an
amorphous structure.

In addition to highlighting the diamond structure, the RDF also serves to indicate the nature
of the diamond itself. The dashed vertical lines in the figure indicate the expected locations of
the first three neighbours assuming the ideal (experimental) diamond nearest neighbour distance
of 1.547 Å. However, it is apparent that these lines do not coincide with the peaks for the 2.8 or
2.9 g/cc structures. Rather, the peaks at these two densities are instead shifted to larger distances by
a fixed multiplicative factor, indicating that the diamond is stretched in both cases. The stretching
factors are slightly different for each case, being 1.0375 for 2.8 g/cc and 1.0297 for 2.9 g/cc. The
peaks corresponding to these stretched diamond distances are shown as solid vertical lines. Note

7



May 23, 2017 Molecular Simulation manuscript

1.5  2  2.5  3

2.6 g/cc

2.7 g/cc

2.8 g/cc

2.9 g/cc

3.0 g/cc

3.1 g/cc

3.2 g/cc

R0 R0 √8/3 R0 √11/3{ { {

g(
r)

r (Å)

Figure 7. Radial distribution function after annealing for seven different densities
using S=2.45 Å. The dashed vertical lines indicate the position of the first three

neighbours in ideal (experimental) diamond, while the solid lines indicate the cor-

responding positions of stretched diamond as described in the text. The geometric
factors at the top of the figure relate higher-order neighbours to the nearest neighbour

distance R0.

that only the first peak position is fitted to the data, while the position of the second and third
peaks is computed using the geometric factors for the distances in diamond. As expected, the
computed position of the second and third peaks corresponds exactly with the peaks in the RDF.
This stretching of the diamond reduces the density of the nanocrystals to 3.15 and 3.22 g/cc for
the systems with overall density of 2.8 and 2.9 g/cc, respectively. By comparison, the density of
ideal diamond is 3.52 g/cc. This stretching in part reflects the tension that the crystals experience
due to being embedded in a matrix with a density much lower than diamond itself.

To understand how the appearance of stretched diamond relates to the cutoff itself, quenching
and annealing simulations at 2.8 g/cc were performed with four different cutoffs. The RDFs for
both the amorphous and annealed samples are presented in Figure 8, along with the associated
cutoff function which is plotted in red using the right-hand axis. For the lowest three values of
S the RDF of the amorphous and annealed structures are virtually identical, consistent with the
behaviour of the unmodified potential in which the annealed structures remain amorphous. Only for
the highest value of S=2.45 Å does the RDF develop the sharp peaks indicative of the appearance
of the diamond crystallites. This demonstrates conclusively that the appearance of the diamond
upon annealing is not a physical effect, but instead is an artifact of the modified potential itself.

The origin of the problem can be understood intuitively via the inset shown in Figure 8(e) which
plots both of the RDFs and the cutoff function for the small region indicated in panel (d). This
distance range corresponds to the onset of the second neighbour peak as well as the distance at
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Figure 8. (a-d) Effect of the cutoff parameter S on the radial distribution function

of amorphous carbon (gold dotted line) and annealed carbon (solid blue line). The
corresponding cutoff function is shown in red using a dash-dot line. Panel (e) shows
an inset as indicated for the case S=2.45 Å.

which the cutoff function is decaying away to zero. The inset shows how there is considerable
overlap between the tail of the cutoff function and the leading edge of the second RDF peak of
the amorphous structure. However, after annealing the RDF has shifted significantly and there
is much less overlap with the cutoff function. Inspection of the other three cases shows that this
effect is unique to the case S=2.45 Å. For small values of S the cutoff function either terminates
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completely prior to the onset of second neighbour distances, or has minimal overlap.
The changes seen in the inset in Figure 8 lie at the heart of the unphysical diamond at large

values of S and provide a rationalization for the behaviour. In the Tersoff potential the cutoff
function has two roles; (i) it limits the range of the potential to first neighbours only, and (ii)
it controls which distances contribute to the bond-order itself. The problems with extending the
cutoff arise when there is significantly overlap between the cutoff function and the second neighbour
of the RDF. When this happens additional attraction between second neighbours occurs, and the
bond order changes such that the effective coordination number increases. Both of these effects
combine to stabilise higher coordinated structures, which explains why the amorphous structure,
which contains a mixture of sp2 and sp3 bonding, gradually transforms into a structure with a
much higher fraction of sp3 bonds.

Since the behaviour is unphysical, we have not explored the reasons why large diamond crystals
are not favoured at 3.1 and 3.2 g/cc with S=2.45 Å, but two possible explanation present them-
selves. One is that the dynamics is simply too slow at 6000 K and higher temperatures are required,
but a more plausible rationale is that the stretching of the diamond is an important requirement
to avoid interactions between second neighbours, and hence higher densities make the formation of
diamond disfavoured as the distances between atoms would be too close to those of ideal diamond
itself.

As a final comment, we note that reducing the value of S to avoid the unphysical stablization
of diamond is not really a useful option, since reducing S rapidly decreases the sp3 fraction of the
high density amorphous carbon as seen in Figure 3. Since a high sp3 fraction is the original reason
for increasing S, it would appear that this strategy does not have an optimal operational region
in which to operate. As an aside, it is interesting to note that in the simulations of Jäger et al.
[18] which used the REBO potential and increased cutoffs (R=1.95 Å and S=2.25 Å), they too
observed an increase in the sp3 fraction, but at the expense of five-fold coordinated atoms and a
large delta-function spike in the RDF. Both of these properties are unphysical, and reinforce the
message of this work that the cutoff function of the potential cannot be used as an arbitary tuning
parameter, particular for the amorphous carbons where a range of bondlengths are present.

4. Conclusion

In this article we consider the practice of increasing the cutoff of the Tersoff potential to 2.45 Å and
show how this modification leads to unexpected behaviour during annealing of amorphous carbon.
We demonstrate that diamond nanocrystals nucleate out of the amorphous phase, eventually con-
verting a large portion of the structure. By systematically varying the value of the cutoff and the
density, we show that this behaviour is unphysical and arises for numerical reasons associated with
interactions between the cutoff function and the second neighbour peak as measured by the radial
distribution function. These observations provide an important lesson not only for carbon simula-
tions but for other materials system where there is temptation to tweak parameters to improve a
particular property of the potential. The experience of this study is that this practice, while ap-
pealing, should be performed with a high degree of caution, and extremely thorough testing should
be performed to ensure that the improvement in one property is not offset by a huge reduction
elsewhere.
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