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Abstract

The amount of data collected about individuals is increasing dramatically [1]. This data has enormous potential for secondary use, particularly for research. Record linkage is the process of joining together datasets to determine which records within and between datasets convey information about the same individual. Record linkage is a key epidemiological tool, allowing researchers to answer detailed questions about the health of entire populations at low cost. Linked health data has been used to answer questions on the nature of diseases (such as estimates of disease prevalence, incidence and survival), the impact of introduced treatments and the impact of health policy. Research using linked data has given a greater understanding of the nature of disease and led to changes in health service delivery and policy [2]. Australia has long been a leader in this area, with dedicated linkage infrastructure first established in 1995. Further investment in Australia’s record linkage capability began in 2009 through the National Collaborative Research Infrastructure Strategy initiative with the allocation of over $100 million from federal and state governments to develop record linkage infrastructure across the country [3].

There are two key methodological challenges for record linkage as practiced in Australia; quality, and privacy.

Epidemiologists require high record linkage quality to ensure accurate results. However, current methods to ensure quality are typically manual, and thus costly, time consuming and difficult to scale. As dataset sizes grow, these methods quickly become untenable – new methods are required to ensure high linkage quality at low cost. The first aim of this thesis is to evaluate current practice and develop new methods to improve linkage quality.

Health data is sensitive information, and care must be taken to ensure this data is kept confidential and the privacy of individuals is protected. Despite the level of privacy offered by current record linkage arrangements, many data custodians are either legally constrained or do not feel comfortable with the risks associated with allowing their data to be used for record linkage. Methodological improvements have been suggested in the record linkage literature which would allow linkage to occur on encrypted data, known as privacy preserving record linkage. Methods such as these may prove more palatable to constrained or
reluctant custodians. The second aim of this thesis is to develop and evaluate practical methods for privacy preserving record linkage.

This PhD presents methodological advancements in record linkage to improve both linkage quality and privacy protection. Along with these advances, an overview of recent record linkage developments in Australia is presented, outlining the establishment of national data linkage infrastructure along with examples of research using linked data.

Several areas of record linkage processing are investigated to determine best practices for ensuring high record linkage quality. Novel methods for identifying errors in linkage are presented and evaluated. A method for privacy preserving record linkage which requires only encrypted personally identifying information is also introduced and evaluated. This method is shown to produce linkage quality (accuracy) that is comparable to current methods using full personal identifiers. This method is further compared to techniques currently in use in Australia to preserve privacy. Finally, a highly secure privacy preserving protocol is presented utilising newly developed cryptographic algorithms.
Centre for Population Health Research Director’s recommendation

Thesis content for assessment

The National Collaborative Research Strategy (NCRIS) was initiated in Australia in 2009 and supported the development of national data linkage infrastructure as a priority theme within the Population Health Research Network (PHRN). Within this initiative, the Centre for Data Linkage (CDL) was established within the Centre for Population Health Research (CPHR) at Curtin University to provide cross-jurisdictional national data linkage capability between the States and Territories of Australia. To meet the needs of this strategic initiative, a high quality team was assembled to establish this national data linkage infrastructure and to support the development of international data linkage collaborations in the United Kingdom, northern Europe and Canada.

Mr Sean Randall was employed as part of this expert team. Sean has worked closely with Associate Professors James Boyd (CDL Director) and Anna Ferrante (CDL Deputy Director) and has provided a significant role in the general development of the national data linkage framework, as evidenced by ten supporting papers. In addition, Sean has provided an expert lead role in developing methodologies in ‘privacy-based linkage’ and ‘linkage quality’ within this framework. His significant expertise and contribution in these areas is demonstrated by six scientific publications where he is the lead author and are discussed in Chapters 4 and 5. It should also be noted that Sean provided the lead role in the implementation and refinement of Privacy Preserving Record Linkage (PPRL) methods which has gained significant international interest and is currently the basis of several international collaborations involving data linkage centres in Australia (Western Australia, New South Wales), Germany, the United Kingdom (through the Farr Institute in Bristol, Wales, Scotland and northern Ireland), Canada (Institute for Clinical Evaluative Sciences, Toronto; and University of British Colombia). These collaborations are also being supported by a DAAD grant (German-Australian exchange scheme), the NCRIS PHRN (PPRL was selected as a 2016/17 Strategic Priority project) and a current submission to the Canadian Institutes of Health Research.
It should also be noted that it is standard practice in health research to have multiple authors included on a paper given the collaborative nature that supports these scientific endeavors.

Signed: [Signature]  Date: 21 February 2017

(Professor James Semmens; Director, Centre for Population Health Research, Curtin University)
Overview

Record linkage is the practice of identifying which person-based records, both from within a single dataset, or across multiple datasets, belong to the same individual. In circumstances where a unique identifier exists (for instance Denmark has a national personal identifier required by all citizens to access basic services [4]) this process is relatively straightforward, with the records simply joined together through this unique identifier. When unique identifiers are not available, personally identifying information such as name, date of birth and address are typically used, which may be partially missing, in error, or change over time.

Record linkage is an important technique for observational research. Widely used in the health sector, it enables hospital, emergency and primary care collections, as well as birth, death and disease registries to all be joined together to create an overall picture of the health of an individual over time. This provides researchers with a cost effective, longitudinal resource for the entire population.

Australia has long been at the forefront of developments in linkage infrastructure. Western Australia began operating a dedicated linkage unit in 1995, linking health data within the state into a central repository to be used by future research projects (previously data had been linked for specific research projects only) [5]. This repository model of on-going record linkage dramatically increased access to linked data, although it also significantly increased technical complexity; the challenges of a repository model are discussed in Publication 1 (see publication list p15-17) of this thesis.

Since 2009, there has been significant government investment in data linkage infrastructure in Australia [3], with the establishment of the Population Health Research Network (PHRN) under the National Collaborative Research Infrastructure Strategy. A key component of the PHRN was the ability to link together data from more than one state or territory. This is necessary due to the federated nature of healthcare in Australia, where some services are provided by states and territories and others by the federal government. The establishment in Australia of infrastructure for cross-jurisdictional research is described further in Publication 2 of this thesis.
The PHRN initiated a number of ‘proof of concept’ projects to demonstrate the feasibility of linking data from across the country together to answer nationally important research questions. The first of these projects linked over 44 million records from across four Australian states; this project is described further in *Publication 3* of this thesis.

The development of national linkage infrastructure within Australia presents enormous opportunities for health research. The crucial advantage of linked data is the ability to answer questions about entire populations without the prohibitive cost this would typically entail. The use of linked data for health research is only limited by the nature of the collected information. Linked data has been used to answer questions on the nature of diseases (such as estimates of disease prevalence, incidence and survival), the impact of introduced treatments and the effectiveness of changes in health policy. This thesis presents several examples of research using linked data. Firstly, linked data can be used to gain a more accurate picture of health trends over time, as shown in *Publication 4*, where a more accurate understanding was gained of trends in the incidence of acute myocardial infarction.

Linked data can also be used to generate new hypotheses and knowledge about health conditions. For example, a research program into the long term effects of burn injury was initiated due to the documented persistence of inflammatory responses after burn injury. Using linked data, it was found that those with burn injury have higher long term mortality, and higher rates of cardiovascular and musculoskeletal disease (see *Publications 5-7*). Further experimental research has subsequently confirmed that pathophysiological changes are the likely cause [6]. The use of linked data here played a large part in the general of new knowledge about burn injury.

To enable this health research, robust linkage methods are required, which can ensure quality and reduce privacy risk. The core of this thesis consists of a series of publications addressing linkage quality and privacy, respectively, which are addressed in Chapters 4 and 5.

*Ensuring linkage quality*

Researchers require high linkage quality to ensure the accuracy of their research. Linkage quality here refers to a low number of false positives (records which are
designated as belonging to the same person when, in truth, they do not) as well as a low number of false negatives (records which are designated to separate individuals when, in truth, they actually belong to the same person). There is little understanding of the direct effect that linkage errors have on research results, although linkage error is more likely to occur in vulnerable populations [7]. These issues are discussed further in Publication 8.

Efforts to optimise linkage quality play a large role in linkage operations. Current methods can involve manual review of record-pairs to ensure quality [8, 9], a costly and time consuming process. By determining best practices for record linkage operations with regard to linkage quality, and by developing new methods to optimise quality and reduce the manual processing burden, this thesis aims to allow higher linkage quality to be achieved quickly and at lower cost.

To evaluate linkage quality in practice, methods are required to calculate it; one solution to this problem is the use of a statistical sampling methodology; a method which provides accurate results is presented in Publication 9.

The record linkage process, of which the comparison of individual records to determine whether they belong to the same individual is but one step, is outlined below (see Figure 1).

![Figure 1: The record linkage process](image)

Upon receipt of data and the verification of its contents, a data cleaning and preparation stage typically occurs in order to standardise the file as required and perform any necessary data cleaning (explained in further detail below). Matching then occurs, whereby individual records are compared against each other to determine whether the pair of records belongs to the same individual. The most common method used for matching is known as probabilistic record linkage, so called because it uses conditional probabilities to determine the likelihood of two records belonging to the same person. The subsequent grouping
process amalgamates the record-pairs generated through matching into a **linkage map**, listing all the records belonging to each individual [10]. All of these processes involve making numerous decision about the most appropriate parameter settings to achieve high linkage quality.

A final step is one of performing an evaluation of the created linkage map, by automated or manual methods, to determine its accuracy or quality. This evaluation processes may be used to directly improve the linkage map quality (as in manual review, where groups of records are manually edited and the results saved into the linkage map), or they may be used to evaluate whether the entire record linkage process should be re-started, using alternate parameter settings, for instance. Once an acceptable standard of linkage quality is reached, the record linkage process is complete.

As shown above, linkage processing is made up of a number of discrete parts, with each influencing overall linkage quality. The publications in this section have focused on particular record linkage processes, aiming to evaluate current practice and develop new methods to improve overall quality.

Data cleaning involves the transformation of the information received for linkage into a standardised format that is most appropriate for matching. The purpose of this process is to improve overall linkage quality. Despite widespread use, the effect of data cleaning on linkage quality has not been previously evaluated, and it is not known which techniques yield the most improvement. **Publication 10** outlines methods for data cleaning and their prevalence, and evaluates the impact of these methods on linkage quality, using both synthetic and real administrative data. The results suggest that rather than lead to noticeable improvements in linkage quality, heavy data cleaning can reduce the overall quality of linkage.

![Figure 2: The merge grouping process](image-url)
While the matching process results in a set of record-pairs thought to belong to the same individual, the grouping process converts these record-pairs into a list outlining which records belong to which individual - a linkage map. The standard grouping strategy is to amalgamate all pairs above an excepted threshold, as shown in Figure 2. Alternate methods can be used in specific linkage scenarios, where additional information is known about the composition of each dataset. Organisations which conduct record linkage on a regular basis typically use a repository model, whereby one single linkage map is created from all provided datasets, which is refreshed as new and updated datasets are added. In such cases, the organisation may not wish to have new data merge together groups within the repository, as there is high confidence that existing groups in the repository represent separate people. Publication 11 describes and evaluates both existing and novel methods for grouping with a repository of previously linked data. Results suggest that alternate approaches achieve substantially better quality.

The final publication in the section on linkage quality focuses on methods to improve linkage quality after linkage is complete. Typically human manual review is used; however, this is slow and infeasible for large datasets.

The amalgamation of record-pairs into a linkage map through the grouping process provides information unavailable during linkage that has potential to be useful for improving linkage quality. Groups of records which are more sparsely held together may be more likely to contain false positive links, as compared with groups that are fully saturated with pairs (an example is shown in Figure 3). Publication 12 uses measures from the mathematical field of graph theory to identify groups of records likely to contain errors. These measures accurately identified groups containing errors with superior precision to the typically used threshold setting methods.
Figure 3: Is Group 2 more likely to be in error than Group 1?

The publications in this section aim to improve the quality of record linkage without resort to largely manual, and thus expensive, techniques. By increasing overall linkage quality, the confidence in researcher results can in turn be increased.

*Ensuring privacy*

Administrative health data is highly sensitive. It contains personal information about individuals which could cause harm if it became publically known. Health data can be considered the most intimate and personal of any information routinely collected about an individual [11].

Record linkage units operate under strict privacy arrangements and take great care to manage the confidentiality of their data. It is vital that adherence to rigorous privacy protection mechanisms occur to ensure public confidence. Privacy issues continue to have a large impact on the extent and quality of linked health research, with important data collections underutilised due to the privacy concerns of their custodians [12]. Efforts to guarantee privacy include governance and information technology controls, the utilisation of specific data flows, and the development of privacy preserving record linkage methods. These are discussed further in *Publication 13*.

In privacy preserving record linkage, personal identifiers are encoded or encrypted before being provided to any third party. The specific encoding or encryption used allows record linkage to still occur. This method of linkage has much less privacy risk, as no personal identifiers are released to third parties.

Research into this method of linkage is ongoing, with an array of new protocols in the literature [13]. The most promising of these, preserving record linkage using
Bloom filters [14], allows approximate matching to occur, a technique important for ensuring high linkage quality. Publication 14 proposes extensions to this method to allow full probabilistic record linkage, and evaluates the protocol on large-scale administrative data. The presented protocol achieves results equal to that achieved using unencrypted identifiers in a similar time frame. Given these results, this privacy preserving linkage approach appears a genuine alternative to standard unencrypted record linkage.

Publication 15 compares this privacy preserving approach with another which have received some use in Australia; the Statistical Linkage Key-581 (SLK) [15]. This ‘key’ is created by amalgamating specific letters from a person’s first and last names along with their sex and date of birth into a single field. This field is taken to be unique; all records with the same SLK are identified as belonging to the same individual. While the SLK is made up of identifiable information, an identity is not immediately discernible from the key. In Publication 15, the Bloom filter method is shown to achieve higher linkage quality, and provide greater privacy than the SLK method.

Recent analysis of the Bloom filter method has shown that in some circumstances the method may be vulnerable to frequency attacks [16]. Frequency attacks use the fact that certain identifiers occur more frequently than others (for instance, the first name ‘John’) to learn information about the encrypted data. While the Bloom filter method still provides superior privacy as compared to other practical alternatives, a method which improves upon its security would be favourable. Publication 16 provides a new protocol which build upon the previous Bloom filter protocol, but provides greater security. It is impervious to frequency based attacks and achieves equal linkage quality to the previous Bloom filter method. Its shortcoming, however, is that it is slower.

The Bloom filter method presented here offers an important opportunity to advance the privacy of record linkage. In doing so, the risks of data release are lowered; it is hoped that this advance can improve overall access to linked data, and thereby allow further important research questions to be answered.
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Glossary

**Agreement weight:** The score given in probabilistic linkage when two identifiers (such as first name) match.

**Best link grouping:** A method of grouping used when one dataset should not bring two groups of records in a second dataset (or repository) together. It instead chooses the ‘best’ link.

**Blocking:** Any technique which seeks to reduce the number of comparisons required to be performed in linkage. Typically a field (i.e. surname) or a set of fields is chosen; only records with the same values of these fields are compared further.

**Blocking variables:** A field (i.e. surname) that is used for blocking.

**Bloom filter:** A data structure which can be used for privacy preserving record linkage. It allows for approximate matching.

**Clerical review:** see manual review

**Content data:** Data required by researchers, but not typically used (or provided) for linkage.

**Data cleaning:** The transformation of fields into a format best suited for linkage.

**Data custodian:** An ‘owner’ of the data. As owner, the custodian will necessarily have access to both the personal identifiers and the content data.

**Data linkage:** see record linkage

**Deduplication:** A linkage which aims to identify records within a single dataset which belong to the same individual (as opposed to linking together two different datasets).

**De-identified data:** Data that has had names and other personal identifying information removed such that it is no longer ‘reasonably’ identifiable.

**Deterministic linkage:** A method of linkage which utilises hard coded rules about when two records belonging to an individual.

**Disagreement weight:** The score given in probabilistic linkage when two identifiers (such as first name) do not match.

**Entity resolution:** Entity resolution seeks to determine entities (i.e. the same ‘things’) between and within datasets. In entity resolution, a single record may contain a number of different entities. Entity resolution can be considered a broader field within which record linkage is contained.

**Epidemiology:** The study of the distribution, causes and effects of health and disease.

**F-measure:** The harmonic mean between precision and recall, F-measure is used in this thesis as the main measure of linkage quality.
**Field:** A single personal identifier i.e. surname, postcode, sex.

**Frequency attacks:** A technique which utilises the frequency of letters, combinations of letters, and words to break or partially break an encryption scheme.

**Graph theory:** A branch of mathematics which study pairwise relations.

**Grouping:** This process whereby a list of pairs of records which belong to the same individual is converting into a linkage map.

**Hash:** An irreversible data transformation with a fixed size output. The word can refer to both the output of the algorithm (a hash), as well as the process of generating the output (to hash).

**Homomorphic encryption:** A method of encryption which allows simple mathematical operations to be applied to the encrypted values which, when decrypted, match the results of the same mathematical operations applied to the original unencrypted values.

**Linkage map:** A list of each record along with its corresponding person identifier. The development of a linkage map is the immediate purpose of record linkage.

**Linkage quality:** A measure of how many errors are found within a linkage. High linkage quality implies there are few errors. There are two types of errors possible for a linkage; false positives, where two records are designated to belong to the same person but do not, and false negatives, where two records are designated to belong to separate people, but do not.

**Linkage strategy:** The set of parameters used for a particular linkage.

**Linkage unit:** Organisation which conducts record linkage; typically independent from the data custodians and the researchers.

**Machine learning:** A field of computer science that aims to give computers the ability to learn how to complete a task without being explicitly programmed to do so.

**Manual review:** The process of determining whether records belong to the same individual by manually inspecting them, and making a decision using human intuition.

**Merge grouping:** The most common method for grouping. All record pairs above a specified threshold are amalgamated, with all connected records classified as belonging to the same individual.

**M-probability:** The probability that two records have the same value for a particular field, when the two records belong to the same person - used to determine agreement and disagreement weights in probabilistic linkage.

**One to one linkage:** A form of linkage between two datasets where each dataset has at most one record per person.
Parameter settings: Each method for linkage requires a number of parameters to be set, which will determine the results of the linkage.

Personal identifiers: The attributes of an individual commonly recorded in administrative data which can be used to identify them. The most common would be full name, sex, date of birth and address information.

Phonetic encoding: A method of encoding individual fields which seeks to ensure words which sound the same but have different spellings have the same representation.

Precision: A measure of quality, defined as the number of true positives divided by the sum of true positives and false positives. Precision provides a measures of the proportion of false positives.

Privacy preserving record linkage: Record linkage carried out on encrypted or encoded personal identifiers; in this process, the linkage unit has no access to full personal identifiers, only some form of encoded information.

Probabilistic linkage: A method of linkage which uses conditional probabilities to determine the likelihood of two records belong to the same individual based on the record attributes. Based around a formal statistical model, this method of linkage is the most common.

Recall: A measure of quality, defined as the number of true positives divided by the number of true matches (i.e. the sum of true positives and false negatives). Recall provides a measure of the proportion of false negatives.

Record linkage: Record linkage is the process of joining together administrative datasets to determine which records within and between datasets belong to the same individual.

Record-pairs: Pairs of records; the output of matching, record-pairs are two records thought to belong to the same person.

Repository (linkage map): An overarching linkage map which is updated over time. As different researchers often wish to use the same linked datasets for their own research, linkage units often adopt a repository model, where new data is linked into a maintained repository of links; Information is extracted from this overarching linkage map for individual researcher projects as required.

Separation principle: A method for improving privacy by restricting the type of data received by each organisation involved in linkage. The linkage unit receives the personally identifying information, but not the content data, while the researcher receives only the content data, and not the personally identifying information. Under the separation principle, only the data custodian has access to both personal identifying information, and clinical content data.

Statistical Linkage Key (SLK): A ‘key’ created by amalgamating specific letters from a person’s first and last names along with their sex and date of birth into a single field. This field is taken to be unique; all records with the same SLK are identified as belonging to the same individual.
String similarity/string comparison techniques: Methods to allow approximate comparison of two fields. Instead of two fields being designated a match if they completely agree, and not a match otherwise, some intermediate level is allowed. This is useful to handle spelling mistakes, for instance. A ‘string’ here is a computer science term for an alphabetic field.

Supervised (machine learning): Machine learning methods which require a set of training data. The machine learning data must first teach itself how to solve the problem on the training data, before it can be applied to new data.

Synthetic data: ‘Made up’ data, generated to allow testing and evaluation. Synthetic administrative data can be created with the answers regarding which record belongs to the same individual.

Threshold: A parameter in probabilistic record linkage, record-pairs are designated a match if their overall score is greater than a threshold.

Training data (machine learning): Data to be used in training a supervised machine learning method. This data must be as similar as possible to the data from the underlying problem the machine learning method is to tackle; however the training data must also contain the ‘answers’.

Transitive closure: see merge grouping

Unsupervised (machine learning): Machine learning methods which do not require any training data.

U-probability: The probability that two records have the same value for a particular field, when the two records do not belong to the same person - used to determine agreement and disagreement weights in probabilistic linkage.
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Aims and structure of this thesis

There are two overarching aims of this thesis.

Aim 1: Evaluate current practice and develop new methods to improve linkage quality

Aim 2: Develop and evaluate practical methods for privacy preserving record linkage.

Before tackling the above aims, the opening chapters of this thesis seek to establish the necessary background in this area. Chapter 1 outlines the history and development of record linkage processes, and provides supporting publications which address the development of record linkage in Australia and the shift towards ongoing linkage. Chapter 2 discusses the uses of record linkage, with supporting publications as examples. Chapter 3 presents a detailed review of the literature on record linkage methodology and helps to contextualise the material presented in Chapter 4 and 5. It aims to identify trends throughout the whole literature and provide suggestions for future work.

Chapters 4 and 5 contain the core of this thesis. Chapter 4 addresses linkage quality; its importance, how to measure it, and how to improve it. This chapter includes three key publications, along with additional supporting publications. In Chapter 5, privacy is discussed and methods to improve privacy protection in record linkage are presented in a set of three key publications, along with a supporting publication. The conclusion, in Chapter 6, discusses the research in context; its strengths, limitations and implications.
Chapter 1

The history and development of record linkage

Research Output

Supporting Publications


1.1. A history of record linkage

The use of administrative records to investigate aspects of disease has a long history, beginning with John Graunt’s work investigating causes of death from the City of London’s weekly *Bills of Mortality* [17]. The appeal of merging existing administrative records of an individual together was recognised since the 19th century (see Gill [10]), however it was the adoption of information technology in the mid-20th century, and the move away from paper records to computerised methods of information storage, that began to make record linkage feasible.

Even the earliest papers on this new method of computerised record linkage note the technical challenges associated with the unreliability of identifying information; misspellings, swapped fields, missing data and incorrect data [18]. While humans can quickly judge whether two records are likely to belong to the same individual, concisely describing rules for all circumstances in algorithmic form was considered potentially infeasible [18]. Computers could dramatically speed up tasks such as sorting, vital for record linkage, but struggled with tasks intuitively handled by humans. Partly for this reason, manual clerical intervention remained a continuing part of record linkage practice [8, 19], despite its widely recognised cost [20, 21]. While computers make tasks such as record linkage feasible, the number of computations can quickly overwhelm available hardware, resulting in impractically long run-times. Despite the dramatic improvement in computer power over the last 60 years, issues of linkage quality and timeliness remain at the forefront of modern record linkage research [22].

The techniques developed in these early years of record linkage have remained an important part of modern record linkage practice - the use of blocking techniques to reduce the comparison space, the use of phonetic encoding techniques to remove typographical errors caused by similar sounding words and the use of probabilities to determine the likelihood of a match. The methods developed in these early papers were shown to be practical and provide high quality results, and were specifically designed to be applicable to different datasets containing different identifying information [23]. The calculation of frequencies of particular fields, to create agreement and disagreement probabilities in order to determine the overall likelihood of two records agreeing, later mathematically formalised [24], has become known as probabilistic record linkage, and is still the key theoretical basis for most record linkage work.
Despite the development of a robust record linkage methodology, in practice this was not always used, with ad-hoc in-house techniques common throughout the 1970s and 1980's. The apparent simplicity of the record linkage problem (and thus the simplicity of developing ad-hoc methods), as well as the lack of general purpose software implementing the more theoretical probabilistic approach, may account for this development [10]. These ad-hoc techniques eventually became known as deterministic record linkage. Despite the lack of a formal framework, in some circumstances they have been shown to work as well as probabilistic methods [25].

Early record linkage developments were concentrated in a few key locales. Canada was one of the earliest adopters of record linkage methods, with British Columbia linking together birth, marriage and death certificates for studies into radiation and genetic heritability [18]. The Oxford Record Linkage Study soon followed, utilising hospital inpatient information (including midwives records and stillbirth information) along with birth and death data [26] for a wide range of studies [27-29]. The US Bureau of Census was also involved in record linkage around this time, linking census and administrative records together to determine coverage, and releasing a record linkage software package in 1972 (Unimatch, [30]). Record linkage of health datasets existed on a national scale in Scotland from the late 1970's [31]. A search of the literature reveals record linkage for health research occurring during the 1980's in Iowa [32], California [33], Hawaii [34], Sweden [35], Finland [36] and Western Australia [37].

Several of these localities developed more comprehensive systems that others. Major record linkage systems were developed in Canada [38], Western Australia [39], and Scotland [40]. Each of these contained a sizable number of administrative collections along with the large population base necessary for epidemiological analysis. The Scandinavian countries also became significant sites for linked research; however, these sites had little need to develop complex systems to deal with the uncertainty of personal identifiers, given their use of state-issued unique person numbers [4, 41].

Around this time the ad-hoc linkages carried out by researchers to answer specific questions evolved into organisational structures known as linkage units. These linkage units were created to carry out linkages of large collections and store the results to be used by researchers who requested this information. The
The development of linkage units increased accessibility of linked data, and resulted in the fostering of specialist expertise in record linkage (previously epidemiologists had conducted linkages themselves). The development of linkage units saw the development of continuous ‘linkage maps’, with information on the relationships between records maintained over time as each new year of administrative records, once collected, is linked into the system. This development added further technical complexity. These technical challenges are discussed in detail in *Publication 1: Technical challenges of providing record linkage services for research* [42].

The ethical and legal implications of combining information on individuals (generally without direct consent), essentially a form of state surveillance albeit for noble purpose, was recognised as a significant challenge to record linkage practice from the outset [43]. The jurisdictions where record linkage operations grew were those without fixed legislative barriers. Techniques to manage and reduce privacy risk were established and implemented [44]; the development of these methods is an ongoing concern [13].

The introduction of record linkage for health research dramatically increased the usefulness of administrative record collections and resulted in thousands of publications on every facet of human health. The impact of this research on health policy has been well-documented [2]. Record linkage is now recognised as an important tool in modern epidemiology, featuring in both textbooks [45-47] and as part of academic coursework [48-50].

### 1.2. Record linkage in Australia

As early as 1970 Australia was recognised as an area particularly suited to epidemiological research using administrative data, given the number of high quality collections [43]. However the federated nature of Australian data collections, along with legal and privacy issues, were also recognised as potential challenges.

Early record linkage studies in Australia were conducted to answer specific research questions; examples include the investigation of industrial exposure to asbestos and lung disease, which involved linking employment records with cancer registries, hospital morbidity systems and death registries [51]; the linkage of criminal justice datasets for longitudinal research into offenders [52].
and the development of a linked database for analysing maternal and child health, using perinatal records, hospital admissions records and birth and death registry information among others [53]. In 1995, work began to link health data within Western Australia into a central repository to be used by future research projects. The Western Australia Data Linkage Branch (WA-DLB) [39] initially included records from birth, death, hospital, mental health, midwives and cancer registry collections over a 15 year period.

The development of this database, along with a client services component providing a mechanism for access to this resource, has been a huge boon to health researchers. Since 1995, the WA-DLB has provided data for more than 700 research projects, resulting in both an enormous number of publications, and changes to health policy and clinical practice [54]. The linkage system has also increased in size, containing over 88 million records with over 4 million individuals [55]. Over 400 data collections have been linked using the infrastructure [55].

Building on from the success of the WA-DLB, the Centre for Health Record Linkage (CHeReL) was established in 2006 to conduct record linkage of NSW datasets [8]. By the end of 2015, the CHeReL linkage system contained over 94 million records and 11 million individuals [56], and had completed over 120 projects [57]. As with WA-DLB, these are records from state-based health datasets; many areas of health governed by the Commonwealth (such as primary care, and subsidised medicines) having rarely been made available for use in linked research.

In 2009, Australian state and federal governments, along with universities and other research centres, invested significantly in record linkage infrastructure through the National Collaborative Research Infrastructure Strategy. This provided resources for the establishment of record linkage units in several jurisdictions (South Australia, Queensland, Victoria and Tasmania), as well as for a centre for national and cross-jurisdictional linkage. It also provided funding for the establishment of a remote access laboratory, providing researchers a secure, remote environment in which they can conduct their research [58]. These organisations, together with the previously established WA-DLB, CHeReL and several others, formed the Population Health Research Network (PHRN). The
creation of a cross-jurisdictional linkage capability (the ability to link together data from more than one state or territory) was a key component of the PHRN.

The establishment of this infrastructure for cross-jurisdictional research, along with the processes and methodology involved, are described further in *Publication 2: Data linkage infrastructure for cross-jurisdictional health-related research in Australia* [59].

Cross-jurisdictional linkage has numerous benefits. It can provide a picture of the nation as a whole, rather than just individual states. It allows the combination of federal health datasets (such as primary care and prescribing information) with state based health information (such as hospital and emergency datasets). Health issues of common interest between states can be investigated (such as health service utilisation in towns which exist across state borders). The loss to follow up caused by interstate movement, or service provision across state borders is reduced. The larger population increases statistical power, which provides additional opportunities to investigate rare conditions or rare outcomes.

The PHRN initiated several ‘proof of concept’ collaboration project to establish the feasibility of conducting cross-jurisdictional linkage to answer research questions of national importance. The first of these proof of concept projects linked over 44 million records from across four Australian states to form a national linkage map, the first of its kind in Australia. This proof of concept project is described further in *Publication 3: Accuracy and completeness of patient pathways – the benefits of national data linkage in Australia* [60].

### 1.3. Opportunities and challenges

The development of national linkage infrastructure within Australia presents enormous opportunities for linked research, and has the potential to position Australia as a leader in this area. Further developments in this space have occurred with the release of the Productivity Commission’s report *Data Availability and Use* [1] which shows a shift in policy focus from the top of government towards encouraging increased access to data for research.

These developments are not without their challenges, however. The difficulties encountered in the early years of record linkage are essentially the same as those faced today. Despite dramatic advances in computing power, effort is still required to ensure linkage can be completed in a timely manner. An examination
of the current record linkage literature reveals that methods for blocking (a record linkage technique whose sole purpose is to speed up operations) continues to be a major research topic [22, 61-63]. Record linkage units continue to develop approaches to optimise their linkage strategy to account for the unreliability of identifying information (see [64-66]). Despite computing advances, manual clerical review still occupies a role in this practice (and remains an expensive and time-consuming process [8, 19]). Issues around privacy remain a major discussion point [67], and have, to some extent, limited the expansion of record linkage [68]. Techniques to reduce privacy risk are another major area of research [13].

This thesis seeks to develop and evaluate improvements in record linkage practice, particularly relating to the challenges of quality and privacy. Before these are discussed, further background is provided into the uses of linked data for research (Chapter 2), and the relevant literature in record linkage methodology is explored (Chapter 3).
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Technical challenges of providing record linkage services for research

James H Boyd1*, Sean M Randall1, Anna M Ferrante1, Jacqueline K Bauer1, Adrian P Brown2 and James B Semmens1

Abstract

Background: Record linkage techniques are widely used to enable health researchers to gain event based longitudinal information for entire populations. The task of record linkage is increasingly being undertaken by specialised linkage units (SLUs). In addition to the complexity of undertaking probabilistic record linkage, these units face additional technical challenges in providing record linkage ‘as a service’ for research. The extent of this functionality, and approaches to solving these issues, has had little focus in the record linkage literature. Few, if any, of the record linkage packages or systems currently used by SLUs include the full range of functions required.

Methods: This paper identifies and discusses some of the functions that are required or undertaken by SLUs in the provision of record linkage services. These include managing routine, on-going linkage; storing and handling changing data; handling different linkage scenarios; accommodating ever increasing datasets. Automated linkage processes are one way of ensuring consistency of results and scalability of service.

Results: Alternative solutions to some of these challenges are presented. By maintaining a full history of links, and storing pairwise information, many of the challenges around handling ‘open’ records, and providing automated managed extractions are solved. A number of these solutions were implemented as part of the development of the National Linkage System (NLS) by the Centre for Data Linkage (part of the Population Health Research Network) in Australia.

Conclusions: The demand for, and complexity of, linkage services is growing. This presents as a challenge to SLUs as they seek to service the varying needs of dozens of research projects annually. Linkage units need to be both flexible and scalable to meet this demand. It is hoped the solutions presented here can help mitigate these difficulties.

Keywords: Medical record linkage, Automatic data processing, Medical informatics computing

Background

Record linkage is the process of bringing together data relating to the same individual from within and between different datasets. When a unique person based identifier exists, this can be achieved by simply merging datasets on the identifier. When this identifier does not exist, some form of data matching or record linkage is required. Often, statistical or probabilistic matching processes are applied to records containing personally identifying information such as name and address.

Record linkage techniques are widely used in public health to enable researchers to gain event based longitudinal information for entire populations. In Australia, research carried out using linked health data has led to numerous health policy changes [1,2]. The success of linkage-based research has led to the development of significant national linkage infrastructure [3]. Comparable record linkage infrastructure exists in few other countries (e.g. England [4], Wales [5], Canada [6], Scotland [7]). The demand for linkage services to support health research, as well as for other forms of human and social research, is increasing [8-10].

There are differing operational models for the provision of record linkage services; however, some elements of the current infrastructure are similar. For example, in Australia and Wales, record linkage is conducted by trusted third parties or specialised linkage units (SLUs). SLUs are usually
located external to the data custodians and researchers. This provides an element of separation, which enhances privacy protection [11]. Using specific software, including where appropriate privacy preserving record linkage techniques [12], SLUs engage in high quality data matching. Linkage results (keys) are either returned to the data custodian or forwarded directly to the researcher (depending on the model in use). Once de-identified data has been merged using the linkage keys, analysis of linked data can occur.

The record linkage processes used by SLUs can be quite complex and involve many components e.g. data cleaning and standardisation, deterministic and/or probabilistic linkage, clerical review, etc. Many factors influence the consistency and quality of linkage results [13].

Notwithstanding the complexity of record linkage, SLUs face additional technical challenges in providing linkage ‘as a service’ for research. The extent of this functionality, and approaches to solving these issues, has had little focus in record linkage literature. Few, if any, of the record linkage packages or systems in use by SLUs today include the full range of functions required of/by these entities.

The purpose of this paper to identify and discuss some of the technical issues associated with the provision of record linkage services, and to propose solutions to these problems. Of particular interest is the array of challenges associated with on-going linkage (i.e. continuous linkage of changing datasets over time). These issues have not been previously addressed in the literature, and it is the aim of this paper to do so.

**Methods**

The role of SLUs has become more prominent in the research infrastructure landscape and the level and complexity of demands placed on them for linkage services has increased. While there are a variety of techniques available to undertake record linkage such as deterministic rules-based methods, sort and match algorithms [14], and probabilistic techniques [15,16], the tendency for most SLUs has been to implement a probabilistic framework, owing to its robustness, adaptability (particularly in relation to linkage of large datasets – see, for example Clark and Hahn [17]) and high-quality output [18,19]. Probabilistic methods involve sophisticated blocking techniques (to streamline comparisons) and the application of matching methods that incorporate both deterministic and probabilistic comparisons [20-22]. In recent times, there has been extensive work on extending probabilistic approaches and improving efficiency using advances in technology [23,24]. However, beyond the complexity of the linkage process *per se*, there are other technical challenges that present to SLUs. These include the general management of data, handling different linkage scenarios, the management of routine, on-going linkage (and the complexity of storing and handling changing data), the need for automation and the ever present need to accommodate larger sized datasets. In this section we discuss each of these emerging problems.

**General management of data**

As the number of linkage projects increase, SLUs need robust, efficient methods of managing all forms of data. These include: incoming data from custodians (which need to be maintained in a secure environment, owing to identifying data items and which need to be cleaned and standardised [25] before being used in record linkage); outgoing data (i.e. the linkage keys that are subsequently delivered to others); detailed information about record linkage processes themselves and key decision factors (i.e. linkage strategies, weights, threshold settings, clerical review decisions); linkage results (matched pairs and group membership); and any other value-added information (e.g. geocoding information for addresses).

To ensure robust and reliable linkage operations, the SLUs require close integration between the record linkage software and enterprise level databases. This will help the management of the information resources as the volume of linked data increases.

**Handling different linkage scenarios**

The linkage requirements of research projects vary. Some research projects require a ‘simple’ once-off linkage of one or more existing datasets, while others require more intricate linkage of datasets (e.g. genealogical linkage). SLUs need the ability to handle various linkage scenarios including both project based (create and destroy) and ongoing linkage research projects.

‘Project based linkage’ is arguably the simplest scenario. This is where one or more datasets are required to be linked together for a single research project. These datasets are to be linked to each other, with the links only to be used for a specified research project. Based on the data agreements for the project; the datasets, and the links, often require to be deleted/destroyed after the project has completed.

**On-going linkage**. As systems, processes and relationships mature, SLUs typically move from a ‘project’ based approach, where data is linked for each specific research project and then the links are discarded when no longer required, to an on-going approach, where a central core of links is created and maintained over time and re-used for multiple research projects. As new records are added to the system, the links are updated. This approach dramatically reduces effort and improves linkage quality, as the same data are not required to be re-linked over and over with the impact of quality intervention and clerical
review is not lost [26]; however, this introduces additional challenges in terms of the volume, speed and quality of matches and the management of associated linkage keys over time is itself complex.

Despite the vast array of record linkage software packages available, most focus on linking files on a ‘project’ basis, that is, linking a single file to itself (internal linkage) or linking two files to each other at a single instance in time. Currently there are a range of desktop applications that perform this function and although these are usually easy to implement and use, they can struggle to handle medium (>1 million) and large scale (>10 million) linkages [27]. Few, if any, commercial packages exist which have the capacity and functionality to undertake on-going record linkage. As a consequence, these complexities have been resolved in ad hoc ways by individual linkage units.

Alternative approaches to on-going incremental linkage have been developed in recent years, including those outlined by Kendrick [21,28] in his description of Best-link matching. Kendrick’s paper expands on the principles outlined by Newcombe [29,30] which describes the factors which could have an effect on the linkage quality, including the likelihood that a record in one file is represented in the matching file.

Other linkage scenarios. There are occasional scenarios where on-going linkage may not be possible, or the most appropriate solution. A SLU needs to understand requirements in both the long and short term, and how it can accommodate both ‘project based’ and ‘on-going’ linkage requests, if at all.

Another linkage scenario often dealt with by SLUs is ‘bring your own’ linkage. This is where a researcher who has collected information on a study cohort wishes to link this data to another dataset which may or may not already exist in the linkage system. While this researcher’s data should link to the required dataset(s), there is no requirement that it should form part of the on-going system.

**Challenges associated with on-going linkage**

There are several considerations that need to be addressed before implementing an on-going linkage system; these issues typically do not appear in simpler, project based linkage operations. These differences are subtle and are mainly a result of the intricacies of managing data over time. Each of the approaches has their strengths and weaknesses and their applicability or suitability will depend on project requirements.

On-going linkage refers to the process of undertaking routine, continuous linkage of (changing) datasets over time. In on-going linkage, previously created links are retained by the system, and added to on the arrival of new records from the same datasets. New records entering the system needed to link to other new records (i.e. internally linked) as well as to existing records that are currently in the system (see Figure 1).

**On-going linkage and the management of ‘open’ records**

In project based record linkage, a linkage unit is typically supplied with a series of complete or ‘closed’ datasets which are required for a research project. These are then linked at a single point in time and the results given to the researcher. In on-going linkage, the necessary datasets are provided to units on a routine and, often, incremental basis. For example, a dataset may be supplied on a monthly basis. This dataset would contain new records for that month, as well as records that were updated during that month. Record received in one month may be amended, or completely removed from the dataset in the next month. An approach to handling new, amended and deleted records is required for on-going linkage.

In order to ensure the integrity of the linkage map and to avoid a re-link of all records, the linkage system should have the ability to detect and handle records which have been amended. This includes records which have had their personal identifying information changed (as these field values may influence matching decisions in earlier iterations of record linkage).

Similarly, the linkage system should have the ability to remove a record from the map. Ideally, this should occur in a way that removes any associations that may have been created by the existence of this record in the system.

**Maintaining a linkage map**

On-going linkage systems require the maintenance of a central linkage map (a list of each record and the group they belong to). As linkage processes are continuous, the map needs to reflect results as they occur over time and
for all records in the system, including those that are added or updated on an incremental basis.

**Accessing linkage map history**
Maintaining a linkage map and its history has utility for researchers, as well as for SLUs. Once researchers receive their data, they may have queries relating to how specific records were linked together. The linkage map is constantly being updated as new records arrive, and as the linkage map may no longer contain these records/links, it may be unclear how these records were brought together. The same problem can occur when a researcher requests a second extraction of their data, (for instance, to receive additional records or content variables). When they receive their second extraction data, they find that the linkage map has changed (as new records have been added or quality fixes have been made) making it difficult to reconcile individual patient histories. For on-going linkage systems, a linkage unit must understand how it will accommodate project requests over time.

**Linkage automation**
The main goal of adopting on-going linkage is to reduce the amount of time and effort required in conducting a large amount of project linkages, which are routinely re-linking the same data. Taking steps to automate parts of the linkage process fits in naturally with the aim of reducing operator time and effort and increasing scalability.

As on-going linkage systems typically contain a central linkage map which is used in every current and future linkage, the cost of an operator mistake can be very high. Systematic automation and reporting can be useful to ensure and control the quality of linkages over time.

**Results**
A SLU may employ one of a number of models to ensure that linkage is carried out efficiently and securely while satisfying the linkage needs of the research. Some approaches to automation, linkage scenarios and the creation, management and use of a linkage map are presented below.

**Linkage automation**
Linkage processes are made up of several discrete steps (as shown in Figure 2), any number of which could be automated. At one end of the spectrum, the grouping process could be automated, with all other processes handled by operators. Upon verifying a file is correct, the operators clean the data and then link the file. When they are satisfied with linkage results, the linkage output is grouped into the linkage map.

Any system containing automation will require a process to ensure tasks are performed in an orderly manner. Looking at the sequence described in Figure 2, for example, a system could be implemented which examined a file to verify it contains the information it was expecting, before cleaning it in a predetermined way, and then linking the file in some predetermined or configurable way. The linkage results could then be added to the linkage map. A fully automated version of such a system would help fulfil the ‘linkage as a service’ model for some SLUs. Linkage services could be further extended so that data providers could connect to a portal to transmit a dataset, which is then automatically linked, with results automatically returned.

There are advantages and disadvantages to automated models of linkage service delivery. Using a fixed approach to cleaning and linking datasets ensures integrity and transparency, and where operators are routinely applying fixed approaches, these could also be added to automated processes. On the other hand, depending on the quality of the data, bespoke approaches to working with individual datasets may improve linkage quality over a one-size-fits-all approach.

**Linkage scenarios**
Several options exist for handling the different likely linkage scenario requirements. One simple option is to use different linkage systems for different types of linkage scenarios. A SLU may choose to use one set of processes for project-based projects (only), while using an entirely different set of processes/tools for core, on-going linkage. The processes for project linkage may even include manual components.

A more complicated option is to design a single system for all linkage projects but which accommodates differing linkage scenarios for each specific project. Under this option, a linkage project may be configured to be on-going. The associated linkage map would also be ‘on-going’. A linkage project may also be designated to be a hybrid of

---

**Figure 2** Steps in the linkage process.
projects and on-going linkage, that is, a linkage in which new project datasets are linked to records drawn from an existing, on-going datasets. Linkage results from these project, may, or may not, be added to the on-going linkage map, depending on the requirements of the research project and the likely quality of results.

The most appropriate option will depend, in part, on the number of different linkage scenarios facing SLUs. If requests for separate linkages and linkages to researcher datasets are common, then the first (simpler) option will require a large amount of operator time and resources, defeating the purpose of moving to on-going linkage, while the second may require a large amount of computational resources which may not be feasible.

On-going Linkage

There are several possible methods for conducting on-going linkage and the linkage output will be influenced by a number of factors. One factor is the overlap of people between the files being matched i.e. how many new records have true matches in the existing linked file. Another influence is the size of the existing file, the larger the number of records involved in a probabilistic linkage the greater the likelihood that information will agree ‘by chance’ across records being compared.

These factors have an influence on the number of records brought together for linkage, the matching strategy and in the post-linkage processes that convert pairs of matched records into groups of records that are stored in a linkage map.

The relationship within and between files and the level of confidence in existing links/relationships are important considerations in the design and optimisation of linkage strategies.

For example, one approach is to link all records in the incoming dataset to all other records in the system. This method allows pairs to be created describing the relationships between all records in the system. With this approach, there are no expectations or assumptions made about how records match against each other or how they group together to become ‘sets’ of records that belong to the same individual. In terms of linkage strategy, this scenario represents a relatively unconstrained many-to-many linkage. If, however, the linkage task involves linking records to an authoritative record type (i.e. where only one high-quality record per person is known and maintained), then a one-to-one or many-to-one linkage may be more appropriate and there is opportunity to adapt matching strategies to leverage this knowledge [29,30].

A related issue is whether or not to allow merging of groups in the linkage map. A linkage method known as ‘best-link matching’ [21] makes use of a population spine, which is a set of records already in the system that covers most of the population, and has been linked to a high standard. In this method, incoming records are unable to join together two groups already existing in the system—instead the ‘best link’ is chosen, and the incoming record is added to this group (Figure 3, Option 1).

This method uses underlying knowledge of the quality of the population spine to make decisions about future linkage results. Most SLUs accept that a small percentage of matches will be incorrect. In the situation where one of these matches merges two groups, the error is compounded and all records within these two groups are now incorrectly linked togethera.

An alternate approach is to allow the merging of groups to occur. This method does not rely on the existence of a high quality reference dataset (spine). For this reason this method may be useful in a much greater range of circumstances.

There is an additional advantage to choosing strategies which allow merging of groups and which use all records in linkage. The advantage of this approach (and this approach only), is that the order of the incoming records does not affect system groupings. It is intuitive that this should be the case, as in practice the order of received records is typically highly dependent on contractual arrangements and other arbitrary preparations, which should not have an effect on the groups made by the system.

Managing and accessing a changing linkage map

In on-going linkage, the linkage map is constantly changing and there may be requests from researchers to access results from previous linkages. There are several ways in which a SLUs can manage changing linkage maps and accommodate requests for past information. One solution is to take snapshots of the linkage system at the point of extraction for all research projects. This allows researchers access to the data and linkage map at the time of extraction and will solve the majority of the researchers queries, although the system would not be able to determine exactly why things have changed. While multiple snapshots of the system would take up a large amount of space, these do not necessarily need to be stored on on-going infrastructure, and could be moved elsewhere until required.

An alternative solution is to have a linkage map which stores the full history of groups, recording details of when additional records entered or left specific groups. This allows full understanding of how groups of records came together, as well as giving the ability to ‘roll-back’ to a point in time when an extraction for a researcher occurred (see Figure 4). Storing the full history of groups will likely take up more space in the linkage map; however, it provides greater flexibility in the extraction process and changes to groups are fully documented.
Managing deleted, amended and ‘open’ records

Deleted records
One option for managing deleted records is simply to remove them from the groups they are currently part of.

The danger with this method is that the deleted record may have erroneously brought together two groups of records, which may now stay together indefinitely. A better approach is to unwind these groups by utilising the

Option 1: No merging of groups - ‘best match’

In the first option, the incoming record ‘z’ linked to two records, which are in separate groups. Only the ‘best match’ is accepted, and record ‘z’ joins the same group as records ‘b’ and ‘c’, with record ‘a’ remaining in a separate group.

Option 2: Merging of groups

In the second option, these groups are then merged, with all records now belonging to the same individual.

Figure 3 Methods for on-going linkage.
matching pair information used in creating these groups to discover how these groups would have looked had this deleted record not entered the system (Figure 5).

**Amended records**

There are several options available to manage amended records. One option is simply to amend the details stored in the database, without changing the system groupings. However these amended details may mean this record should belong to a different group, and that these links are actually in error.

An alternative option is to treat the amended record as a new record. In order to ensure the integrity of the linkage map, one must also identify and re-link any records that previously match to the record. This will ensure the new version is linked to the appropriate records.

By using pair information during deletion, and re-linking amended records, we can ensure the linkage map

---

**Figure 4** The full history of stored groups including the reasons for changes.

**Deletion Records**

![Deleting Records Diagram](image)

**Figure 5** Methods for deleting records.
looks the same as if the deleted records and previous version of the amended records had never entered the system.

‘Open’ records
Linkage systems that can handle deleted and amended records are better placed to accommodate the linkage of ‘open’ records. ‘Open’ records are those records where creation and end times vary and where the content of data may change between those dates. Many data providers only work with ‘closed’ records, which they can guarantee will not change. This process involves extensive validation and cleaning of the data before the file can be closed. This process is time consuming but ensures no changes to the linkage map once the file has been added. Some collection systems have ‘open’ records which can be amended over time. The advantage of ‘open’ files is that they can be updated to reflect amendments to records or deletions.

Discussion
SLUs must service a range of record linkage needs from the research community. They must be able to deal with a range of linkage scenarios, from (simple) project linkage based approaches to complex on-going linkage. On-going linkage requires consideration of a number of additional time-sensitive issues which do not affect project based linkages. Despite the complexity, the advantages of moving to a more automated, efficient and sustainable way of conducting linkage far outweigh the intricacies of doing so. Table 1 summarises these key operational features of a linkage system and options available.

Several themes run throughout the issues presented in this paper. One is the trade-off between automation and bespoke approaches. Bespoke approaches will always be more flexible, but will always suffer from issues of transparency, maintainability and replicability. A second theme is the focus on issues and processes that complement and support the specialised activities of record linkage units. As presented in this paper, there are a number of key technical issues which must be understood and overcome in order for SLUs to deliver efficient record linkage ‘services’ for researchers.

There are several areas of further research required. To our knowledge, none of the options presented in this paper have been empirically compared against each other. However the employment of one option over another depends (typically) on assumptions about linkage quality, a measurable trait. If empirical research investigated the effect on linkage quality of several of these options over time given different datasets and other parameters, linkage units would be better equipped to decide on the most appropriate option for their systems.

A second area of research is related to the benefit of bespoke processes over automated processes. While it is assumed that automatic processes will likely produce lower quality results, the actual degradation in quality is not known. Research which tests and quantifies these effects is warranted. Until we know the true effect that automation has on linkage quality (if any), linkage units cannot make an informed decision about the benefit of this move.

Conclusion
The process of conducting numerous linkages on a large scale is both complex and resource intensive. Linkage systems need to be both flexible and scalable to meet the future demands of enterprise-level record linkage. It is hoped the solutions presented here help reduce these difficulties.

Table 1 Summary of issues and options for on-going linkage

<table>
<thead>
<tr>
<th>Operational feature</th>
<th>Options</th>
</tr>
</thead>
<tbody>
<tr>
<td>On-going linkage</td>
<td>- Link to most recent record in group vs. link to all records</td>
</tr>
<tr>
<td></td>
<td>- Best-link matching vs. merging groups</td>
</tr>
<tr>
<td>Linkage automation</td>
<td>- Spectrum from fully automated to only the grouping process automated</td>
</tr>
<tr>
<td>Links stored</td>
<td>- No history stored</td>
</tr>
<tr>
<td></td>
<td>- Snapshots stored</td>
</tr>
<tr>
<td></td>
<td>- Full history stored within linkage map</td>
</tr>
<tr>
<td>Handling different linkage scenarios</td>
<td>- Only on-going linkage</td>
</tr>
<tr>
<td></td>
<td>- Manual processes for project based linkage</td>
</tr>
<tr>
<td></td>
<td>- Access to on-going linkage system used for project based linkage</td>
</tr>
<tr>
<td></td>
<td>- Build system which can handle multiple scenarios</td>
</tr>
<tr>
<td>Amended and deleted records</td>
<td>- No handling of amended and deleted records</td>
</tr>
<tr>
<td></td>
<td>- Amended records: Changing personal identifiers only vs deleting and re-linking</td>
</tr>
<tr>
<td></td>
<td>- Deleted records: Simple removal, or using pair information to reconstitute groups</td>
</tr>
</tbody>
</table>
Endnote

AIn this method false negatives found in the originating dataset used for the population spine will never be brought together no matter what additional information is found in other datasets. Additional records can provide new information which makes it clear that two records previously existing within the system actually belong to the same person. In these situations, 'best-link matching' will not be able to use this information to improve quality.
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Data linkage infrastructure for cross-jurisdictional health-related research in Australia

James H Boyd1, Anna M Ferrante1, Christine M O’Keefe2, Alfred J Bass3, Sean M Randall1 and James B Semmens1

Abstract

Background: The Centre for Data Linkage (CDL) has been established to enable national and cross-jurisdictional health-related research in Australia. It has been funded through the Population Health Research Network (PHRN), a national initiative established under the National Collaborative Research Infrastructure Strategy (NCRIS). This paper describes the development of the processes and methodology required to create cross-jurisdictional research infrastructure and enable aggregation of State and Territory linkages into a single linkage “map”.

Methods: The CDL has implemented a linkage model which incorporates best practice in data linkage and adheres to data integration principles set down by the Australian Government. Working closely with data custodians and State-based data linkage facilities, the CDL has designed and implemented a linkage system to enable research at national or cross-jurisdictional level. A secure operational environment has also been established with strong governance arrangements to maximise privacy and the confidentiality of data.

Results: The development and implementation of a cross-jurisdictional linkage model overcomes a number of challenges associated with the federated nature of health data collections in Australia. The infrastructure expands Australia’s data linkage capability and provides opportunities for population-level research. The CDL linkage model, infrastructure architecture and governance arrangements are presented. The quality and capability of the new infrastructure is demonstrated through the conduct of data linkage for the first PHRN Proof of Concept Collaboration project, where more than 25 million records were successfully linked to a very high quality.

Conclusions: This infrastructure provides researchers and policy-makers with the ability to undertake linkage-based research that extends across jurisdictional boundaries. It represents an advance in Australia’s national data linkage capabilities and sets the scene for stronger government-research collaboration.

Keywords: Data linkage, Infrastructure, Population, Health, Research

Background

Benefits of data linkage to research, policy making and service delivery

Administrative datasets constitute a significant information resource for government and are used to manage, monitor, assess and review a range of service areas. They are also used in research to provide insight into significant health issues, to support health policy development and improve clinical practice and service delivery. Additional value can be obtained from these administrative collections through data linkage. This process allows data from different sources, including disease registers and clinical datasets, to be brought together to provide richer information. The benefits of linked data include reduced data collection costs and more detailed and extensive analysis [1-6].

Data linkage infrastructure developments

Despite recognition of the value of data linkage by government and the research community, dedicated infrastructure to sustain and support data linkage activity is limited. Data linkage “systems” or “facilities” exist in only a handful of countries including Canada [7], England (Oxford) [8], Scotland [9], Australia [10] and most recently in Wales through the development of the SAIL system [11]. These production-level systems undertake linkage on a routine
basis, servicing the statistical and research needs of both government and University researchers.

In Australia, purpose-built data linkage infrastructure was first established in 1995 in Western Australia. The Western Australia Data Linkage System (WADLS) emerged from a collaboration between the University of Western Australia’s School of Population Health and the Western Australia (WA) Department of Health. WADLS comprises a complex probabilistic data matching system to create, store, update and retrieve links between over 40 population-based administrative and research health data collections in WA [12]. Following the success of the WADLS and in recognition of the power of the resulting linked research data, the Centre for Health Record Linkage (CheReL) was established in 2006 in New South Wales (NSW) to undertake data linkage for NSW and the Australian Capital Territory [13]. Hosted by the NSW Cancer Institute, CheReL is a joint venture between eight institutions. It has developed quickly to incorporate the routine linkage of a number of strategic, core datasets.

**PHRN initiative**

Further investment in Australia’s data linkage capability occurred in 2006 when the Australian government allocated $20 million to further develop data linkage infrastructure under the National Collaborative Research Infrastructure Strategy (NCRIS). State and Territory governments and academic partners invested a further $32 million to support the capability. The initiative, known as the Population Health Research Network (PHRN), included the establishment of data linkage units in all other Australian States, the formation of the Centre for Data Linkage (CDL) for national or cross-jurisdictional linkage, the development of a secure remote access laboratory for researchers, and a data delivery system for the secure electronic transfer of data between PHRN participants and relevant stakeholders. The purpose of the PHRN is to “provide researchers in Australia with the capability to link de-identified data from a diverse and rich range of health datasets, across jurisdictions and sectors, to carry out nationally and internationally significant population-level research, to improve health and wellbeing and enhance the effectiveness and efficiency of health services” [14].

A core component of the PHRN infrastructure has been the development of national or “cross-jurisdictional” linkage capability i.e. the ability to link data from more than one State or Territory. Given the federated nature of health care service delivery in Australia (i.e. some services are delivered and administered at State level, while others are delivered and administered at a national or “Commonwealth” level), cross-jurisdictional linkage is an essential component of national infrastructure. Without cross-jurisdictional data linkage capabilities, research aimed at national level or targeting issues of common interest (e.g. health service use along border areas) cannot be undertaken. The remainder of this paper describes the development of the processes and data linkage methodology required to create a cross-jurisdictional research infrastructure and the aggregation of State and Territory linkages into a single system.

**Methods**

Under the PHRN initiative, the CDL was tasked with “establishing a secure and efficient data linkage system to facilitate linkage between jurisdictional datasets, and between these datasets and research datasets using demographic data” [14]. To fulfil this function, the CDL engaged in the:

i) Development of a cross-jurisdictional operational model

ii) Specification and implementation of a secure IT environment including linkage software; and

iii) Development and adoption of strong governance arrangements

**CDL operational model development**

The operations and infrastructure in the CDL build on the models created in both WADLS and CheReL. The Cross-Jurisdictional Operational Model was developed in wide and open consultation with PHRN members and related stakeholders [15]. The Model incorporates a separated and layered linkage approach where State/Territory linkages are conducted by individual State-based or “jurisdictional” linkage units, while cross-jurisdictional or “national” linkages are conducted by the CDL (see Figure 1).

This layered model maximises the skills and experience in data linkage across Australia and builds on the success of well established data linkage units in WA and NSW/ACT. It involves a multi-tier operating structure with standardised governance arrangements which are responsive to researchers needs. The state/territory data linkage units have had a major influence on the development of the model and the CDL has benefited from working with state/territory data linkage units to understand the data, the technologies and researcher needs. The layered model also allows efficient control over aspects such as skill development, resource utilisation, operational efficiency and the application of standards across data linkage units.

A best practice ‘separation’ principle operates in the Model at both State (or “jurisdictional”) and CDL levels [16]. Under this principle, the process of data linkage (and the data items used in linkage activity) is kept separate from the processes that extract and deliver content
or clinical data for researchers. Data flows for cross-jurisdictional linkage comprise three distinct phases:

- Flow of data for linkage
- Provision of project specific linkage keys
- Extraction of research data

Phase One of the data flow model is about the **linkage process**. The data used for linkage involves only a limited set of variables, typically demographic data (e.g. name, date of birth, address, date of event). This information is used for linkage purposes only. A Data Custodian provides demographic data and related record identifiers to the Jurisdictional Data Linkage Unit. The Jurisdictional Linkage Unit uses this data to undertake state-based linkages for state-based research projects. For cross-jurisdictional projects, the local Linkage Unit provides the demographic data and encrypted record identifiers to the CDL. The CDL uses this information to link data across multiple jurisdictions.

An important element of the Cross-Jurisdictional Model is the creation and maintenance of a National Linkage Map [17]. Following the linkage process, the CDL assigns the same reference key - a National Linkage Key (NLK) - to each record that is considered to belong to the same person. The reference between the Unique Record Identifier (RecIDs) of each record and the NLK creates the national linkage map (i.e. a direct list showing the national linkage key corresponding to each unique record identifier). Allocation of the NLKs allows the system to group records within the National Linkage Map to show which sets of entries are considered to refer to the same person.

Each NLK only has value within the context of the National Linkage Map, which associates them with pointers to health records. The Unique Record Identifiers contained in the Map are encrypted and each is used as a pointer to the information held by data providers. It is important to note that the National Linkage Map does not contain any demographic or content variables. When extracted, information from the National Linkage Map are masked and then encrypted before being supplied to Data Custodians for approved research projects.

Phase Two of the process is the **provision of project-**
specific linkage keys which enables research datasets to be extracted and merged anonymously by researchers. For each cross-jurisdictional project, the CDL returns to the local Jurisdictional Linkage Unit a file with the record identifiers and project-specific linkage keys. Each project is issued with a unique set of project-specific linkage keys. The local Linkage Unit passes the project-specific key and record identifiers to the Data Custodian who then proceeds to the final phase of the process (data extraction).

Phase Three, extraction of research data for approved projects, takes place only after Phase One and Phase Two have been completed. For each cross-jurisdictional research project, content data is extracted by the Data Custodian. It consists of project-specific linkage keys and only those variables which the researcher has been authorized to access. The dataset does not contain any identifying data items (e.g. name). The linkage keys in the dataset are project-specific so that researchers cannot collude and bring together data from different projects. Once the researcher is provided with data from all relevant Data Custodians, records can be merged using the project-specific linkage key and then used in analyses.

As Figure 2 shows, the Data Custodian is an integral part of all steps of the process and directly controls access to their data. This Model does not involve a central data repository which means that custodians only release data on a project by project basis. The CDL does not hold clinical or content data, but links the demographic data that has been separated from the remainder of each dataset to create ‘linkage keys’. Clinical or service information is not needed by the CDL and is not provided to it and the researcher receives only that part of the record that they have approval to see (without any demographic or identifying information).

With the model separating the linkage and research data and functions, access to reliable metadata during the linkage and analytical part of each cross-jurisdictional research project is important. In Australia the METEoR system is one such metadata repository that provides a single-source dataset of definitions (including those administrative in nature) at a national level. This will be a useful resource to align the definitions across jurisdictional datasets.

Secure IT environment
To implement the Operational Model, the IT infrastructure arrangements for CDL had to provide a secure controlled environment for working with name-identified data. Understanding the sensitive nature of identifying information assets, the CDL designed its operations to accommodate datasets from State and Commonwealth organisations whilst applying the highest level of security. As well as ensuring that identifying demographic information was handled separately from any content or clinical data as part of its data flows, the CDL established a secure IT infrastructure to protect these information assets throughout the process.

A secure stand-alone network (the CDL stand-alone network) was designed in consultation with the PHRN to enable the storage and processing of demographic data.

---

**Figure 2** Cross-jurisdictional data flows.
received from the jurisdictional linkage units, researchers and other sources. The Australian Department of Defence publication ACSI 33 Australian Government ICT Security Manual (ISM) was used as a guideline for identifying risks and controls when considering requirements and determining CDL security measures. The ISO/IEC 17799:2005 Information Technology – Security Techniques – Code of Practice for Information Security Management was also consulted in developing the CDL IT solution and security plan. As Figure 3 demonstrates, the CDL stand-alone network is physically separate from all other networks. The environment was later subjected to an independent, external security audit.

**Independent audit**
The objectives of the independent audit were to review the CDL secure IT environment, and identify and describe the controls to ensure that they were being applied in compliance with the standards and processes identified by the PHRN stakeholders. The audit included a full review of the configuration, operations, and usage of the CDL infrastructure.

Among other things, the audit report provided an assessment of how the infrastructure was configured and used relative to the standards identified by the PHRN stakeholders and recommended changes to configuration and usage.

**Governance**
A major challenge for all members of the PHRN has been to ensure that the collection, use and disclosure of personal information comply with applicable information privacy legislation. Compliance with legal requirements relating to privacy is essential but it is only one dimension of good governance. Equally important is the development of a strong culture of understanding and support for privacy goals and governance best practice.

Among the governance structures instituted by the PHRN are a Management Council overseeing the implementation of the national data linkage program, with sub-committees which provide advice and direction to Management Council members. These sub-committees include an Ethics, Privacy, and Consumer Engagement Advisory Group, an Operations Committee (providing technical advice) an Access Committee (providing advice on access, accreditation and eligibility); a Data Transfer Working Group and Proof of Concept Reference Group. Additional governance features of the PHRN include a

---

Figure 3 CDL IT infrastructure configuration. * For Proof of Concept, computing capabilities were enhanced; however, the basic configuration of IT infrastructure was unchanged. Additional computing resources included two new servers and UPS.
strict reporting regime; a Privacy framework; an Information Governance framework; rigorous approvals processes for each research project; binding agreements related to data release, date confidentiality and security and Network-wide policies and guidelines.

Software evaluation
A need to identify accurate, reliable, load-bearing (i.e. production capability) record linkage software was recognised in the very early stages of development. As a consequence, the CDL embarked on an evaluation of ten data linkage software packages to assess their suitability for inclusion in a large scale automated production environment [18,19]. The evaluation identified three potential candidate packages. These products were shortlisted for further testing during the Proof of Concept phase (POC; see below).

PHRN proof of concept linkages
The primary aim of the PHRN Proof of Concept projects is to demonstrate the capability of the PHRN infrastructure to answer research questions of national importance, by conducting inter-state linkages [14]. The first PHRN Proof of Concept project examined in-hospital mortality and investigated issues of hospital safety and quality using inpatient and mortality information.

Initial data was provided to the CDL from NSW and WA. This comprised more than 25 million hospital and mortality records over a ten year period. Consistent with the Cross-Jurisdictional Model, data flows and linkage activity included the following:

- Transfer of hospital and mortality demographic information and jurisdictional linkage keys from custodians and linkage units in NSW and WA to the CDL
- Linkage of this data to create a national map
- Creation of project-specific linkage keys based on this map
- Transfer project-specific linkage keys back to the jurisdictions
- Transfer of the necessary clinical data from the jurisdictional custodians to the researcher

Results and discussion
The CDL Cross-Jurisdictional Model was endorsed by the PHRN Management Council in 2010 [20]. A development and implementation programme based on that Model subsequently commenced (and is still on-going). The development programme includes the design and implementation of a large-scale automated production linkage system in which a national linkage map can be created and maintained over time as new datasets and updates to datasets become available.

Strengths and weaknesses of the model
The Cross-Jurisdictional Model has a number of design strengths. Firstly, it implements the best practice separation model [16] to protect the privacy of individuals. Secondly, it adopts a “minimum data” principle in which participants are provided only with the minimum amount of information required to conduct their designated activity. Both of these elements are consistent with Australian government principles for data integration [21]. The Jurisdictional Linkage Units and encrypted versions of their jurisdictional linkage keys are integral to the process. They ensure that high quality linkages at both state and national level are maintained and that resources are used efficiently. The independence of Jurisdictional Linkage Units is also maintained under this Model, as is the proximal relationship between these Units and local data custodians. Finally, the Cross-Jurisdictional Model is designed to be extensible – datasets and/or linkage units can be added with minimum impact on the overall system.

Although the Model has been designed to maximise the protection of privacy, the additional data flows also introduce some operational restrictions. The obvious limitation is around the coordination of numerous “separated” elements before different datasets can be joined up. This process can be complex and requires careful consideration to avoid bottlenecks in the system. There are other limitations to the Model. For example, there is no flexibility in operations – roles of participants are defined from the start. Data flows are also likely to be slow and highly dependent on the capabilities and resourcing of Data Custodians. Processes may be difficult to speed up or streamline. System auditing is also more difficult under a “separated” Model, as it is difficult to trace the history of linked analytical data without good coordination and oversight.

This model was agreed to after extended consultation with the rest of the network. A consultation paper was presented to PHRN participants outlining proposed models and asking for feedback regarding particular options. The model was chosen based on a desire to find consensus amongst participants. Alternative models were proposed, including the CDL receiving data directly from state Data Custodians. Receiving data from linkage units allowed the CDL to leverage off the existing relationship between the data custodians and linkage units, and to utilise the jurisdictional linkage keys for quality assurance purposes.

Operational governance and IT
The CDL has established a development programme which involves constructing effective matching methodologies around the agreed operational model. In addition to developing and demonstrating technical linkage capabilities,
governance arrangements at the CDL were further developed and refined. The CDL has developed specific governance provisions around security and operations, risk management and privacy (including Privacy Impact Assessment). Ethics approval has been granted to operate the CDL cross-jurisdictional data linkage infrastructure.

A secure IT environment was established to meet the security standards developed as part of the PHRN Information Governance Framework for cross-jurisdictional data linkage. The environment was later subjected to an independent, external security audit as part of the threat and risk assessment process.

Overall the audit concluded that the CDL environment and systems were being managed in an efficient and reliable manner. Although no major deficiencies were observed, the report provided non-essential recommendations. All recommendations were addressed successfully. The independent audit review process has been included in the CDL Governance Plans which means that other audits will be required in the future if there are significant changes to the secure IT environment.

Software evaluation
The software evaluation was successful in identifying appropriate software for production linkage. The software evaluation also resulted in the development of a unique, sharable methodology for data linkage software evaluation. The methodology incorporates the use of synthetic data and is both transparent and transportable [22]. The knowledge and expertise developed through the evaluation was shared with the wider PHRN to assist their developments.

PHRN proof of concept linkages
The cross-jurisdictional data linkage capabilities of the CDL have been demonstrated through involvement in the PHRN Proof of Concept Collaboration projects. Using its data linkage capabilities, the CDL linked both NSW and WA data as new and compared these results to those achieved by the WA Data Linkage Branch (WADLB) and the NSW CHeReL. The jurisdictional linkage keys supplied by the linkage units in NSW and WA were purposely not used during the linkage process, but were used solely to measure linkage quality once the CDL had completed its linkages. By comparing the CDL links with those of the jurisdictions, the CDL was able to evaluate its ability to link very large dataset to a high quality in a short period of time. The results for all linkages were exceptionally high. In total, 99.2% of links found by the CDL were correct, and 96.8% of all links were found. The CDL was successful at closely replicating jurisdictional links in a short time span. The CDL obtained an overall linkage accuracy measure (F-measure) of 0.99 for WA data, and 0.97 for NSW data. Both results were very high. The lower linkage quality obtained for NSW data could be attributed to poorer data quality.

Additional projects utilising cross-jurisdictional linkage infrastructure are in train. These include an exploration of the burden and cost of health care due to injury (which utilises state morbidity, emergency and mortality datasets) and an investigation into the role of perinatal factors in the developmental and educational outcomes of Australian children, (using state level birth and perinatal datasets and the Australian Early Development Index, a national collection on young children’s development [23]). The range of possible research projects which can use cross jurisdictional linked data is large and diverse and will have the capacity to improve government policy and planning. The possibility for data linkage research looks set to be restricted only by imagination.

Progress
As results show, the CDL has met its objective of “establishing a secure and efficient data linkage system to facilitate linkage between jurisdictional datasets” [14]. The CDL has established a secure IT environment, instituted strong governance arrangements and implemented a unique cross-jurisdictional operational model. As evidenced by Proof of Concept linkage results, the CDL has also developed the technical capability to undertake large-scale data linkage and produce high-quality linkage output.

Current developments
The CDL is currently continuing with the development of a full production linkage system. In the past, production linkage systems have been limited by their inability to handle increasingly large datasets. The major reason for this poor scalability is the exponential growth in the number of possible matches as so-called “master datasets” extend. To address this and ensure sustainability of national infrastructure, the CDL has designed an efficient and sustainable component-based production linkage system. The system has been designed to securely link event data based on probabilistic matching of demographic information. A new grouping methodology has been implemented that operates at record-pair level. The system has the functionality to support changes in records and datasets over time. Additionally, the linkage system provides functionality to support its own administration by operational staff.

The issues in implementing cross-jurisdictional linkage are not only technical. There are also significant challenges around management and governance, engagement with stakeholders, and working in a federated environment with differing legislation. The researchers working with cross jurisdictional linked data also face challenges around
merging data from different states and working with different collection methodologies and variable definitions.

Future directions
Data linkage in Australia is an evolving space. At the same time as the PHRN and CDL were developing, a number of Commonwealth government agencies came together to establish a set of guiding principles for data integration involving Commonwealth data [21]. Governance and institutional arrangements for Commonwealth data integration projects have now also been articulated and an accreditation process has recently been put in place.

With safeguards in place, it should be possible to adapt the existing CDL Cross-Jurisdictional Model to accommodate the linkage of State-based datasets to Commonwealth-held data. The resulting infrastructure would provide a resource which can be used to create epidemiological and management information that can be used to investigate and model interactions within a complex, federated Australian health system. Data linkage at this scale would significantly improve Australia’s capacity to carry out population health research at a truly national level.

Conclusion
Governments and universities in Australia understand that linked administration data can provide an unparalleled resource for the monitoring and evaluation of services. However, for a number of reasons, these data have not previously been readily available to researchers.

The infrastructure established by the CDL presents a major opportunity to exploit administrative collections and improve the quality of population research data across Australia, with the consequential benefits of improved health and wellbeing of Australians.
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Abstract

Background: The technical challenges associated with national data linkage, and the extent of cross-border population movements, are explored as part of a pioneering research project. The project involved linking state-based hospital admission records and death registrations across Australia for a national study of hospital related deaths.

Methods: The project linked over 44 million morbidity and mortality records from four Australian states between 1st July 1999 and 31st December 2009 using probabilistic methods. The accuracy of the linkage was measured through a comparison with jurisdictional keys sourced from individual states. The extent of cross-border population movement between these states was also assessed.

Results: Data matching identified almost twelve million individuals across the four Australian states. The percentage of individuals from one state with records found in another ranged from 3-5 %. Using jurisdictional keys to measure linkage quality, results indicate a high matching efficiency (F measure 97 to 99 %), with linkage processing taking only a matter of days.

Conclusions: The results demonstrate the feasibility and accuracy of undertaking cross jurisdictional linkage for national research. The benefits are substantial, particularly in relation to capturing the full complement of records in patient pathways as a result of cross-border population movements. The project identified a sizeable ‘mobile’ population with hospital records in more than one state. Research studies that focus on a single jurisdiction will under-enumerate the extent of hospital usage by individuals in the population. It is important that researchers understand and are aware of the impact of this missing hospital activity on their studies. The project highlights the need for an efficient and accurate data linkage system to support national research across Australia.

Background

Administrative data as a research tool

Administrative datasets are a powerful resource enabling health researchers to answer epidemiological questions that require long-term follow up on large samples of the population [1]. Access to administrative collections such as hospital records, health registries and birth and death information enables research which would otherwise be very expensive and organisationally difficult to undertake [2].

To allow researchers to gain a picture of an individual’s health over time, data linkage techniques are utilised to identify which administrative records from multiple datasets belong to the same person. This process allows the researcher to answer questions about the health of individuals over time, rather than solely about discrete health events [3].

Data linkage has several advantages over other study methods. It is far less intrusive and costly than collecting the same information by other means, such as through
large-scale surveys. It allows entire populations to be studied, reducing common problems with follow-up encountered in survey based research designs [4]. Its shortcomings lie in the inflexibility of the data (only information already recorded can be used for analysis). Data linkage studies can also face issues regarding loss to follow up; individuals can move out of a catchment area under study, for instance. The extent of this loss to follow up, and its effect on research results, is largely unknown.

Data linkage methods and linkage quality
In the absence of a unique identifier, data linkage is carried out using demographic information such as name, date of birth and address. As these identifiers can change and be in error (or contain missing information), probabilistic statistical methods are used to ensure the highest quality of linked data [5].

Two types of errors impact linkage quality: false positives, where two records are designated as a match when they should not be, and false negatives, where two records are designated as a non-match when they should not be. The rate of these two errors, measured through precision (or positive predictive value) and recall (sensitivity) statistics, determines overall linkage quality [6].

Ensuring high linkage quality is difficult and typically requires manual efforts. Organisations involved in routine, large-scale data linkage frequently employ a system of manual review of created links to monitor and maintain linkage quality [7, 8]. This can be time and resource intensive, and some errors can still exist even after review. As datasets become larger, the cost and time of manual review becomes prohibitive.

Linkage infrastructure in Australia
Data linkage facilities exist in many parts of the world including Australia, the UK and Canada [4, 9–12]. Australia has been a pioneer in the development of linkage infrastructure for research. Western Australia (WA) has operated a linkage unit since 1995, while the Centre for Health Record Linkage (CHeReL) in New South Wales (NSW) has been in operation since 2006 [13].

From 2009, there has been significant additional government investment in expanding the data linkage research infrastructure in Australia [14]. The creation of a “cross-jurisdictional” linkage capability (that is, the ability to link data from more than one state or territory) was a key component of the Population Health Research Network (PHRN) initiative established under the National Collaborative Research Infrastructure Strategy [15, 16]. Given the federated nature of healthcare service delivery in Australia (that is, some services are delivered and administered at state level, while others are delivered and administered at Commonwealth level), cross-jurisdictional linkage is an essential component of national infrastructure. Without cross-jurisdictional data linkage capabilities, research aimed at national level or targeting issues of common interest (e.g. health service use along border areas) cannot be undertaken. Research at a national level also has other benefits, such as increased statistical power, and reduced loss to follow up caused by interstate movement.

Several ‘Proof of Concept’ (POC) collaboration projects were initiated by the PHRN to demonstrate the feasibility of moving large datasets across the country, linking these to a high quality in a short period of time, and using the subsequent linked data to answer research questions of national importance [16].

The first of these POC collaborations linked hospital admissions records with death data across several states, focusing on deaths occurring in hospital or within 30 days of hospitalisation. The project was the first of its kind in Australia.

Study aims
The purpose of this paper is twofold. Firstly, to highlight the technical achievements associated with undertaking data linkage for this first POC collaboration.

The paper intends to show that national linkage of ‘big data’ can be carried out efficiently and accurately. As well as scalable linkage services, an effective national linkage infrastructure needs to deliver high quality linkage results. Current methods for ensuring high linkage quality rely heavily on manual processes, which are not feasible on large datasets. For national linkage to be viable, high linkage quality must be achieved and maintained through automated methods alone.

The second aim of the paper is to demonstrate the importance and impact of cross-jurisdictional linkage. The study will capture population movement at individual or person-based level through linkage of disparate datasets, enabling researchers to assess the full extent of health service utilisation across state borders. The effect of more complete patient pathways on research outcomes has not been previously documented and is not well understood. With reliable estimates of cross-border population flows and service utilisation, researchers can gain a better picture of the need for national linkage studies over state-based linkage projects.

Methods
Datasets and ethics approvals
The data for the POC collaboration included up to ten years of state-based hospital admissions and mortality records from four Australian states between 1st July 1999 and 31st December 2009: Western Australia (WA), New South Wales (NSW), South Australia (SA) and
Queensland (QLD) (see Fig. 1). Hospital data was supplied from both public and private hospitals in WA, NSW and QLD; at the time of the project, only admissions from public hospitals in SA were available for linkage. Ethical approval for this study was obtained from Human Research Ethics Committees in WA Health, QLD Health, SA Health, the Cancer Institute NSW and Curtin University (WA).

A total of 44,433,221 records were provided for linkage. In keeping with the separation principle [17], only demographic information was supplied for linkage [16]. Each record comprised information on the person’s full name, sex, date of birth and address, as well as admission and separation dates for hospital events (or date of death, for mortality events). Over 30% of NSW and QLD hospital records did not contain any name information, these records were sourced from private hospitals which did not permit the disclosure of this information. Table 1 provides a summary by state and data collection of the missing data within the variables supplied for linkage.

As WA and NSW had well established linkage infrastructure in place, records from these states had been linked and extensively reviewed within their own jurisdiction and assigned a jurisdiction-specific linkage key.

These linkage keys identified which records within a particular state belonged to a person within that state. Using these jurisdictional keys, it was possible to directly compare our linkage quality results with those from each of these jurisdictions.

### Linkage strategy

Probabilistic linkage methods were used for matching, owing to their flexibility and simplicity [18, 19]. Notwithstanding the size of the datasets, this matching process involved a series of comparisons between two records and a decision as to whether they belong to the same individual. The matching process included a ‘blocking’ step which limited comparisons to those records which share a minimum level of identifying information. This was important with the large datasets as the potential number of comparisons would be too large to process without the blocking step.

A set of blocking variables were defined for the project [18] and only records which agreed on one of these blocks were compared. The linkage strategy involved two blocks, the first used phonetic surname code (soundex) in combination with first initial and the second

### Table 1 Percentage of missing data in linkage variables

<table>
<thead>
<tr>
<th>Linkage Variables</th>
<th>NSW Hospital</th>
<th>NSW Mortality</th>
<th>WA Hospital</th>
<th>WA Mortality</th>
<th>SA Hospital</th>
<th>SA Mortality</th>
<th>QLD Hospital</th>
<th>QLD Mortality</th>
</tr>
</thead>
<tbody>
<tr>
<td>Family name</td>
<td>31.9 %</td>
<td>&lt;0.1 %</td>
<td>&lt;0.1 %</td>
<td>&lt;0.1 %</td>
<td>5.3 %</td>
<td>&lt;0.1 %</td>
<td>34.7 %</td>
<td>&lt;0.1 %</td>
</tr>
<tr>
<td>Given name(s)</td>
<td>33.9 %</td>
<td>&lt;1.0 %</td>
<td>&lt;1.0 %</td>
<td>&lt;1.0 %</td>
<td>5.5 %</td>
<td>&lt;0.1 %</td>
<td>36.4 %</td>
<td>&lt;0.1 %</td>
</tr>
<tr>
<td>Sex</td>
<td>&lt;0.1 %</td>
<td>&lt;0.1 %</td>
<td>&lt;0.1 %</td>
<td>&lt;0.1 %</td>
<td>&lt;0.1 %</td>
<td>&lt;0.1 %</td>
<td>&lt;0.1 %</td>
<td>&lt;0.1 %</td>
</tr>
<tr>
<td>Date of Birth</td>
<td>&lt;0.1 %</td>
<td>&lt;0.1 %</td>
<td>&lt;0.1 %</td>
<td>&lt;1.0 %</td>
<td>&lt;0.1 %</td>
<td>&lt;0.1 %</td>
<td>&lt;0.1 %</td>
<td>&lt;0.1 %</td>
</tr>
<tr>
<td>Address</td>
<td>7.5 %</td>
<td>&lt;0.1 %</td>
<td>&lt;1.0 %</td>
<td>2.9 %</td>
<td>8.1 %</td>
<td>&lt;1.0 %</td>
<td>&lt;0.1 %</td>
<td>&lt;1.0 %</td>
</tr>
<tr>
<td>Suburb</td>
<td>&lt;1.0 %</td>
<td>1.7 %</td>
<td>&lt;0.1 %</td>
<td>&lt;1.0 %</td>
<td>6.9 %</td>
<td>&lt;1.0 %</td>
<td>&lt;0.1 %</td>
<td>&lt;1.0 %</td>
</tr>
<tr>
<td>Postcode</td>
<td>&lt;1.0 %</td>
<td>1.3 %</td>
<td>&lt;1.0 %</td>
<td>&lt;1.0 %</td>
<td>8.5 %</td>
<td>&lt;1.0 %</td>
<td>&lt;0.1 %</td>
<td>4.0 %</td>
</tr>
</tbody>
</table>
selected record pairs for comparison on date of birth and sex [6].

The matching step involved comparing all demographic variables in each blocked pair of records. Each comparison had an associated weight based on the specific agreement and disagreement information provided by individual variables. These variable weights were based on the probability that two values agreed on a record pair given that the two records belong to the same person and the probability of two records belonging to different people when they had the same value.

Agreement and disagreement weights were estimated using knowledge from previous linkages, and refined further in a number of pilot linkages. After computing these weights, a pair comparison score was created by summing agreement and disagreement weights across the demographic variables. If the comparison score for a pair of records exceeded a specified threshold, it was deemed a match [18].

All available demographic variables were used for comparison. Alphabetic variables were compared using the Jaro-Winkler string comparator [20] which computes a score based on the similarity of the strings. Year of birth was scored on a graded scale, receiving a higher score the closer the values were to each other. All other comparisons were based solely on whether the values exactly matched or not.

All datasets were linked to all other datasets, and each dataset was also internally linked. Linkages were initially performed without reference to the provided jurisdictional linkage keys so as to measure linkage quality against these.

### Linkage quality

Of primary interest in measuring linkage accuracy is the number of true matches and non-matches identified as links and non-links. To evaluate linkage quality, three standard metrics were used: precision, recall and F-measure [21].

Precision refers to the proportion of returned links that are true matches. It is sometimes referred to as positive predictive value. Recall is the proportion of all true matches that have been correctly linked. Recall is also known as sensitivity. The F-measure of a linkage is the harmonic mean between precision and recall. This provides a single figure with which linkage quality can be compared.

These metrics have been highlighted as suitable for measuring data linkage quality [22, 23] and have been used in evaluations of linkage software [6].

Following the assessment of linkage accuracy, a series of automated and semi-automated procedures were used on the patient based record groups to identify and resolve errors. These included algorithms which addressed groups with multiple deaths, hospital records after death as well as unusually large groups (i.e. groups with more than 5000 records).

### Linkage efficiency

As a cross jurisdictional project, which involved data files with large number of records, it was not feasible to compare all possible record pairs to establish links. Instead a series of blocks were employed which aimed to reduce the number of comparisons without having an impact on linkage quality (i.e. reduce comparisons without missing “True Positive” links). To assess the efficiency and quality of the blocks we calculated two complexity metrics, the reduction ratio and pairs completeness score [24].

The reduction ratio provided an assessment of the decrease in comparisons as a result of the blocking strategy. This was calculated as the ratio of actual blocked comparisons to the total possible comparisons and measured the efficiency of the strategy without measuring the impact on linkage quality.

The percentage of ‘true pairs’ blocked or pairs completeness metric measured the number of true positive pairs compared in the blocking strategy as a percentage of all possible true positive pairs identified using the jurisdictional linkage keys for WA and NSW records. Records from these states were used as they have been linked and extensively reviewed within their own jurisdiction.

There is an obvious balance between the reduction ratio and percentage of ‘true pairs’ blocked. If the comparisons are reduced for efficiency it can have an impact on linkage quality and increasing comparisons to maximise quality can significantly impact the time required to process the linkage. The blocking strategy is therefore the reference point for all additional linkage quality estimates (i.e. precision and recall).

### Results

Over 44 million records across morbidity and mortality collections were linked within and between each jurisdiction. The linkage strategy produced a series of records pairs each with a matching score which were used to identify records belonging to an individual across all data sources. The linkage strategy was evaluated in terms of blocking efficiency and linkage quality.

### Blocking efficiency

Using the blocking strategy outlined, approximately 142 billion comparisons were performed during the linkage process. These matching assessments made up only 0.014 % of all possible record pairs from the full comparison space. The blocking process was similar within each jurisdiction, with the state-based reduction ratio
ranging between 0.99973 and 0.99987. Table 2 provides a summary of the matching comparisons undertaken.

**Linkage accuracy**

Linkage results were compared against those produced by state-based linkage units in WA and NSW (both these datasets were supplied with a jurisdictional linkage key). The jurisdictional links from these states were used as a gold standard and allowed an evaluation of linkage quality against each individual state (that is, comparing within-state results only).

The accuracy results for all linkages were exceptionally high with over 99.76 % of all ‘true pairs’ made available for comparison through blocking i.e. a very small number of pairs identified by WA and NSW jurisdictional linkage keys were lost as a result of the blocking strategy (Table 2). This provided a baseline for assessing the linkage quality of all blocked comparisons.

In WA, over 99.9 % of the morbidity pairs identified as links were found to be correct, and 98.1 % of all possible within-jurisdiction morbidity links were found. This resulted in a maximum F-measure quality score of 0.99 where 1.000 would indicate a perfect linkage (see Table 3) indicating ‘an average’ error rate for morbidity data from these jurisdictions of less than 1 %.

One factor which had an effect on both blocking and matching accuracy was missing data in the linkage variables (Table 1). Over 30 % of NSW hospital records did not contain any name information (these records were sourced from private hospitals which did not permit release of this information). As a consequence, the quality results for our linkages on WA data were higher than that of NSW. The linkage of morbidity records in NSW provided an overall F-measure of 0.976 (precision = 98.8 % and recall = 96.3 %).

NSW results were further disaggregated by hospital status (public versus private). Records from public hospitals showed much higher results (F-Measure = 0.995) indicating that the lack of demographic information accounted for the drop in linkage quality (Table 3).

**Patient summary statistics**

The final results of the linkage across the various jurisdictions are summarised in Table 4. Across the four jurisdictions almost 12 million individuals accounted for the 44 million records. Under half (45 %) of the individuals identified with hospital records had a single hospital admissions record; with the remainder having an average of 5.9 hospital records per person.

The number of individuals with a single hospital record varied across the four jurisdictions with Western Australia (WA) having the smallest proportion (35 %) and South Australia (SA) having the highest (52 %). Similarly, the average group size (i.e. the record per individual) varied between 6.2 and 5.2 in WA and SA respectively. It should be noted that the South Australian figures do not include private hospital records which may influence the proportion of singleton groups in that state.

Cross-border population movements and hospital usage statistics over the study period are summarised in Table 5. The proportions of individuals in each state with records in one or more of the other three states were classified as a ‘mobile’ population. The ‘mobile’ population was largest in QLD with 5 % of individuals having hospital records in other states and lowest in SA.

**Table 2 Blocking efficiency**

<table>
<thead>
<tr>
<th>Linkage Comparison Summary</th>
<th>NSW</th>
<th>WA</th>
<th>SA</th>
<th>QLD</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of records supplied for linkage:</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hospital</td>
<td>19,874,083</td>
<td>6,772,949</td>
<td>2,509,914</td>
<td>14,573,677</td>
<td>43,730,623</td>
</tr>
<tr>
<td>Mortality</td>
<td>434,584</td>
<td>62,216</td>
<td>62,668</td>
<td>143,130</td>
<td>702,589</td>
</tr>
<tr>
<td>Total</td>
<td>20,308,667</td>
<td>6,835,165</td>
<td>2,572,582</td>
<td>14,716,807</td>
<td>44,433,221</td>
</tr>
<tr>
<td>Reduction Ratio</td>
<td>0.99987</td>
<td>0.99973</td>
<td>0.99975</td>
<td>0.99987</td>
<td>0.99986</td>
</tr>
<tr>
<td>Possible Pairs Blocked (%)</td>
<td>0.0126 %</td>
<td>0.0271 %</td>
<td>0.0248 %</td>
<td>0.0126 %</td>
<td>0.0144 %</td>
</tr>
<tr>
<td>‘True’ Pairs Blocked (%)a</td>
<td>99.76 %</td>
<td>99.95 %</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

*a* ‘True’ pairs based on the jurisdictional linkage key supplied by WA and NSW

**Table 3 Linkage quality**

<table>
<thead>
<tr>
<th>Jurisdictional Data</th>
<th>NSW</th>
<th></th>
<th>WA</th>
<th></th>
<th></th>
<th>Morbidity</th>
<th>Public</th>
<th>Private</th>
<th>Morbidity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accuracy of national linkage:</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Precision</td>
<td>0.988</td>
<td>0.994</td>
<td>0.983</td>
<td>0.999</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Recall</td>
<td>0.963</td>
<td>0.996</td>
<td>0.917</td>
<td>0.981</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>F-measurea</td>
<td>0.976</td>
<td>0.995</td>
<td>0.949</td>
<td>0.990</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

*a* F-measure is the harmonic mean of precision and recall
and WA where 3% were classified as ‘mobile’ individuals. The ‘mobile’ population accounted for between 4 and 7% of the episodes of care in each state jurisdiction.

Discussion

The linkage described here was part of a large POC collaboration that tested the efficiency and accuracy of newly established national data linkage infrastructure in Australia.

Linkage quality

The accuracy and efficiency of the linkage was shown to be high with a large number of ‘blocked’ pairs comparisons removed from the matching process with very little impact on the linkage quality. Using validated linkage information from WA and NSW, little discrepancy was found between the created links and those found by jurisdictional linkage units in those states. The existence of some discrepancies can be attributed to the additional quality work carried out by those jurisdictional linkage units. Jurisdictional linkage units in Australia typically employ extensive manual review of created links, along with stringent regular manual quality checks. Further errors are identified through feedback following the use of the linked data in research projects. Some of the difference in results could also be attributed to the limited number of identifiers supplied for cross-jurisdictional linkage. Linkage quality depends heavily upon the quality of the underlying dataset. NSW data, with one third of names missing, had the lowest overall linkage quality using our linkage strategy (without additional data collections or clerical intervention).

These quality comparisons rely on the use of jurisdictional linkages as the gold standard. These links from WA and NSW have been validated by researchers who have used them widely. In addition, significant expertise has been developed by these organisations which have a long history of linkage. Having access to two entire sets of extensively checked links allowed us to gain a very accurate estimate of our quality. Few previous investigations into linkage quality have had such a reliable and large gold standard with which to test their results. Typical measures of linkage quality have used samples of links to gain an estimate of quality, often able only to estimate the number of incorrect links created, with the number

<table>
<thead>
<tr>
<th>Table 4</th>
<th>Patient summary results</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Linkage Results - Summary</strong></td>
<td>NSW</td>
</tr>
<tr>
<td>Number of individuals:</td>
<td></td>
</tr>
<tr>
<td>Identified from Hospital and Death records</td>
<td>5,796,784</td>
</tr>
<tr>
<td>Hospital events within individual groups:</td>
<td></td>
</tr>
<tr>
<td>Number of individuals hospitalised</td>
<td>5,782,670</td>
</tr>
<tr>
<td>Singleton hospital records&lt;sup&gt;a&lt;/sup&gt;</td>
<td>2,598,149</td>
</tr>
<tr>
<td>%</td>
<td>44.9%</td>
</tr>
<tr>
<td>Maximum number of hospital records</td>
<td>2,297</td>
</tr>
<tr>
<td>Average group size&lt;sup&gt;b&lt;/sup&gt;</td>
<td>5.4</td>
</tr>
</tbody>
</table>

<sup>a</sup>Individuals who only have one hospital record in their group

<sup>b</sup>Singletons are not included in the total number of individuals for this calculation

<table>
<thead>
<tr>
<th>Table 5</th>
<th>Patient mobility</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Population mobility or cross-border flows (over study period)</strong></td>
<td>NSW</td>
</tr>
<tr>
<td>Mobile population&lt;sup&gt;a&lt;/sup&gt;</td>
<td>205,551</td>
</tr>
<tr>
<td>% of individuals in that state</td>
<td>4%</td>
</tr>
<tr>
<td>Static population&lt;sup&gt;b&lt;/sup&gt;</td>
<td>5,591,233</td>
</tr>
<tr>
<td>% of individuals in that state</td>
<td>96%</td>
</tr>
</tbody>
</table>

| Number of events | | | | | |
| Mobile population | 1,135,905 | 248,480 | 137,234 | 1,014,912 |
| % of jurisdiction records | 6% | 4% | 5% | 7% |
| Static population | 19,172,762 | 6,586,685 | 2,435,348 | 13,701,895 |
| % of jurisdiction records | 94% | 96% | 95% | 93% |

<sup>a</sup>Mobile population refers to the number of individuals in a jurisdiction/state that have records in other states

<sup>b</sup>Static population refers to the number of individuals in a jurisdiction/state that have records only in that state
of links missed essentially unknown [25], or have used relative measures to estimate missed links [26] which allows relative comparison, but not absolute quality measures.

Cross border population movement
Linking hospital records across four states over a ten year time span showed that, on average, between 3% and 5% of patients within one state had hospital record in another state. The results further showed that between 4% and 7% of hospital records occurring in a state can be attributed to an individual who also has records in another state.

These findings suggest that research studies examining patient pathways may underestimate the total number of event records belonging to individuals if they do not factor in cross-border hospital admissions. In studies involving hospital admissions events from a single state, it is important that researchers are aware of the incomplete nature of information and the impact this may have on research outcomes. The size and impact of this underestimation will depend on several factors such as the selection of study cohort and the study period, with longer study periods being more susceptible to population movement into and out of the jurisdiction.

It has been shown that data linkage quality can have an overall impact on research outcomes, potentially biasing results [27]. However, incomplete patient pathways as a result of cross-border flows are not often addressed in linked epidemiological research. When a significant proportion of patients are having hospital activity in more than one jurisdiction, it is important that researchers understand the impact of this incomplete information on single jurisdiction studies [28]. The impact of this data omission on research outcomes is uncertain and warrants further research into the effect of linkage quality and incomplete patient pathways on research outcomes.

Conclusion
These results show the feasibility of large scale data linkage infrastructure, producing high quality results through efficient linkage processes. Overall, data linkage quality in large scale linkage remains very high, despite the lack of stringent manual quality review procedures, which would be extremely costly on datasets of this size. Importantly, this type of linkage identifies cross-border population movement, enabling researchers to fully describe patient pathways.

The national linkage infrastructure has been successfully used to join together records from multiple administrative datasets which belong to the same person. The infrastructure has been developed to be flexible and scalable, addressing the traditional challenges and limitations of efficiently linking national data.

With an increasingly ‘mobile’ population with life event records in different states, this “cross-jurisdictional” linkage service will have positive benefits on Australian health research.
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2.1. Applications of record linkage

The value of record linkage comes not from the creation of a linkage map itself (a listing of which records belong to which individuals), but from the use this linkage map is put to in practice. This can take numerous forms. In business contexts, record linkage is often used to remove duplicates from customer-based lists [69], while governments often link administrative information for use in reporting and planning [70]. Along with these uses, record linkage is an important research tool in the area of epidemiology. By linking together different administrative data collections, such as hospital admission and emergency presentation records, disease registries along with birth and death records, a detailed picture emerges of an individual’s lifelong health. As administrative records typically capture an entire population, this data allows researchers to answer numerous health questions. These include questions on the nature of diseases (disease prevalence and incidence estimates, long term morbidity and survival following particular diseases, risk factors for specific diseases), treatments (impact of introduced treatments on disease incidence, morbidity and survival), health policy evaluation (the impact of introduced health policy) and health service utilisation (investigating the effective use of health resources).

Analysis of linked administrative data is less widely used in other research fields, although this is beginning to change. Both educational datasets (used to measure the impact of policy changes on educational outcomes [71]) and criminal justice datasets (linking together police, court and prison records for recidivism research [52, 72]) have seen recent use. Efforts to bring all these separate sectors together for research are currently underway [73].

The key benefit to the use of administrative linked data is in the ability to answer questions about entire populations without the prohibitive cost and time commitment of conducting large scale surveys. The use of record linkage techniques for health and other research is mainly limited by the nature of the collected information. The primary purpose of these datasets is administrative, and as such they do not always contain the in-depth clinical or service information desired by researchers.

The possibilities of record linkage for health research are highlighted further in the below examples.
2.2. The use of record linkage for health research: two examples

Understanding the overall trends of common health conditions (for instance to see whether their occurrence is increasing or decreasing over time) is a routine public health requirement, vital for determining the importance of public health interventions. While disease trends can often be carried out using hospital morbidity collections, linked data can provide a more accurate clinical picture. For instance, one study utilised hospital morbidity separations data to investigate how the incidence of acute myocardial infarctions in Australia was changing over time. They found the incidence of acute myocardial infarction in Australia to be increasing [74]; this stood in contrast to results from other Western nations, which uniformly showed a decline in incidence rates [75].

The use of linked hospital and mortality data provides a different picture of the incidence of acute myocardial infarction. Firstly, linked data (as opposed to counts of individual separations) allows us to take into account ward and hospital transfers by patients – these result in additional separations, and so will result in a single myocardial infarction being ‘double counted’ if they were transferred. Individuals who are discharged home may also come back into hospital with complications of their myocardial infarction; in this case, they may again receive the same primary diagnosis, and so are at risk of being double counted. International guidelines suggest ignoring any readmissions that occur within 30 days of a first myocardial infarction, as these are likely not a separate occurrence [76]. Again, knowing which separation belongs to which person, linked data can achieve this. Finally, by using hospital morbidity data linked with mortality data we can include in the study those who suffered from an acute myocardial infarction, but died before they could be admitted to hospital.

By counting acute myocardial infarctions in this way, a different picture emerges; the overall acute myocardial infarction rate is decreasing, in line with other Western nations. The use of linked data has provided more accurate information, which in this case has resulted in a change in overall conclusions. This study is described further in Publication 4: Western Australia population trends in the incidence of acute myocardial infarction between 1993 and 2012.
As well as using linked data to monitor and understand trends in disease, linked data can be used to generate new knowledge and hypotheses about health conditions. An example of this is an investigation into burn injury. This research program was initiated due to the absence of long-term follow-up data regarding people who experienced burn injuries, specifically whether they were more likely to suffer particular health conditions in the years after burn injury. This was hypothesised in light of evidence of long term persistence of systemic inflammatory responses after both minor and severe burn injury [77].

Linked data provided an excellent opportunity to explore this issue. Using linked data, all individuals who were hospitalised for a burn injury in Western Australia over 32 years (1980 to 2012) could be identified and followed up over this time period. For each individual with a burn injury, hospital admissions occurring after the burn injury (along with mortality records) could be used to gain a picture of that individual’s health after the injury. To determine whether those with a burn had higher morbidity, they needed to be compared to a control group, who did not experience a burn. Using linked data, this is relatively straightforward. The Western Australian data linkage system includes, along with hospital morbidity, the electoral roll (voting in compulsory in Australia, so this is an almost complete listing of all adults in the state), and birth registry information dating back to the 1970s; as such, it should cover close to the whole of the Western Australian population. In this study, for each individual with a burn injury, four controls were chosen of the same gender who were born in the same five year band, and who were still alive at the time of burn injury.

This study aimed to compare individuals with a burn to those without, to see the likelihood of subsequent morbidity. Other individual factors may effect this likelihood; for instance, history of smoking, or previous medical history; this information may not be equally distributed between the burn and control cohort. Factors such as these can be controlled for using statistical techniques within the analysis. However, they can only be controlled for if we are aware of them and they are recorded accurately. Smoking status for instance, is not recorded within any hospital data collection, and so we cannot control for this factor. On the other hand, previous medical history can be obtained by looking at medical records for an individual from before their burn injury.
This research program has resulted in several publications. It found significantly higher mortality rates for those with a burn compared to controls, for both children (Publication 5: Mortality after burn injury in children: a 33-year population-based study [78]) and adults (Publication 6: Long-term mortality among older adults with burn injury: a population-based study in Australia [79]), after controlling for demographic characteristics and health status. In addition, this research found people with burns have higher rates of admission for cardiovascular diseases [80, 81], as well as musculoskeletal conditions (Publication 7: Long-term musculoskeletal morbidity after adult burn injury: a population-based cohort study [82]). It has been hypothesised that these changes were caused by a systemic response to burn injury, in particular persistent elevated levels of catecholamines. Further research based on these results has shown cardiovascular changes in a mouse model of burn injury, along with visible heart differences in burn patients found on echocardiography [6]. These results confirm that pathophysiological changes due to burn injury are the likely cause of the increased cardiovascular hospitalisations found when analysing linked data.

These two examples serve to illustrate the scope of the studies utilising linked data; in reality, they only scratch the surface of potential research questions. However, for these and other important questions to be answered, robust linkage methods are required, which can ensure quality and reduce privacy risk.
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ABSTRACT

Objective: To investigate if adults who are hospitalised for a burn injury have increased long-term hospital use for musculoskeletal diseases.

Design: A population-based retrospective cohort study using linked administrative health data from the Western Australian Data Linkage System.

Subjects: Records of 17,753 persons aged at least 20 years who were hospitalised for a burn injury in Western Australia during the period 1980–2012, and 70,758 persons who were age and gender-frequency matched with no burn admissions randomly selected from Western Australia’s electoral roll.

Main outcome measures: Admission rates and cumulative length of stay for musculoskeletal diseases. Negative binomial and Cox proportional hazards regression modelling were used to generate incidence rate ratios (IRR) and HRs with 95% CIs, respectively.

Results: After adjustment for pre-existing health status and demographic characteristics, the burn cohort had almost twice the hospitalisation rate for a musculoskeletal condition (IRR, 95% CI 1.98, 1.86 to 2.10), and spent 3.70 times as long in hospital with a musculoskeletal diagnosis (95% CI 1.98, 1.86 to 4.42) over the 33-year period, than the uninjured comparison cohort. Adjusted survival analyses of incident post-burn musculoskeletal disease admissions found significant increases for the 15-year post burn discharge period (0–6 months: HR, 95% CI 2.04, 2.04 to 3.11; 6 months–2 years: HR, 95% CI 1.77, 1.53 to 2.05; 2–15 years: HR, 95% CI 1.32, 1.23 to 1.42). Incident admission rates were significantly elevated for 20 years post-burn for minor and severe burn injury for a range of musculoskeletal diseases that included arthropathies, dorsopathies, osteopathies and soft tissue disorders.

Conclusions: Minor and severe burn injuries were associated with significantly increased post-burn incident admission rates, long-term hospital use and prolonged length of stay for a range of musculoskeletal diseases. Further research is required that facilitates identification of at-risk patients and appropriate treatment pathways, to reduce the long-term morbidity associated with burns.

Strengths and limitations of this study

- Population-based linked administrative health data provide a cost-effective means to examine long-term health impacts of burn injury.
- Population-based linked administrative health data minimise issues of selection and reporting bias, and loss to follow-up.
- The retrospective longitudinal study design included a comparison group.
- Lack of individual-based risk factor data.
- Small proportion of patient population with severe burns limited examination of long-term effects.

INTRODUCTION

Despite advances in surgical and medical treatment, burn injuries continue to present significant challenges to clinicians, and to burn survivors, often leading to long-term psychological and physical impairments.1 It is well documented that severe burn injury induces acute inflammatory and hypermetabolic responses that persist for at least 2 years after the initial injury.2–3 The subsequent metabolic demands and energy requirements are profound and induce mobilisation of proteins and amino acids, resulting in an associated increase in protein turnover, degradation and negative nitrogen balance, characteristics of serious illness.1 The physiological impacts of hypermetabolism include protein catabolism, losses of body weight, lean body mass and bone mineral density.4–6

In addition to the hypermetabolic response and muscle wasting there is extensive and sustained suppression of bone formation as a result of the systemic inflammatory and endocrine responses to severe burn injury.7–9 Muscle wasting and immobility after burn injury can also directly alter the balance of bone synthesis and degradation, leading to bone loss.7–9–11
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[^2]: Burn Injury Research Unit, School of Surgery, University of Western Australia, Perth, Western Australia, Australia
[^3]: Burns Service of Western Australia, Royal Perth Hospital and Princess Margaret Hospital, Perth, Western Australia, Australia
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patients are also at risk of vitamin D deficiency, contributing to bone loss. Vitamin D deficiency may develop progressively as a result of a number of factors including prolonged sun avoidance during treatments, hypoparathyroidism and low serum levels of cholecalciferol evident after burn injury, preventing the synthesis and activation of vitamin D. In adults and children, loss of bone mass and changes in bone density predispose burn patients to an increased incidence of fractures and potentially to lifelong issues associated with osteoporosis.

Minor burn injuries represent the majority of burn related hospital admissions in developed countries and there is a growing interest in understanding the potential for systemic responses after non-severe burns. Recent research has demonstrated long-term impacts after minor burn injury on bone marrow, muscle, innervation and bone, with population-based findings of increased cancer incidence and long-term mortality. Non-severe burn injury has also been found to have a sustained impact on reducing trabecular bone density long after resolution of inflammation. However, the clinical relevance of these bone alterations is not yet clear. Investigation of the long-term effects of severe and minor burn injury is important to provide evidence for improvements in acute burn care.

To date, limited data have been available to examine the long-term health impacts of burns. Population-based linked health administrative data provide a cost-effective means to examine long-term morbidity trends expressed in the number of hospital admissions and length of stay for specific disease classifications. Given the profound growth and musculoskeletal changes experienced during childhood and adolescence with the potential for different post-burn impacts, this study was limited to data of adult burn survivors 20 years and above. The aim of this study was to use population-based linked health administrative data to determine if adults hospitalised for a burn injury have increased long-term hospital use for musculoskeletal diseases, after adjustment for socio-demographic factors and pre-existing comorbidities.

METHODS

Our study formed part of the Western Australian Population-based Burn Injury Project—a retrospective cohort investigation—that uses administrative health data from the Western Australian Data Linkage System (WADLS), a validated linkage system that links several core datasets for the entire population of Western Australia. The project was approved by the human research ethics committees of the University of Western Australia and the Western Australian Department of Health.

Analyses were performed on a de-identified extraction of hospital morbidity records for all individuals who were aged at least 20 years when admitted to a hospital in Western Australia with a first burn injury between 1 January 1980 and 30 June 2012, undertaken by the WADLS. A first (index) burn injury was defined as the first hospital admission in a patient’s medical record in which a burn injury was given as the principal diagnosis or an additional diagnosis, defined by International Classification of Diseases and Related Health (ICD) 9 CM 940–949 or ICD10 AM T20–T31. A population-based comparison cohort was randomly selected from Western Australia’s electoral roll. Any person with an injury hospitalisation during the study period was excluded from this cohort by WADLS staff. The resultant comparison cohort was frequency matched (4:1) on birth year and sex of each burn injury case for each year from 1980 to 2012. Cohort selection and analytical methods have been reported previously.

Data from Western Australia’s Hospital Morbidity Data System and Death Register were linked to the burn and non-injured cohorts for the period 1980–2012. Hospital admissions data included principal and additional diagnoses, age at admission, sex, and Aboriginal status, date of admission, date of discharge or other separation and mode of separation. Data supplied for the burn and non-injured cohorts also included geocoded place of residence and geocoded indices of geographical remoteness and social disadvantage. Geographical remoteness was classified into five categories: major cities, inner regional, outer regional, remote and very remote. The social disadvantage index was reclassified into quintiles (most to least disadvantaged). The mortality data included date of death and cause of death.

An individual listed as Aboriginal or Torres Strait Islander on any admission record was categorised as Aboriginal. Supplementary codes ICD9-CM 948 or ICD10-AM T31 were used to classify the patients into those with minor burns (<20% of total body surface area (TBSA)), severe burns (≥20% TBSA) and burns of unspecified TBSA. Comorbidity (baseline) was assessed, with a 5-year look-back period, using the Charlson Comorbidity Index (CCI) and the principal and additional diagnoses included in the hospital morbidity records (0 CCI=0; 1 CCI≥1). A record of an existing congenital anomaly was identified using principal and additional diagnosis data (ICD9 750–759; ICD10 Q00–Q07). The final discharge date for the index burn admission was used as the study start for follow-up for the burn cases and the respective frequency matched non-injury controls.

Categorical and non-parametric continuous variables were compared using chi-squared and Kruskal Wallis tests, respectively. A p value of 0.05 or lower was considered statistically significant. The total number of admissions for musculoskeletal disorders after burn injury discharge and the cumulative length of stay for principal diagnosis musculoskeletal disorders classified by subchapter headings were used as outcome measures (ICD10 AM: M00–M25—arthropathies (including infectious and inflammatory arthropathies, arthritis and other joint disorders); M30–M36—systemic connective tissue
disorders; M40-M54—dorsopathies (including deforming spinal conditions, spondylopathies and other disorders of the spine); M60-M79—soft tissue disorders (including disorders of muscles, synovium and tendons, other soft tissue disorders); M80-M94—osteoarthropathies and chondroarthropathies (including disorders of bone density, osteopathies and chondropathies). ICD-10 codes were mapped to ICD-9 codes.\textsuperscript{39} The hospitalisation of the first burn injury was not included in these outcomes. Crude yearly admission rates were calculated for these variables. Adjusted rate ratios (incidence rate ratio (IRR) and 95% CI) between the burn injury and no injury cohorts and the outcome measures were generated using negative binomial regression. Sociodemographic (gender, Aboriginality, 5-year age group, social disadvantage, remoteness of residence and year of admission) and health status information (comorbidity at baseline, history of musculoskeletal disease, congenital anomaly) were included as covariates in the models to adjust for potential confounding.

Survival analyses of incident hospital use for arthropathies, systemic connective tissue disorders, dorsopathies, soft tissue disorders, osteopathies and chondroarthropathies (ie, ICD subchapter headings) as well as specific subsets of musculoskeletal diseases, infectious arthropathy, inflammatory polyarthropathy and disorders of bone density and structure, were conducted using multivariate Cox proportional hazards models. Analyses were conducted on the burn and uninjured cohorts excluding those with prior admission for musculoskeletal disease, and additionally, excluding those with a record of an injury admission in the burn cohort. Cox models were adjusted for sociodemographic and health status variables (as above). Analyses were undertaken of subgroups by burn TBSA severity and gender-specific analyses were undertaken to explore potential gender dimorphic differences in disease incidence. The proportional hazard assumption for the burn injured versus non-injured was tested using scaled and unscaled Schoenfeld residuals and by adding a group-by-time interaction term.\textsuperscript{40} Where preliminary analyses showed non-proportionality, adjusted HR and 95% CI for first record of musculoskeletal admission for burn versus non-injury cohorts were modelled for time periods guided by Aalen’s linear hazard models and plots.\textsuperscript{41}

Attributable risk percentages (AR%) were calculated as the adjusted rate ratio (IRR, HR) minus one, divided by the adjusted rate (IRR, HR) ratio, multiplied by 100.\textsuperscript{42} AR% was used to estimate the proportion of long-term and incident hospital use for musculoskeletal diseases, where burn injury was a component cause.\textsuperscript{43} Statistical analyses were performed using Stata V.12 (StataCorp. LP, College Station, Texas, USA).

RESULTS
The burn injury cohort included 17 753 persons aged at least 20 years when hospitalised for a first burn injury during the period January 1980–June 2012. The median age was 36 (IQR: 26–51) and 71.1% were male. Four per cent had severe burns of 20% TBSA or greater, 49% had burns of less than 20% TBSA and for 47%, the TBSA was unspecified. Eighteen per cent of the burn cohort had sustained full thickness burns, 37% partial thickness, 19% erythema and 29% had experienced burns for which the burn depth was unspecified; an individual may have had multiple burns sites and depths recorded. Among the burn cohort, 34% had a record of a non-burn injury admission (before or after index burn), and 13.8% had a previous musculoskeletal hospital admission. The burn injury cohort had a median follow-up time of 13.6 years (IQR; minimum (min)–maximum (max): 5.5–22.7; >0–32.5) for a total of 250 670 person years.

The comparison non-injury cohort comprised 70 758 persons with median age 41 (IQR: 27–51) and males accounting for 71.0%. The uninjured cohort had a median follow-up time of 14.5 years (IQR; min–max: 6.9–23.1; 0.01 to 32.5) for a total of 1 067 568 person years. Refer to table 1 for other baseline sociodemographic characteristics, the burn cohort had almost twice as many hospitalisations for a musculoskeletal condition (IRR, 95% CI 1.98, 1.86 to 2.10), and spent 3.70 times as long in hospital with a musculoskeletal diagnosis (95% CI 3.10 to 4.42) over the 33-year period, than admissions for diseases of musculoskeletal system—rates and cumulative length of stay
There were 10 761 hospital admissions occurring after burn hospitalisation discharge with a primary diagnosis of a musculoskeletal disease. Arthropathies were the most common cause of musculoskeletal admission, followed by dorsopathies (see table 2). A total of 55 810 days were spent in hospital for musculoskeletal diagnosis after a burn hospitalisation. The median length of hospital stay was 1 day (IQR: 0–5 days). The total number of days spent in hospital with a musculoskeletal primary diagnosis by the uninjured cohort was 68 946, where the median length of stay of musculoskeletal admissions was 1 day (IQR: 0–3 days). The length of stay of 0 days represents admission and discharge occurring on the same day.

Unadjusted incidence rates for musculoskeletal admissions and lengths of stay are shown in figure 1. These graphs show a higher rate of admissions for musculoskeletal diseases, and more time spent in hospital with musculoskeletal diseases for burn patients compared with uninjured patients over the entire 33-year period.

After adjustment for pre-existing health and sociodemographic characteristics, the burn cohort had almost twice as many hospitalisations for a musculoskeletal condition (IRR, 95% CI 1.98, 1.86 to 2.10), and spent 3.70 times as long in hospital with a musculoskeletal diagnosis (95% CI 3.10 to 4.42) over the 33-year period, than
the uninjured comparison cohort. The adjusted AR% suggested that the burn cohort experienced an excess of 49.5% of admissions for musculoskeletal conditions (n=5329) and 73.0% of all days spent in hospital for musculoskeletal conditions (n=40,727 days), when compared to the uninjured cohort.

Unadjusted admission rates for the musculoskeletal system sub-categories are shown in figure 2. After controlling for demographic factors and previous health status, those who had a burn had higher rates of admissions for arthropathies (IRR, 95% CI 1.64, 1.54 to 1.75), dorsopathies (IRR, 95% CI 2.16, 1.93 to 2.41), osteopathies and chondropathies (IRR, 95% CI 5.64, 4.56 to 6.97) and soft tissue disorders (IRR, 95% CI 1.91, 1.76 to 2.06). There was no difference in the rate of admissions for connective tissue disorders between the burn and the non-injured cohorts (IRR, 95% CI 0.88, 0.48 to 1.62). The adjusted AR% suggested that the burn cohort experienced excess post-burn admissions of 39.0% for arthropathies (n=1702), 53.7% for dorsopathies (n=1925), 82.3% for osteopathies and chondropathies (n=629), and 47.6% for soft tissue disorders (n=832), when compared with the uninjured cohort.

Examination of more specific subconditions showed a large and significant increase in the rate of admissions for disorders of bone density (IRR, 95% CI 13.87, 9.89 to 19.44), along with increases in infectious arthropathies (IRR, 95% CI 1.98, 1.46 to 2.69) and inflammatory

Table 1  Baseline demographic and pre-existing health status factors for the burn injury (total) and the frequency matched non-injury (total) cohorts

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>No injury</th>
<th>Burn injury</th>
<th>p Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total</td>
<td>70,758</td>
<td>17,753</td>
<td></td>
</tr>
<tr>
<td>Demographic</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Aboriginality</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>809 (1.1)</td>
<td>2139 (12.0)</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>Social disadvantage quintiles*</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Quintile 1 (most disadvantaged)</td>
<td>8307 (11.8)</td>
<td>3716 (21.4)</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>Quintile 2</td>
<td>15,623 (22.1)</td>
<td>5536 (31.8)</td>
<td></td>
</tr>
<tr>
<td>Quintile 3</td>
<td>12,930 (18.3)</td>
<td>3681 (21.2)</td>
<td></td>
</tr>
<tr>
<td>Quintile 4</td>
<td>12,988 (18.4)</td>
<td>2207 (12.7)</td>
<td></td>
</tr>
<tr>
<td>Quintile 5 (least disadvantaged)</td>
<td>20,738 (29.4)</td>
<td>2255 (13.0)</td>
<td></td>
</tr>
<tr>
<td>Remoteness†</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Major city</td>
<td>53,358 (75.6)</td>
<td>8965 (51.5)</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>Inner regional</td>
<td>6564 (9.3)</td>
<td>1954 (11.2)</td>
<td></td>
</tr>
<tr>
<td>Outer regional</td>
<td>6036 (8.6)</td>
<td>2783 (16.0)</td>
<td></td>
</tr>
<tr>
<td>Remote</td>
<td>2789 (4.0)</td>
<td>1913 (11.0)</td>
<td></td>
</tr>
<tr>
<td>Very remote</td>
<td>1839 (2.6)</td>
<td>1803 (10.4)</td>
<td></td>
</tr>
<tr>
<td>Health status</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Comorbidity†</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Any (Charlson Comorbidity Index, CCI≥1)</td>
<td>4,132 (5.8)</td>
<td>2833 (16.0)</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>Prior admission for disease of musculoskeletal system§</td>
<td>3889 (5.5)</td>
<td>2455 (13.8)</td>
<td>&lt;0.001</td>
</tr>
</tbody>
</table>

*Socio-economic Indexes for Areas (SEIFA) socioeconomic disadvantage quintiles; missing values 2% burn, 0.2% no injury. †Accessibility Remoteness Index for Australia (ARIA+) remoteness classification; missing values 1.9% burn, 0.02% no injury. ‡Based on CCI using 5-year look-back. §Principal diagnosis record of hospitalisation for musculoskeletal diseases (ICD9 710–739; ICD10 M00-M99) using 5-year look-back period. ICD, International Classification of Diseases and Related Health.

Table 2  Number of admissions (%) for musculoskeletal diseases classified by ICD subchapter codes in the non-injury and burn injury cohorts

<table>
<thead>
<tr>
<th>Musculoskeletal subconditions</th>
<th>No injury</th>
<th>Burn injury</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total</td>
<td>20,223</td>
<td>10,761</td>
</tr>
<tr>
<td>Arthropathies</td>
<td>9,513 (47.0)</td>
<td>4,362 (40.5)</td>
</tr>
<tr>
<td>Infectious arthropathy</td>
<td>82 (0.4)</td>
<td>135 (1.4)</td>
</tr>
<tr>
<td>Inflammatory</td>
<td>620 (3.1)</td>
<td>795 (7.4)</td>
</tr>
<tr>
<td>polyarthropathy</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Osteoarthritis</td>
<td>3706 (18.3)</td>
<td>1346 (12.5)</td>
</tr>
<tr>
<td>Other joint disorders</td>
<td>5105 (25.2)</td>
<td>2068 (19.2)</td>
</tr>
<tr>
<td>Dorso pathies</td>
<td>5,620 (27.8)</td>
<td>3,584 (33.3)</td>
</tr>
<tr>
<td>Spondylopathies</td>
<td>1571 (7.8)</td>
<td>747 (6.9)</td>
</tr>
<tr>
<td>Other dorso pathies</td>
<td>3918 (19.4)</td>
<td>2747 (25.5)</td>
</tr>
<tr>
<td>Osteopathies and chondropathies</td>
<td>772 (3.8)</td>
<td>764 (7.1)</td>
</tr>
<tr>
<td>Disorders of bone density and structure</td>
<td>366 (1.8)</td>
<td>355 (3.3)</td>
</tr>
<tr>
<td>Soft tissue disorders</td>
<td>3,809 (18.8)</td>
<td>1,747 (16.2)</td>
</tr>
<tr>
<td>Disorder of muscles</td>
<td>95 (0.5)</td>
<td>79 (0.7)</td>
</tr>
<tr>
<td>Disorders of synovium/ tendons</td>
<td>833 (4.1)</td>
<td>324 (3.0)</td>
</tr>
<tr>
<td>Other soft tissue disorders</td>
<td>2,881 (14.2)</td>
<td>1,344 (12.5)</td>
</tr>
<tr>
<td>Connective tissue disorders</td>
<td>143 (0.7)</td>
<td>64 (0.6)</td>
</tr>
<tr>
<td>Other</td>
<td>366 (1.8)</td>
<td>243 (2.3)</td>
</tr>
</tbody>
</table>

Figure 1 Unadjusted rates of hospital admissions and cumulative length of stay (per 100 person-years (PYs)) for musculoskeletal diseases (total) among adults with burn injury versus no injury.

Figure 2 Unadjusted rates (per 100 person-years (PYs)) of hospital admissions by musculoskeletal disease subgroup for adults with burn injury versus no injury.
polyarthropathies (IRR, 95% CI 3.82, 2.61 to 5.59) for those hospitalised with a burn injury.

A similar picture was shown for the length of time spent in hospital, with longer cumulative length of stay after a burn hospitalisation with arthropathies (IRR, 95% CI 1.64, 1.54 to 1.75), dorso-pathies (IRR, 95% CI 2.16, 1.93 to 2.41), osteopathies and chondropathies (IRR, 95% CI: 5.64, 4.56 to 6.97), and soft tissue disorders (IRR, 95% CI 1.91, 1.76 to 2.06). Those with a burn injury spent almost 50 times longer in hospital with disorders of bone density compared to the uninjured cohort (IRR, 95% CI 49.24, 28.72 to 84.42), with increases in cumulative time spent in hospital also found for infectious arthropathies (IRR, 95% CI 13.1, 5.62 to 30.56) and inflammatory polyarthropathies (IRR, 95% CI 1.98, 1.46 to 2.69). No significant difference was found between the burn and uninjured cohorts for length of time in hospital with connective tissue disorders (IRR, 95% CI 0.65, 0.23 to 1.85).

Analysis of time until first musculoskeletal admission (post-burn) was performed on the burn and uninjured cohorts who did not have a prior record of musculoskeletal disease, with the additional exclusion from the burn cohort of those with a record of a principal diagnosis injury admission. There were 10,440 individuals in this reduced burn cohort, of which 1,779 had a diagnosis injury admission. There were 10,440 individuals in this reduced burn cohort, of which 1,779 had a diagnosis injury admission. There were 10,440 individuals in this reduced burn cohort, of which 1,779 had a diagnosis injury admission.

Results of multivariate Cox regression modelling for an incident musculoskeletal (combined diseases) admission revealed evidence of non-proportionality. First time musculoskeletal (combined diseases) admissions were most frequent immediately after burn and while remaining significantly elevated, decreased over the study period. Adjusted analyses conducted on partitioned time windows found significant HRs for the first 6 months after burn (HR, 95% CI 2.51, 2.04 to 3.11), from 6 months to 2 years after burn (HR, 95% CI 1.77, 1.53 to 2.05), and from 2 to 15 years after burn (HR, 95% CI 1.32, 1.23 to 1.42). Differences were found for severe (HR, 95% CI 4.37, 2.32 to 8.25), minor (HR, 95% CI 2.25, 1.68 to 3.01) and unspecified TBSA (HR, 95% CI 2.42, 1.74 to 3.37) for the first 6 months; only minor burns (HR, 95% CI 6 months–2 years; 1.68, 1.39 to 2.04, 2–15 years; 1.44, 1.30 to 1.59) and unspecified TBSA burns (HR, 95% CI 6 months–2 years; 1.83, 1.54 to 2.17, 2–15 years; 1.28, 1.17 to 1.41) showed increased admissions over the first 15 years.

After adjustment for confounders, both males (HR, 95% CI 0–6 months; 2.62, 2.03 to 3.39, 6 months–2 years; 1.83, 1.54 to 2.17, 2–15 years; 1.31, 1.21 to 1.42) and females (HR, 95% CI 0–6 months; 2.09, 1.35 to 3.23, 6 months–2 years; 1.68, 1.27 to 2.23, 2–15 years; 1.34, 1.17 to 1.53) with burns showed significant increases over the first 15 years post-burn, compared with uninjured males and females, respectively.

In the burn cohort, there were 968 first time admissions for arthropathies, 468 for dorso-pathies, 155 for osteopathies and chondropathies (n=70 bone density disorders), 541 for soft tissue disorders and 8 first time admissions for connective tissue disorders. First time admissions for infectious arthropathy and inflammatory polyarthropathy accounted for 24 and 67 of the total incident arthrropathy admissions, with median (IQR) times to incident admission of 8.4 years (3.4–16.3) and 9.4 years (3.8–16.9), respectively. Results for adjusted Cox regression models for incident musculoskeletal subconditions are shown in table 4. Evidence of non-proportionality was common for numerous subconditions, with higher rates of admissions in the burn cohort.

### Table 3

<table>
<thead>
<tr>
<th>Musculoskeletal subconditions</th>
<th>Severe burns* (IRR 95% CI)</th>
<th>Minor burns* (IRR 95% CI)</th>
<th>Unspecified severity* (IRR 95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Arthropathies</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Infectious arthropathy</td>
<td>1.54 (1.20 to 1.99)</td>
<td>1.56 (1.41 to 1.73)</td>
<td>1.71 (1.58 to 1.85)</td>
</tr>
<tr>
<td>Inflammatory polyarthropathy</td>
<td>6.20 (1.54 to 24.87)</td>
<td>8.05 (4.37 to 14.82)</td>
<td>2.23 (1.49 to 3.35)</td>
</tr>
<tr>
<td>Dorso-pathies</td>
<td>2.91 (1.22 to 6.91)</td>
<td>1.99 (1.21 to 3.28)</td>
<td>2.06 (1.48 to 2.86)</td>
</tr>
<tr>
<td>Osteopathies and chondropathies</td>
<td>1.69 (1.06 to 2.68)</td>
<td>1.98 (1.68 to 2.33)</td>
<td>2.38 (2.07 to 2.73)</td>
</tr>
<tr>
<td>Disorders of bone density and structure</td>
<td>3.32 (1.80 to 6.10)</td>
<td>8.44 (6.27 to 11.36)</td>
<td>3.97 (3.18 to 4.95)</td>
</tr>
<tr>
<td>Soft tissue disorders</td>
<td>5.09 (0.82 to 31.50)†</td>
<td>22.22 (13.08 to 37.74)</td>
<td>9.89 (6.89 to 14.19)</td>
</tr>
<tr>
<td>Connective tissue disorders</td>
<td>2.41 (1.70 to 3.42)</td>
<td>1.99 (1.77 to 2.24)</td>
<td>1.86 (1.69 to 2.05)</td>
</tr>
</tbody>
</table>

*Severe: TBSA 20%+; minor TBSA=20%; unspecified: TBSA unknown.
†All models were adjusted for sociodemographic (age group, gender, Aboriginal status, social disadvantage, remoteness), index year and health (comorbidity, prior musculoskeletal admission) status.
IRR, incidence rate ratios; TBSA, total body surface area.
more immediately after the burn injury. All subconditions showed significantly higher rates of first admissions in the first 20 years after burn. The AR% calculated suggested that 567 first admissions to hospital for musculoskeletal diseases could be attributed to burn injury. The largest proportion of these incident admissions attributable to the burn injury were for arthropathies (35.4%), followed by diseases of soft tissue (30.0%), dorsopathies (20.0%) and finally, osteopathies and chondropathies (14.5%).

DISCUSSION

This study quantifies the increased population-based long-term hospital use for musculoskeletal disorders experienced by adults hospitalised with burn injury, after controlling for demographic and pre-existing comorbidities. Members of the burn injury cohort had 1.98 times the rate of hospitalisations and 3.70 times the length of stay in hospital for combined musculoskeletal disorders post-burn when compared with the uninjured cohort. Arthropathies and dorsopathies combined accounted for 74% of all readmissions (prevalent and incident disease admissions) for musculoskeletal disorders. After controlling for sociodemographic and pre-existing health status, the burn cohort experienced significantly higher rates of hospitalisations post-burn for arthropathies, dorsopathies, osteopathies and chondropathies and soft tissue disorders. No difference was found for admission rates for diseases of the connective tissue when compared with the uninjured cohort.

Assessment of the impact of burn severity on recurrent admissions for musculoskeletal diseases identified significantly elevated rates of similar magnitude for severe and minor burn injury for arthropathies, dorsopathies and soft tissue disorders. However, while admission rates for osteopathies and chondropathies were significantly elevated for severe burns (3.32 times higher), minor burns were associated with an admission rate of 8.44 times that observed for the uninjured cohort over the study period. This lack of a dose–response relationship may in part be due to the small numbers of burn survivors with severe burns in this patient population, the TBSA classification used and/or a ‘healthy’ survivor effect. An additional possibility is that patients with severe burns have supportive treatments to mitigate systemic inflammatory and endocrine responses and are more likely to have higher levels of continued post-burn care that may lead to earlier diagnoses and management of secondary pathologies, resulting in reduced hospitalisations for more serious presentations. The impact of minor burn injury on musculoskeletal disease admissions is interesting in light of recent evidence of less severe burn causing depletion of trabecular bone volume.27

To exclude any potential additive systemic impacts associated with other non-burn injury among members of the burn cohort,43,44 first time admissions for musculoskeletal diseases post-burn were examined excluding

Table 4  Adjusted HRs for first time post-burn admissions for musculoskeletal subconditions, comparing the burn cohort with the uninjured cohort

<table>
<thead>
<tr>
<th>Musculoskeletal subconditions†</th>
<th>HR (95% CI)*</th>
<th>Attributable risk %*</th>
<th>Number of admissions attributable to burn injury</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Arthropathies</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0–1 year after burn</td>
<td>2.02 (1.58 to 2.57)</td>
<td>50.5</td>
<td>47</td>
</tr>
<tr>
<td>1–20 years after burn</td>
<td>1.26 (1.17 to 1.37)</td>
<td>20.6</td>
<td>154</td>
</tr>
<tr>
<td><strong>Infectious arthropathy</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0–20 years after burn</td>
<td>2.34 (1.33 to 4.10)</td>
<td>57.3</td>
<td>11</td>
</tr>
<tr>
<td><strong>Inflammatory polyarthropathy</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0–33 years after burn</td>
<td>1.68 (1.27 to 2.21)</td>
<td>40.5</td>
<td>27</td>
</tr>
<tr>
<td><strong>Dorsopathies</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0–20 years after burn</td>
<td>1.39 (1.24 to 1.55)</td>
<td>28.1</td>
<td>114</td>
</tr>
<tr>
<td><strong>Osteopathies and chondropathies</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0–1 year after burn</td>
<td>6.99 (3.94 to 12.41)</td>
<td>85.7</td>
<td>23</td>
</tr>
<tr>
<td>1–5 years after burn</td>
<td>3.08 (2.12 to 4.48)</td>
<td>67.5</td>
<td>31</td>
</tr>
<tr>
<td>5–20 years after burn</td>
<td>1.69 (1.29 to 2.23)</td>
<td>40.8</td>
<td>28</td>
</tr>
<tr>
<td><strong>Disorders of bone density and structure</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0–2 years after burn</td>
<td>7.14 (4.11 to 12.40)</td>
<td>86.0</td>
<td>11</td>
</tr>
<tr>
<td>2–33 years after burn</td>
<td>1.78 (1.27 to 2.51)</td>
<td>43.8</td>
<td>18</td>
</tr>
<tr>
<td><strong>Soft tissue disorders</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0–10 years after burn</td>
<td>1.74 (1.52 to 1.99)</td>
<td>42.5</td>
<td>120</td>
</tr>
<tr>
<td>10–33 years after burn</td>
<td>1.24 (1.08 to 1.42)</td>
<td>19.4</td>
<td>50</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td></td>
<td></td>
<td>567</td>
</tr>
</tbody>
</table>

*Models used data for time after burn discharge (study start) and all models were adjusted for sociodemographic (age group at index, gender, Aboriginal status, social disadvantage, remoteness), index year and comorbidity.
†No analysis for connective tissue disorders due small numbers.
those in the burn cohort with a principal diagnosis injury admission. After adjustment for sociodemographic and health factors, significantly elevated rates of first time post-burn hospitalisations for musculoskeletal disorders were identified. The adjusted AR% for incident post-burn musculoskeletal disease admissions suggested that 567 first time admissions experienced in the burn cohort after discharge, could be attributed to burn injury. Gender-specific analyses found males and females with burn injury to have significantly elevated admission rates.

Long-term admissions for infectious and inflammatory arthropathies were assessed as a means to investigate the potential for chronic impacts of the initial systemic inflammatory and immune response to burn injury.\textsuperscript{45–47} Significantly increased incident admission rates for infectious and inflammatory arthropathies post-burn were identified with effects persisting for at least 20 years, suggesting that burn patients are at increased long-term susceptibility to infectious and inflammatory diseases. The increases in inflammatory and infectious diseases may be related to the immune suppression induced by burn injury.\textsuperscript{46} However, recent evidence also suggests long-term changes in the immune response post-burn, including reduced dendritic cell activation and inability of dendritic cells to activate T cells.\textsuperscript{14} While the findings of considerably elevated incident admission rates for bone density disorders during the first 2 years post-burn were consistent with other research,\textsuperscript{7, 11, 14, 15, 21, 22} the burn cohort continued to experience significantly elevated incident admissions over the 33-year study period. Burn injury affects multiple systems of the body including the immune, metabolic and endocrine systems, and the pathophysiological mechanisms that underlie the different musculoskeletal conditions discussed in this paper are most likely variable. Future research will be important to identify how burn injury triggers different mechanisms in order to inform early intervention and prevent these long-term pathologies.

**Strengths and limitations**

Through the use of linked administrative health data, we performed a large scale population-based study with a long follow-up time, accurate pre- and post burn injury measures,\textsuperscript{50} a non-injured comparison group and sample size sufficient for quantitative analyses. The analytical strategy of the study was based on the assumption that after controlling for confounders, any excess in hospital use for musculoskeletal diseases in the burn cohort (compared to the non-injured), was an outcome principally associated with the incident burn. We were able to include variables of health, social disadvantage and geographic access to services, to determine the individual burden of hospital readmissions for musculoskeletal disorders and quantify at the population level. While health administrative datasets do not include variables of risk-taking behaviour, analyses undertaken of the burn cohort excluding members with a record of a non-burn injury admission and potentially those of high risk-taking behaviour, also found significantly elevated incident musculoskeletal admission rates. Likewise, models were adjusted for social disadvantage, a factor previously correlated with lifestyle risk factors (eg, nutrition, smoking, alcohol)\textsuperscript{51, 52} that could be associated with the burn exposure and the outcomes measured. Changes in ICD coding and incomplete TBSA\% data may have limited a complete understanding of burn severity on long-term hospital use; however, significantly increased admission rates were observed for severe and minor burns and burns of unspecified TBSA. Any differential effect of burn injury on the incidence of fractures could not be evaluated in this study due to the exclusion of any injury admissions (including fractures) in the comparator uninjured cohort. Further research is planned that will include a non-burn injury cohort where differences in long-term musculoskeletal morbidity will be examined, including fractures.

The out-of-state migration for Western Australia is consistently low at levels below 3%; such losses were not anticipated to bias the results.\textsuperscript{53} This study represents burn injury and musculoskeletal diseases serious enough to require hospitalisation and the results may underestimate the impact of burn injury experienced in the community. Research of functional outcomes and quality-of-life of burn patients in Western Australia have provided valuable data on patients during the first year after discharge;\textsuperscript{54, 55} however, this study has generated new information on the longer-term musculoskeletal morbidity experienced long after healing of the burn wound and cessation of attendance at outpatient burn clinics. Further work that links individuals’ pharmaceutical and or primary care data with hospital data will provide a clearer picture of the time of diagnosis of secondary musculoskeletal pathologies and treatment pathways post-burn. We expect that these results would be generalisable to other countries of similar demographics and healthcare systems.

After adjustment of confounders, increased rates of first time admissions and readmissions for musculoskeletal diseases were identified for those with severe and minor burns when compared with a non-injured cohort. These findings highlight long-term effects of burn injury, including minor burn injury, on musculoskeletal morbidity. Further research is required that facilitates identification of at-risk patients, the mechanisms that may be responsible for these long-term effects and appropriate treatment pathways, to reduce the long-term morbidity associated with burns.
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Chapter 3

A review of the literature on record linkage methodology
3.1. Recent developments in record linkage methodology: a survey of the literature

As discussed in Chapter 1, the task of record linkage is complex. Methods which ensure high linkage quality are sought to ensure validity of research results, and reduce the considerable burden that manual methods entail. Timely approaches are required due to the large processing overhead. Issues of privacy remain a concern to many members of the public.

This chapter aims to provide a critical review of the recent literature in record linkage methods. To gain a general sense of the overall trends and focus of the literature, papers on record linkage methodology published in the previous 21 years (between 1995 and 2015) were sourced from Google Scholar and classified based on their content.

Figure 4 plots the number of publications on record linkage methodology over time. There has been a large increase in record linkage methodology research over the last 21 years, with the number of papers increasing more than three-fold. There appear two periods of increase; a large increase occurring around 2002, followed by a smaller increase around 2009. These correspond to identifiable trends within the literature. The year of 2002 saw the beginning of a burgeoning interest in machine learning methods for record linkage (some 13 papers were published on this topic from 2002-2004, compared to only one in the previous seven years). At the same time, the field of entity resolution was emerging, with numerous publications devoted to this development. The increase in publications from 2009 appears to result from an increased focus on methods for privacy.

---

1 The search terms ‘record linkage’ and ‘record linkage methodology’ were used as input into Google Scholar, with results examined by year. Only papers that discussed the methodology of record linkage were counted and further classified – papers discussing the details of a specific linkage were excluded. The search for relevant papers per year was halted when results no longer appeared fruitful. For each year and search term, a minimum of 200 papers were examined.

The determination of appropriate classifications and the act of classification of individual papers was carried out entirely at the author’s discretion. Given the diverse nature of record linkage, there are undoubtedly a number of relevant publications not found through our literature search; the selection of publications identified is hopefully representative of the entirety of the record linkage literature.
preserving record linkage; there were on average nine publications per year on this issue after 2008, as compared with a total of nine in the five years prior.

![Figure 4: Number of record linkage methodology publications by year](image)

Some key trends are visible. Methods for improving privacy protection and linkage quality remain at the forefront of record linkage research, with a lesser focus on methods to improve the efficiency of record linkage. The presentation of novel linkage methods made up over a fifth of all papers on record linkage methodology.

<table>
<thead>
<tr>
<th>Topic</th>
<th>Number of papers</th>
</tr>
</thead>
<tbody>
<tr>
<td>General review</td>
<td>110</td>
</tr>
<tr>
<td><strong>Methods for Improving Linkage Quality</strong></td>
<td><strong>92</strong></td>
</tr>
<tr>
<td>String comparison methods</td>
<td>36</td>
</tr>
<tr>
<td>Data cleaning methods</td>
<td>18</td>
</tr>
<tr>
<td>Comparing non-western names</td>
<td>7</td>
</tr>
<tr>
<td>Estimating linkage parameters</td>
<td>17</td>
</tr>
<tr>
<td>Lack of independence of variables</td>
<td>5</td>
</tr>
<tr>
<td>Extensions to probabilistic linkage methods</td>
<td>14</td>
</tr>
<tr>
<td>Grouping</td>
<td>10</td>
</tr>
<tr>
<td>New linkage methods</td>
<td>108</td>
</tr>
<tr>
<td>Comparing and evaluating linkage methods</td>
<td>29</td>
</tr>
</tbody>
</table>

Table 1: Common subject matter in 533 papers on record linkage published 1995-2015
<table>
<thead>
<tr>
<th>Topic</th>
<th>Page</th>
</tr>
</thead>
<tbody>
<tr>
<td>Machine learning approaches</td>
<td>43</td>
</tr>
<tr>
<td>Entity resolution</td>
<td>43</td>
</tr>
<tr>
<td><strong>Methods for Improving Speed</strong></td>
<td>48</td>
</tr>
<tr>
<td>Blocking</td>
<td>38</td>
</tr>
<tr>
<td>Parallel processing</td>
<td>7</td>
</tr>
<tr>
<td><strong>Methods for Improving Privacy</strong></td>
<td>89</td>
</tr>
<tr>
<td>Presentation of novel privacy preserving protocols</td>
<td>57</td>
</tr>
<tr>
<td>Evaluation of privacy preserving protocol</td>
<td>14</td>
</tr>
<tr>
<td>Presentation of record linkage software</td>
<td>36</td>
</tr>
<tr>
<td>Evaluation of record linkage software</td>
<td>9</td>
</tr>
<tr>
<td>Effective of linkage quality on research outcomes</td>
<td>35</td>
</tr>
<tr>
<td>Bayesian methods for record linkage</td>
<td>24</td>
</tr>
<tr>
<td>Automating linkage functions</td>
<td>24</td>
</tr>
<tr>
<td>Methods for linkage quality estimation</td>
<td>10</td>
</tr>
<tr>
<td>Synthetic data generation</td>
<td>6</td>
</tr>
</tbody>
</table>

The major topics identified in Table 1 are explored in more detail below.

**Methods for improving linkage quality**

Research has been conducted on all aspects of the linkage process, including data cleaning, matching, grouping, and post-linkage quality evaluation. These improvements typically aim to improve overall quality, but can also involve improvements to automate tasks that are typically manual and time-consuming.

Data cleaning involves the transformation of linkage variables prior to linkage to improve linkage quality. Several papers have aimed to extend the standard data cleaning methods; these include the development of modern algorithms for address and name standardisation (the splitting of these fields into their component parts) [83], and the development of robust systems to perform manual lookups (as well as other data transformations based on particular values) [84]. As the determination of rules for data cleaning is highly manual, there has been focus on automating these procedures. These typically involve use of unsupervised machine learning approaches, including the automatic development of lookup tables (for instance, nickname lookup tables, which contain a diminutive name along with their more common version) and the automated development of data cleaning rules from the data itself [85-87].
Despite widespread use, there has been little evaluation of the usefulness of data cleaning. One evaluation involved the use of lookup tables for names. It showed that results are highly dataset dependent [88], with the authors suggesting further testing is required to determine the overall effect of data cleaning on record linkage quality. As many data cleaning techniques are heavily manual and thus expensive and time consuming, any improvement in linkage quality must be weighed against these costs.

The use of different comparison types to account for uncertainty is common within probabilistic record linkage. As well as simple exact matching, string similarity techniques are regularly used on alphabetic fields to tolerate error. For instance, the values *Kate* and *Katie* would receive a high score using string similarity measures, but would be deemed incorrect using exact matching. The use of string similarity measures typically results in a large increase in linkage quality [89, 90], and is now considered standard practice. There have been several evaluations of string comparison techniques [89, 91-94], with the Jaro-Winkler string comparison algorithm emerging as the gold standard [89, 94]. New comparison techniques, aimed at particular problem sets, are still regularly developed [95-97].

Several works have explored additional string comparison techniques with parameters which adapt based on the nature of the data in question [98-101]. This approach achieves high quality, although it requires the use of a training dataset of known correct and incorrect pairs of fields. This requirement adds a layer of manual complexity which may limit its adoption.

The development of privacy preserving record linkage (discussed later in this Chapter and also in Chapter 5) has also resulted in a focus on privacy preserving string similarity measures. While privacy preserving options for standard measures such as the Jaro-Winkler comparator have been explored [102], q-gram based methods have been shown to be simple to implement in a privacy preserving setting [14], and achieve quality similar to standard un-encrypted techniques [94].

The comparison of non-Western names has received some attention in the literature. A number of phonetic encoding techniques such as Soundex [103] and NYSIIS [104] are used in record linkage. Phonetic encoding techniques aim to
remove variation so that words which *sound* the same receive the same representation. The commonly used phonetic encoding techniques were originally developed for Western names, and most similarity measures have only been evaluated on Western names [105]. These methods will not necessarily provide accurate results for non-Western names. Alternate methods have been developed for use in non-English speaking countries [106-108] and in Western countries which now have higher levels of immigrations and thus a preponderance of non-Western names [109, 110]. Research has shown record linkage for immigrant groups in Western nations to be of poorer quality [7, 111]; as such, these developments are valuable.

*Estimating linkage parameters*

While there are a variety of linkage methods in use, all require some level of parameters as input into the linkage process. The process of determining these parameters is not always straightforward. For probabilistic record linkage, parameters are typically estimated by manual review (a time consuming process) or by re-using the parameters that have been used previously [112]. An alternate method suggested in the literature is to generate ‘synthetic’ data; made up records designed to imitate real administrative data, with the same types of error. This data could be generated with a truth set or ‘answer sheet’, identifying which records actually do belong to the same individual. The synthetic data can be linked using the estimated parameter settings, with the answer sheet used to evaluate their effectiveness [113] (with the assumption that these settings will also be valid on real data). Synthetic data can also be used as training data for estimating linkage parameters in linkage approaches which utilise machine learning, thereby removing the need to create a training set through manual review (machine learning approaches are described below) [114]. The EM algorithm has been used to estimate field weights for probabilistic linkage [112], achieving quite accurate results in many circumstances [115, 116]. The advantage of this algorithm is that it automates the estimation of parameters. However, there are instances where the EM model fails to converge, and research has looked at ways of ensuring the robustness of this method [117]. Methods for estimating the threshold setting for probabilistic record linkage, also often carried out manually, have been explored [116, 118]. Parameter estimation for other
linkage techniques have been explored in the literature [119, 120]; as each linkage method has different parameters, each requires its own estimation method.

The accurate estimation of linkage parameters without manual intervention has become especially important in more recent times. Automation of record linkage procedures is increasingly important as demand for linkage services increases, and dataset numbers and sizes increase. Furthermore, the development of privacy preserving record linkage requires non-manual parameter estimation procedures, as manual review is not possible where input data is encrypted (this is discussed further in Chapter 5).

Probabilistic linkage methods appear capable of full automation when utilising the EM algorithm [116]. Future studies will be required to determine how accurate this fully automated method remains over time.

*Extensions to probabilistic record linkage*

As the most common form of record linkage, much research has focused on extending and enhancing the probabilistic method.

One of the key assumptions of probabilistic record linkage is the independence of variables for non-matching records; that is, having the same value of one field does not increase the likelihood of having the same value of a second field [121]. However this assumption clearly does not hold in typical record linkage; for instance, a person’s first name provides information on their gender, and individuals with the same address are more likely to have the same surname. Research suggests this has the ability to bias results in certain circumstances [64]. Regression based methods have been used successfully to adjust for conditional dependencies [122, 123]. These methods improve linkage quality where the proportion of correct matches is high, or the level of conditional dependence is high [122].

The use of string comparison techniques [124] instead of exact matching has required the development of methods to determine appropriate settings [90, 125]. The use of weights based on individual field values (i.e. weighting a match on a common surname like ‘SMITH’ lower than a match on an unusual surname) also requires methods to determine appropriate parameter settings [126], although there has been some question as to the effectiveness of this technique, as evaluations have shown limited improvement [65, 127].
**Grouping**

The matching process generates a set of record-pairs; these are pairs of records thought to belong to the same individual. It is the grouping process which amalgamates these pairs into a more practical form - a linkage map listing which record belongs to which individual. The most common grouping strategy, known as *transitive closure* or merge-based grouping, amalgamates all record pairs above an accepted threshold, with all connected records classified as belonging to the same individual.

Several other alternate approaches to grouping have been put forward in the literature. Many of these alternate grouping methods utilise information about the relationships between all records to decide whether to accept or reject a pair [128-130]; however these techniques have not received any follow-up validation.

An additional challenge occurs when each dataset being linked has pre-defined *groups* of records which belong to the same person; in this case, the grouping algorithm may wish to take into account the pairs formed between all members of one group with all members of another [131]. Methods have also been suggesting for ongoing record linkage, where incoming data is linked to a repository of previously created. These grouping methods aim to ensure that groups within the repository are not merged together [132, 133].

While matching nearly always occurs on a pairwise basis, full pairwise comparison may not be efficient enough for very large linkage involving hundreds of millions or billions of records. An alternate grouping algorithm reduces the number of comparisons by only conducting pair comparisons where records have not already been grouped together [134]. This method appears superior to the standard transitive closure methods, with improved efficiency but no change in results.

**Linkage methods**

Probabilistic record linkage, as well as deterministic rules based linkage, have been the two most common methods for matching. However, research into alternate methods for record linkage has appeared regularly in the record linkage literature. The two main techniques that have received focus have been record linkage methods utilising machine learning algorithms, and record linkage methods focusing on entity resolution (both described further below). A range of
other approaches have been proposed, including statistical approaches including mixture models [135] and Bayesian methods [136-138], as well as approaches from the database literature [139, 140].

**Machine learning**

Machine learning algorithms form the basis of modern robotics and internet search amongst numerous other fields. Their defining feature is that they learn based on the supplied data. *Supervised* machine learning requires a ‘training dataset’ for which the answers are known. The algorithm first uses the training set to learn how to correctly carry out the task, before it is applied to data without an answer sheet. *Unsupervised* machine learning approaches refer to the class of algorithms which do not require a training dataset, but can be applied directly to the data at hand.

A large number of machine learning techniques have been suggested for record linkage. Supervised techniques include decision tree methods [114], support vector machines [141], maximum entropy modelling [142], the K nearest neighbour algorithm [143], random forests [144], the Electre Tre method [145], classification rule learning [146] and neural networks [147]. Unsupervised, or semi-supervised techniques include methods for support vector machines [148], K means clustering [149], cluster based decision models [150], bagging, bumping and Multiview methods [151], hierarchical graphical models [152] and an active learning process, which attempts to use provided secondary datasets as sources of additional information [153].

The machine learning record linkage methods presented within the literature have generally not been evaluated against other approaches (including [114, 141, 142, 144-147, 151, 153]). Support vector machines have showed promising results for certain linkage scenarios, compared to traditional probabilistic linkage [154]. One evaluation of machine learning methods suggests the best techniques are dataset dependent, but show that support vector machines and naïve Bayesian classifiers perform well [155]. Given the paucity of evaluations, there is little knowledge about which of these methods offer improvements over the standard probabilistic approach. As such, it is not surprising that most linkage software packages do not implement machine learning approaches (ChoiceMaker being the key counterexample [142]). These methods have also received little follow up
within the literature; rather than building on previously established techniques, researchers have instead created their own approaches. Work by Christen on support vector machines [148] is one of the few examples of work building on previous approaches [149].

One of the key issues of the machine learning approach is the requirement for training datasets; these are necessary in supervised learning approaches for the procedures to internally set parameters, but generally require extensive manual effort to create. Several papers have focused on methods for automating some or all of this process. The use of synthetic data (generated with answers) as a training set has been suggested [113, 149], as have fully automated methods to determine test data [156] and methods which select only those training examples which will have the greatest impact, lowering the burden of manual review [157, 158]. Such developments will likely improve the adoption of machine learning approaches.

**Entity Resolution**

Entity resolution seeks to determine entities (i.e. the same ‘things’) between and within datasets. Entity resolution can be considered a broader field within which record linkage is contained. While in record linkage each record pertains to a single entity (typically an individual), the field of entity resolution does not require this assumption. A simple example of entity resolution would be to extract all the authors, papers and journals from a corpus of references. Here each record consists not of a single individual, but of a number of authors, a title, and a journal. The aim is to map these entities to a created canonical listing of authors, titles and journals.

Approaches to entity resolution are often sub-domain specific, with each approach aiming to make use of additional information unique to that set of problems. This includes approaches for online comparison shopping [159], personal information management [160], bibliographic data [161], extracting entity information from free text [162], identifying individuals based on behaviour, such as that found in transactional logs [163] and identifying individuals from social network information (where records of people with the same friends are more likely to be the same person) [164]. Several generic approaches to entity resolution have also been presented [165, 166].
There appears to be a disconnect between the entity resolution literature, mainly found in the computer science domain, and the record linkage literature, closer to the statistical and health domains. A number of entity resolution papers essentially deal with record linkage problems, without much reference to the record linkage literature [167-170]. Similarly, the record linkage literature has essentially ignored any work on entity resolution. Much could be gained by the cross-pollination of ideas from both of these sub-areas.

Comparing Linkage Methods

There have been relatively few comparisons of record linkage methods in the literature. There have been several comparison of deterministic (rules-based) record linkage and probabilistic record linkage, with results tending to favour probabilistic methods [171-174], although some find little difference between the methods [175], and others suggest each are useful for specific problems [25].

There are several challenges to comparing linkage methods. Firstly, record linkage datasets tend not to be publically available or shareable, meaning that different evaluations are carried out on different datasets, and new methods cannot be directly compared to the results of previous evaluations. The development and use of realistic synthetic data goes some way to solving this issue, as this data can be created with a truth set and shared [176]. A second and more difficult issue lies with determining the appropriate parameters when evaluating a linkage. Record linkage methods typically have a large numbers of parameters – for probabilistic record linkage alone there is the choice of the number of blocks and their composition, the comparison fields, the comparison methods, and the agreement and disagreement weight given for each field, as well as the final threshold method. Poor parameter selection will produce poor quality linkages, irrespective of the method used. This provides a challenge when evaluating the comparisons found in the literature. One solution to this problem is to adopt a particular method for determining parameters for each linkage method; the research question then becomes ‘Is this linkage method, along with this method for determining its parameters, better or worse than this other linkage method, along with this other method for determining parameters?’ By placing these assumptions at the forefront of the research question, readers can better assess the claims of an evaluation.
A final challenge is in determining the sensitivity of a linkage method to changes in parameters. Linkage methods need to perform similarly on different datasets, and not be susceptible to large changes in linkage quality due to small changes in linkage parameters. Such methods would be unlikely to perform well in realistic scenarios where estimating parameters may not be straightforward. This vital aspect has generally been overlooked in evaluations.

**Linkage quality and research outcomes**

Maximising linkage quality is not an end in itself; for health record linkage, the ultimate aim is to ensure reliable research outcomes. Several papers have observed the large effect that poor linkage quality can have on research outcomes [177, 178]; however knowledge of how errors (and different types of errors) directly affect particular methods of analysis is limited. False positive errors in one-to-one linkage of registry and death information have been shown to underestimate survival, while false negative errors will overestimate survival [179]. The relationship between these types of errors and more complex analyses is unknown. Gaining a greater understanding of the impact of false positives and negatives on particular methods of analysis, including whether either of these error types play a greater role in biasing outcomes, is an important research goal.

While not strictly an error of linkage quality, one study (Publication 2 of this thesis) [60] has measured the proportion of health records which occur outside a state jurisdiction (record linkage in Australia is typically conducted within states). Between 3% and 5% of individuals residing in one state were found to have hospital records in another state; as such, any state-based study of these individuals will necessarily be missing hospital records. The effect that this has in biasing research outcomes is not known, however.

A second related research question is to determine how a researcher can adjust or control for these errors, given their likely existence. Researchers currently make the assumption that linkage contains no errors, and do not attempt to adjust for linkage error. This may not be appropriate or correct, as linkage error is known to exist to some extent, and there is evidence that some subpopulations are more prone to linkage error than others, such as women [7, 180], the elderly [7], ethnic minorities [7, 111], certain geographic areas (from recording differences in specific localities) and those from lower socioeconomic groups [181].
Several methods for adjusting for linkage errors have been proposed within the literature. A team led by Chambers has presented a series of methods for different variations of one-to-one record linkage (linkage of two datasets, where each dataset contains at most one record per person). These methods include an estimation of linkage errors as an additional factor within regression analysis [182-184]. Several additional methods for including linkage error within regression analysis utilising Bayesian statistics have also been proposed [119, 185]. A second approach, led by Goldstein, has been to utilise all record-pair associations, along with their confidence, in one-to-one matching rather than only the highest [186, 187]. This approach introduces the linkage error variation into the estimation of clinical variables, which are then used in statistical analysis. There has been limited empirical evaluation of these methods to date, and no comparison. The separation of personal identifiers from clinical information has made this research difficult to carry out in practice. Further work is required in this area, especially to extend this work to include linkages which involve datasets containing multiple records per person.

Methods for improving speed

The comparison of every record in one dataset to every record in another is too time-consuming to be practical. Blocking techniques are used to reduce the comparison space. Typically a set of blocking variables is chosen; only record-pairs which have exactly the same values of these variables will be compared further. Several sets of blocking variables are used, with record-pairs compared if and only if they have exactly the same values on one of these sets [10].

The development of new, improved blocking techniques, which compare fewer record-pairs without compromising record linkage quality, has received much attention. New techniques include blocking using suffix-arrays [62, 188], sorted neighbourhood methods [189, 190], canopy clustering [191], locality sensitive hashing [61] and q-grams [22]. Several reviews of blocking methods can be found in the literature [22, 192]. The adoption of more efficient blocking techniques is likely to become important with the linkage of extremely large datasets (100 million to billions of records) where speed may become a factor, or in specific linkage scenarios where speed is vital, such as real time linkage. However for typical health record linkage, where datasets are typically in the tens of millions of records, the time taken for matching is only a small part of the overall
processing time [60]. The traditional blocking approach has been considered fast enough, and these alternate methods do not appear to have received adoption.

A second focus of research has examined automating choices of blocking variables [193-198] as well as comparison variables [199]. These techniques are most useful for linkages involving unusual variables or unusually large datasets. Standard record linkage typically involves the same variables (names, dates of birth, gender and address information); the use of default blocking criteria and comparison variables has likely been robust enough for automated record linkage.

A final aspect of research into blocking has looked at privacy preserving blocking, which seeks to provide ways to cluster records for comparison without revealing any identifying information. Simple methods involve the use of hashed (encoded) blocks [200]; however, in this case, block size may reveal a small amount of information. Some alternate methods have been proposed including the use of multibit trees [63, 201], clustering methods [202, 203], locality sensitive hashing [204] and reference datasets [205]. This is currently an active area of research.

Methods for improving privacy protection

The advancement of methods to further protect the privacy of individuals in record linkage remains a priority\(^2\). Privacy preserving record linkage involves carrying out record linkage on encrypted or encoded data; in this process, the linkage unit has no access to full personal identifiers, but only to some form of encoded information. As no personally identifying information is released by the data custodian, the privacy risk involved is much lower.

Privacy preserving record linkage is a popular area of current research, with an increasing number of protocols being proposed, each with different aims, approaches, and applicable scenarios. A comprehensive review of these methods has been undertaken [13]. This review highlights that most techniques are applicable to the linkage of two datasets only, and that privacy protections offered

\(^2\) The requirement for privacy in record linkage, its legal implications, and common operational methods for ensuring privacy are discussed in Chapter 5. This section focuses only on new developments in the literature regarding privacy, namely privacy preserving record linkage.
by these methods require “honest parties”; that is, it requires that there is no collusion between a linkage unit and a data custodian to learn about a second custodian’s data.

Privacy preserving protocols presented in the literature utilise either a two or three party model [13]. Under a two-party protocol, only those organisations that hold data participate in the linkage – there is no independent third party acting as linkage unit. This differs from almost all current models of record linkage used today, such as those in the UK [206], Canada [207] and Australia [59], which utilise third parties. These protocols typically require a greater amount of communication than three-party protocols [14].

Privacy preserving protocols also differ in the level of privacy protection they provide. The least privacy preserving techniques simply amalgamate parts of a person’s identifiers into a single variable [15]. Although not quite as identifiable as no privacy preserving method at all, it is a trivial exercise for a person undertaking linkage or a malicious individual to determine whether an individual exists within a database of these codes.

Another class of privacy techniques encrypt data so that those with access cannot learn any information directly from the encrypted values; however, these encrypted values can be vulnerable to frequency attacks [16]. For instance, a protocol may encrypt fields separately, all in a particular way – every instance of ‘John’ will have the same encrypted value. As John is the most common name, it is possible to count the frequency of encrypted values to work out which value corresponds to this name. These protocols are significantly more complex to break, and typically only some percentage of information can be revealed. Hashing (a type of irreversible data transformation) is the most common technique used in these circumstances [13, 14, 208, 209].

A final class of privacy techniques encrypts data in such a way that it is not possible to learn any information about individuals. Such methods utilise strong cryptographic techniques (the same as those used to ensure security in other domains such as finance and the internet) for which there are no known attacks. Unfortunately, while protocols using these techniques exist [210-212], they are currently impractical for all but the smallest applications of record linkage [213].
Another important difference in these record linkage privacy protocols is the method of matching. Protocols either perform an exact match on a particular set of identifiers, or perform similarity matches on particular fields. As discussed earlier, approximate similarity matching is vital to obtain high linkage quality. Several methods have been suggested to allow privacy preserving string comparisons, including embedding identifiers within a metric space [214, 215], using public reference datasets [216, 217], and hash based methods utilising Bloom filters [14].

A final difference found amongst these protocols is the extent to which they have been used in practice. Almost all the privacy preserving linkage methods that have been used in operational settings have involved an exact match on particular attributes of a dataset [218, 219], which are generally hashed to ensure privacy [208, 220, 221]. These methods are efficient, and relatively simple to implement, although the resulting linkage quality is sub-optimal [222].

In line with other aspects of the record linkage literature, while there have been a large number of proposed protocols, very few have received any strong empirical evaluation, especially using large real administrative datasets. Without this, it is unlikely that these methods will be adopted by operational linkage units. In addition, few methods have received follow up in the literature; a notable exception is the work of Schnell, who first proposed the use of Bloom filters for approximate privacy preserving linkage [14]; this seminal work has resulted in the development of a number of other protocols [223-225], as well as extensions and comparisons of the method [94, 226-229].

Based on the available evidence, the privacy preserving method using Bloom filters appears to be the most likely of the numerous privacy preserving protocols to receive adoption by operational linkage units. Evaluations have shown equal linkage quality and similar efficiency to traditional unencrypted probabilistic linkage [200]. The security of the protocol has been investigated in detail [16, 230, 231], with numerous refinements made to strengthen it [229].

**Conclusions**

From examining the literature on methods for record linkage, there are several identifiable trends.
The record linkage literature has predominantly focussed on creation of methods rather than evaluation of methods. This can clearly be seen in the development of machine learning methods for record linkage, and the development of privacy preserving protocols. In both of these areas, a very large number of new methods have been presented, all of which attempt to solve the same problem. Notwithstanding their novelty, few of the methods have been evaluated to determine whether they offer significant improvement over current approaches. As a result, many of these methods are essentially orphaned, receiving no further evaluation or follow-up by the research community.

Further systematic testing of new linkage methods is necessary if new methods are to receive adoption. Rigorous testing and comparison of machine learning methods against currently used linkage approaches appears to be an important next step if such methods are to be adopted in practice. These methods would need to be evaluated not only for quality and efficiency, but also in terms of the difficulty of determining appropriate parameters (or creating appropriate training data) as well as the methods sensitivity to changes in parameters.

The privacy preserving linkage literature appears to be better placed, with research coalescing around the Bloom filter method. Further research is required to determine how to correctly estimate parameters in a privacy preserving context, and to ensure linkage quality remains high in light of security improvements to the protocol. The development of further protocols which provide higher security at a similar level of accuracy and speed would also be an important development.

Many methods which have not received evaluation may still have merit. For instance, it seems unlikely that the probabilistic record linkage method, now over 50 years old, would outperform state of the art machine learning methods, a huge area of advancing research over the last 20 years. However without detailed, rigorous effort to test these methods, practitioners have little choice but to continue with known and well-tested methodology.

The reason for this focus on creation rather than evaluation of methods is not clear, but several causes are suspected. It may be partly explained by a type of publication bias, where academic journals are possibly more reluctant to publish evaluations of previously published methods, preferring ‘original research’
articles. A similar publication bias has been noted in the literature for replication studies [232]. There is no requirement by reviewers for detailed evaluations of new methods and protocols, as can be seen by the number of papers without these. High quality evaluation itself is difficult, requiring access to large real-world datasets with “known” answers. Such datasets are difficult to source and almost impossible to share, making comparative evaluation difficult [176]. The use of synthetic data with known answers may be one way around this issue [176]. Carrying out evaluations will also occasionally determine that the proposed novel methods are not actually better than previous methods; indeed, there is evidence to suggests that null results are much harder to publish [233].

There may also be a disconnect between theory and practice. Research into record linkage methodology typically occurs within academia, while most record linkage units are located within government. The communication between these two groups could be improved; academia has long been described as an ‘ivory tower’, disconnected from practical concerns [234]. It is possible that academic researchers do not realise the necessity of evaluations of their methodology for it to be used in practice. Record linkage practitioners usually reside in government, which has traditionally been considered risk averse [1] and hostile to innovation [235]. Record linkage units require a certain level of confidence in a new technique before they invest in evaluation or implementation. Greater collaboration between academics and practitioners would be one of the most important ways to improve adoption of new record linkage methods in practice.

Despite these misgivings, it is clear that great strides have been made in record linkage methodology. Dataset sizes, and dataset numbers have grown dramatically and methods to handle this increase have kept pace. The literature is replete with methods to handle further orders of magnitude increases in dataset sizes [22, 134]. Probabilistic record linkage methods have been further refined, and while new linkage methods have not received proper evaluation, once this occurs there will undoubtedly be methods which further extend the state of the art. Privacy-preserving methods appear close to ready for use in operational settings, with the adoption of these methods likely to lead to greater dataset access for researchers. With a greater focus on evaluation and collaboration with practitioners, these significant developments will undoubtedly improve linkage quality and access to datasets.
Chapter 4

Methods for improving quality
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4.1. Measuring and reporting linkage quality

Achieving high linkage quality is essential to ensure the validity of any research utilising linked data. Linkage quality here refers to the proportion of errors found within a linkage. There are two possible types of errors. Firstly there are false positives, where two records are designated as belonging to the same person, whereas in reality, they belong to two different people. Secondly, there are false negatives, where two records are designated as belonging to two separate people when in truth they belong to the same individual.

There is often limited reporting by linkage units regarding the quality of their linkage to researchers, and it is not clear that researchers have much understanding regarding linkage quality. Linkage errors are not evenly distributed throughout the population, but tend to cluster around specific demographics; women [7], ethnic minorities [7], and those from lower socioeconomic groups [181], providing greater potential to bias results in these populations. Further research in this area is needed. These issues are explored in Publication 8: Understanding the origins of record linkage errors and how they affect research outcomes [236].

The two types of errors found in record linkage (false positives and false negatives) are typically measured as precision (the proportion of matches found that were correct) and recall (the proportion of correct matches that were found) [237]. A linkage with a high precision will have few false positives, while a linkage with high recall will have few false negatives. The F-measure of a linkage is the harmonic mean of precision and recall; it provides a single value with which we can compare results.

To be able to calculate the precision and recall of a linkage, we need to know in advance whether individual record-pairs have been correctly identified or not. However in practice, this information is not known. One proposed solution to this problem involves sampling record-pairs at different threshold scores, and manually reviewing these samples. This new method is presented and evaluated in Publication 9: A simple sampling method for estimating the accuracy of large scale record linkage projects [238]. This sampling based method appears highly accurate.
While there is often little reporting of overall linkage quality to researchers, efforts to optimise linkage quality play a large role in linkage operations. Current methods can involve manual review of record-pairs to ensure quality [8, 9], a costly and time consuming process. By determining best practices for record linkage operations with regard to linkage quality, and by developing new methods to optimise quality and reduce the manual processing burden, this thesis aims to allow higher linkage quality to be achieved more quickly and at lower cost. In order to tackle this issue, this thesis has focused on specific constituent parts of the record linkage process.

4.2. The linkage process

The record linkage process is presented in Figure 5.

![Figure 5: The record linkage process](image)

Once data is received, it is cleaned and standardised, a process where individual fields of the dataset are modified, replaced or removed in order to improve the underlying data quality. The matching process follows; individual records are compared, typically in a pairwise fashion, to determine whether the two records belong to the same person. This process results in a list of pairs of records believed to belong to the same person.

The grouping process then merges these record-pairs into its final format; a listing of each record and the individual to which it belongs (a linkage map).

Once the linkage map is created, methods are used to measure and improve linkage quality. If linkage quality is low, one approach is to repeat previous steps of the linkage process with alternate parameter settings. Manual methods such
as clerical review are often used by linkage units to improve quality; however these are very slow and thus expensive. Manual methods also do not scale easily; in a large linkage of many millions of individuals, the manual resolution of an incorrect linkage of one individual will have a miniscule if any effect on overall quality.

Each of these components is discussed in further detail below.

**Data cleaning and preparation**

Data cleaning involves the transformation of the information received for linkage into a standardised format that is most appropriate for matching. A variety of techniques are used to prepare data for linkage; these can be found in various linkage software packages and in the literature [10, 239, 240].

Data of higher quality (containing fewer errors and ambiguities) will result in fewer mistakes in linkage, and thus return higher linkage quality. Improvements in data quality should therefore translate into improvements in linkage quality. Despite this widely held view, there has been surprisingly little empirical evaluation of the effect of data cleaning on overall record linkage quality, or of which particular data cleaning techniques are most useful.

*Publication 10: The effect of data cleaning on record linkage quality* [241] outlines methods for data cleaning and their prevalence, and evaluates the impact of these methods on linkage quality, using both synthetic and real administrative data. The results suggest that rather than lead to noticeable improvements in linkage quality, heavy data cleaning can reduce the overall quality of linkage.

Given these findings, the allocation of significant resources to data cleaning (up to 75% of time by some estimates [10]) may not be warranted. These results also suggest that the use of particular techniques, (such as name lookups) should rarely, if ever, be used as they are likely to lead to an overall decrease in linkage quality. Further testing on additional datasets will shed more light on exactly how generalizable these results are.

**Matching**

The matching process takes as input the cleaned and prepared datasets, and in turn produces a list of record-pairs, where each record in a pair is considered to belong to the same individual [10]. Matching can occur between two or more files,
or within a single file (known as de-duplication); the process is essentially the same in either scenario. A simple approach to this problem is the use of deterministic matching [10]. In deterministic matching, a combination of personal identifiers is chosen such that if two records have all of these values in common, they are designated to belong to the same individual. Each single combination of personal identifiers is known as a rule. In practice, a series of rules are typically used, in order to allow some tolerance of missing, incorrect or changing values. While deterministic linkage is intuitive and quick, it is less versatile and achieves lower linkage quality than probabilistic record linkage [174], the most common method for record linkage.

**Probabilistic linkage**

Probabilistic linkage, so called because it uses conditional probabilities to compute likelihoods, presents a more formal and less intuitive approach to linkage. In this approach, records are compared on a pairwise basis. A comparison of two records involves comparing all the individual field. Each field comparison results in a score based on specific weights assigned to that field. These scores are summed up for the pair comparison, and if this summed score is over a specific threshold, the two records are designated a match (see Figure 3) [121].

![Figure 6: An example of a record-pair comparison in probabilistic linkage.](image)

Probabilistic linkage removes the difficulties of creating large sets of rules and determining the validity of each rule. However the process still requires a number of parameters to be accurately estimated to ensure high quality linkage.

In probabilistic linkage and many other approaches, the comparison of every record in one dataset to every record in another quickly becomes infeasible as dataset sizes increase. For example, a relatively small linkage of 1 million records to a second dataset of 1 million records would involve 1 trillion record pair comparisons. The vast majority of these potential comparisons would involve
records that belong to different people. Techniques known as blocking are used to dramatically reduce this comparison space, while keeping all (or very nearly all) comparisons which have a possibility of belonging to the same individual [10]. The typical method of blocking is to choose a set of fields (blocking variables); only record-pairs which have exactly the same values of these variables will be compared further [10].

**Grouping**

The matching process results in a set of record-pairs; these are pairs of records thought to belong to the same individual. The grouping process amalgamates these pairs into a more usable form - a linkage map listing which records belongs to which individual.

The standard grouping strategy is *merge grouping* or transitive closure [242]. In this process, all record pairs above the accepted threshold are amalgamated, with all connected records classified as belonging to the same individual (see Figure 7). Indirect relationships can be formed between records, where despite not forming a record pair themselves, they are joined by an intermediate record which has formed a pair with both. This method is intuitive, and is most commonly used when de-duplicating a file or linking files together which each contain multiple records per person.

![Figure 7: The merge grouping process](image)

As linkage units grow, they typically move to an on-going repository model, where a single linkage map is created and maintained over time (see *Publication 1* for more detail on this approach). This linkage map is then used for multiple research projects. This approach can improve overall linkage quality, as the impact of quality intervention and manual assessment is not lost after each research project. As such, linkage units often have high confidence in their stored results.
An alternate grouping approach may be useful in scenarios where new data is being linked to a repository of previous linked data [132]. This alternate approach would ensure that the results of previous linkages are maintained, rather than potentially merge together groups of records when there is already evidence that they are separate people. Alternative methods of grouping have been proposed which would solve this problem [132], but few have been fully articulated, and fewer still have been formally evaluated.

*Publication 11: Grouping methods for ongoing record linkage* [243] outlines existing methods for grouping with a repository of previously linked data, and proposes an additional new method. The paper evaluates these methods using real administrative datasets. Results suggest that alternate ‘best-link’ approaches achieve substantially better quality. These methods should be recommended in scenarios where incoming is linked to an ongoing repository.

The grouping process produces a complete linkage map, listing each record with a corresponding person identifier. Before the linkage map can be used for its ultimate purpose (to extract health data for researchers), its quality must be evaluated. Additional techniques for improving quality can also be conducted.

*Techniques for improving quality after linkage*

The discovery of common types of errors through manual checking of results can often identify issues that can best be solved through altering the parameters of the linkage process and re-running these steps. This could include the modification of matching weights, editing the blocking parameters, or utilising additional cleaning techniques.

At record-pair scores close to the threshold cut-off, the likelihood of an incorrect classification (either a false positive or a false negative) is highest. Instead of using a single threshold score to determine which records are correct, some organisations use both a lower and upper thresholds score – those record-pairs that score in between these thresholds are manually reviewed [121]. This large-scale manual review process results in high linkage quality, but requires a significant amount of time and expense. Human manual review is slow, and for large datasets this method is infeasible. The exploration and establishment of additional techniques to reduce and remove the burden of large-scale manual review is an important area for development.
The creation of record-pairs and their amalgamation into a linkage map provides additional information unavailable during linkage that has potential utility for improving linkage quality. One source of additional information is in the structure of the pairwise-relationships formed through matching. These may convey additional information useful in identifying groups likely to contain false positive errors. If groups that are in error can be identified with high accuracy, corrective action can be more effectively targeted, thereby reducing the burden of clerical review.

An intuitive hypothesis is that groups of records which are more sparsely linked and held together may be more likely to contain false positive links, as compared with groups which are dense or fully saturated with pairs. The non-existent record-pairs in sparser groups likely had the opportunity to form a record-pair in linkage, but did not, potentially suggesting we should have a lower confidence in this group. Metrics from graph theory, the branch of mathematics which studies the structure of pairwise relations, could be used to identify these groups.

*Publication 12: Use of graph theory measures to identify errors in record linkage* [244] adopts several metrics from graph theory and applies these to linked groups of real world data. These metrics accurately identify groups containing errors, and present superior precision to traditional threshold setting methods. Results from this research provide the foundation for developing new methods for resolving these errors automatically.

**Conclusion**

Once the quality of the linkage is deemed satisfactory, the process is complete and the data is ready to be used by researchers.

Linkage processing is complex and is made up of a number of discrete parts. Each of these parts influences the overall linkage quality. The publications in this section have focused on particular record linkage processes, with an aim to either evaluate current practice with respect to its effect on linkage quality, or to develop new methods to improve overall linkage quality. This exploration of methods to improve linkage quality is by no means comprehensive or complete, but each development is significant in its own right. The methods presented here aim to reduce the burden of significant manual intervention. Improving linkage quality through these methods can both significantly decrease the cost of linkage
operations, allowing more researchers access to data, and increase the confidence in research outcomes derived from linked data.
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The effect of data cleaning on record linkage quality

Sean M Randall*, Anna M Ferrante, James H Boyd and James B Semmens

Abstract

Background: Within the field of record linkage, numerous data cleaning and standardisation techniques are employed to ensure the highest quality of links. While these facilities are common in record linkage software packages and are regularly deployed across record linkage units, little work has been published demonstrating the impact of data cleaning on linkage quality.

Methods: A range of cleaning techniques was applied to both a synthetically generated dataset and a large administrative dataset previously linked to a high standard. The effect of these changes on linkage quality was investigated using pairwise F-measure to determine quality.

Results: Data cleaning made little difference to the overall linkage quality, with heavy cleaning leading to a decrease in quality. Further examination showed that decreases in linkage quality were due to cleaning techniques typically reducing the variability – although correct records were now more likely to match, incorrect records were also more likely to match, and these incorrect matches outweighed the correct matches, reducing quality overall.

Conclusions: Data cleaning techniques have minimal effect on linkage quality. Care should be taken during the data cleaning process.

Keywords: Data cleaning, Data quality, Medical record linkage

Background

Record linkage in context

Record linkage is the process of bringing together data relating to the same individual from within or between datasets. This process is non-trivial when unique person based identifiers do not exist, and linkage is instead performed using probabilistic or other techniques that compare personally identifying information such as name and address, which may include error or change over time.

While record linkage is frequently performed in a business or administrative context to remove duplicate entries from person based datasets, it has also been widely used to enable health researchers to gain event based longitudinal information for entire populations. In Australia, research carried out using linked health data has led to numerous health policy changes [1,2], and the success of previous linkage efforts has led to the development of national linkage infrastructure [3].

Record linkage methodology

Approaches used in record linkage fall across a spectrum between deterministic and probabilistic methods. Deterministic linkage methods range from simple joins of datasets by a consistent entity identifier to sophisticated stepwise algorithmic linkage which includes additional information to allow variation between records that match i.e. it does not rely on an exact match of the entity identifier. Probabilistic methods, on the other hand, use various fields between data sets to calculate the odds that two records belong together [4]. These odds are represented as probability weights or scores which are calculated (summed) for each pair of records as they are compared. If the total score for a record pair is greater than a set matching threshold, then they are deemed to be a match – the records belong to the same person. The probabilistic approach allows for inconsistencies...
between records with missing matches i.e. it has the capacity to link records with errors in the linking fields.

Several studies have demonstrated that probabilistic linkage techniques are more robust against errors, and result in better linkage quality than deterministic methods [5-7]. Probabilistic methods are also more adaptable when large amounts of data require linkage [8].

Data cleaning in record linkage
Irrespective of which linkage approach is being used, the linkage process is usually preceded by a data cleaning phase. Data cleaning (sometimes called standardisation or data cleansing) involves correcting, removing or in some way changing fields based on their values. These new values are assumed to improve data quality and thus be more useful in the linkage process.

There is evidence that improvements in the quality of the underlying data lead to improvements in the quality of the linkage process. For example, early studies of probabilistic linkage in health research demonstrated that greater amounts of personal identifying data greatly improved the accuracy of linkage results [9,10]. Studies have also shown that data items with more discriminating power lead to better linkage results [11,12].

In the absence of strongly identifying personal information, data cleaning has been recognised as one of the key ways to improve the quality of linkage [13]. The record linkage literature identifies data cleaning as one of the key steps in the linkage process [14-17], which can take up to 75% of the effort of record linkage itself [18].

Data cleaning techniques
A variety of data cleaning techniques are used in record linkage [18-20]. Some data cleaning techniques seek to increase the number of variables by splitting apart free text fields. Others seek to simply transform variables into a specific representation, without actually changing the information. Further techniques aim to change the information in the fields, either by removing invalid values, changing values, or imputing blank values. Based on a review of five institutions conducting linkage in Australia and eight linkage software packages [19], the following data cleaning techniques were identified.

Reformatting values
Data values can be simply changed to a new format without actually creating or removing information. This ensures that all data is in a common standard for comparison during linkage. For example, two datasets which store dates in a different format (such as ‘11/08/86’ and ‘11th August 1986’), would need to be changed to a common format for comparison. No data is changed by this transformation, only the representation of the data. This technique is essential for ensuring matching fields can be compared [18].

Removing punctuation
Unusual characters and punctuation are typically removed from alphabetic variables. Names with spaces, hyphens or apostrophes may be more likely to be misrepresented, and removing these values can remove any differences between these values.

Removing alternative missing values and uninformative values
Datasets can often contain specially coded input values when no information is available – for instance ‘9999’ for a missing postcode. Other datasets may contain information that is not useful to the linkage process - hospital admission records may contain ‘Baby of Rachael’ in a forename field, or ‘NO FIXED ADDRESS’ in an address field. These are commonly removed [18]. In traditional probabilistic linkage, two variables that agree on a value (for instance, both are marked ‘UNKNOWN ADDRESS’) will receive a positive score, which in this case, may be inappropriate. A comparison involving a missing or blank value will typically not result in any positive or negative score.

Phonetic encoding
By creating an encoding of the phonetic information encapsulated in an alphabetic variable (such as a surname) names that are recorded as different spellings but sound the same will be brought together. Phonetic encoding is a common technique in record linkage. Common encoding algorithms used in record linkage include Soundex [21], NYSIIS [22] and Metaphone [23]. NYSIIS has been used for record linkage in Canada [13], while in the Oxford Record Linkage Study the Soundex value of the NYSIIS code is used in their linkage [18].

Name and address standardisation
Name standardisation or name parsing is the process of breaking down a person’s full name into its individual components. For instance, a name field with the entry ‘Dr John Harry Williams’ could be broken down into title, first name, middle name and last name, and these components could be individually compared.

Similarly, an address can be broken down into its constituents such as street number, street name and street type. By creating multiple variables in this way, small differences between records such as a different order may have less effect in bringing these records together. Typically the process of breaking the address into separate components has been carried out using a set of rules [24], but the application of statistical methods has also proved useful [25].
Nickname lookups
A nickname file, containing common nicknames and diminutive names for given names can be used to translate forenames to a common value. Using a nickname look-up, a person recorded as Bill on one dataset and William on another could be given the same first name, potentially bringing these records together [18].

Sex imputation
A record with a missing sex value can have this value imputed based on their first name. This requires a look-up table which equates common first names with sex.

Variable and field consistency
Records containing variables which are inconsistent can be edited to remove this inconsistency [20]. For instance, a record with suburb of Sydney and postcode of 6000 is inconsistent, as this is the incorrect postcode for this suburb. It is not often clear which variable to change in order to resolve this inconsistency.

Prevalence of data cleaning
These techniques encapsulate those found in linkage software packages or in use by dedicated linkage units in Australia during our environmental scan. All techniques listed here were either in use or under consideration by at least one institution conducting linkage in Australia, and all institutions asked used at least one of these techniques to clean their data.

A review of the data cleaning features found in linkage software packages can be found in Table 1. These linkage packages vary from enterprise level commercial packages (IBM’s QualityStage [26]), smaller commercial packages (Linkage Wiz [27] and the now freely available Choicemaker [28]), free university developed software (Febrl [29], FRIL [30], The Link King [31]) and government developed software obtained for evaluation (LINKS [32], BigMatch [33]). Linkage engines are probabilistic (BigMatch, FRIL, Linkage Wiz, FEBRL) a combination of both rules based and probabilistic (LINKS, Link King) or using modern machine learning techniques (ChoiceMaker, FEBRL). Nearly all packages implement data cleaning as a set of functionality which the operator can choose to apply on specified variables in a dataset. In some packages (for instance, The Link King) data cleaning is performed as an automated part of linkage itself, with the operator having little manual control over the steps taken.

Data cleaning functionality in linkage software packages ranges from non-existent (BigMatch, LINKS) to comprehensive (Febrl. QualityStage, Linkage Wiz). Techniques available for reformatting variables typically include trimming, splitting and merging fields, classifying values, and reformattting dates.

Packages which remove specific values typically use a default invalid value list, which can then be added to by the user (for example Febrl, Link King, QualityStage, Linkage Wiz). Phonetic encoding algorithms available typically include Soundex at a minimum, with NYSIIS also common. Additional available techniques include ‘backwards NYSIIS,’ metaphone and double metaphone. The lack of data cleaning functionality in some packages tended to be the result of a design decision to split this functionality into a separate software package rather than a value judgement about its usefulness.

Advantages of data cleaning
In a record linkage context, the aim of data cleaning is to improve linkage quality [18,34] – that is, reduce the number of false positives (two records incorrectly identified as belonging to the same person) and false negatives (two records incorrectly identified as not belonging to the same person). Without data cleaning, many true matches would not be found, as the associated attributes would not be sufficiently similar [35].

Despite its widespread availability in linkage software packages, its use by numerous linkage groups, and its recognition as a key step in the record linkage process, the record linkage literature has not extensively explored data cleaning in its own right. Particular methods of cleaning data variables have been evaluated previously. Churches et al. [25] compared rule based methods of name and address standardisation to methods based on probabilistic models, finding more accurate address

| Table 1 Availability of data cleaning functionality across a sample of linkage packages |
|---------------------------------|----------------|-------------|-------------|-------------|-------------|-------------|-------------|----------------|
| Reformat values                 | Linkage Wiz   | Febrl       | BigMatch    | Link King   | FRIL        | LINKS       | ChoiceMaker  | QualityStage  |
| Remove punctuation             | Yes           | Yes         | No          | Yes         | Yes         | No          | Yes          | Yes           |
| Remove alt. missing values     | Yes           | Yes         | No          | Yes         | Yes         | No          | Yes          | Yes           |
| Phonetic encoding              | Yes           | Yes         | No          | Yes         | Yes         | No          | Yes          | Yes           |
| Name/Address Standardisation   | Yes           | Yes         | No          | No          | No          | Yes         | Yes          | Yes           |
| Nickname lookup                | Yes           | Yes         | No          | Yes         | No          | No          | No           | Yes           |
| Sex imputation                 | Yes           | Yes         | No          | Yes         | Yes         | No          | No           | Yes           |
information when cleaned using probabilistic models. Wilson [36] compared phonetic algorithms and hand curated mappings on a genealogical database, finding the hand-curated mappings more appropriate for name matching. To our knowledge there has been no systematic investigation of the extent to which data cleaning improves linkage quality, or which techniques are most effective.

**Objectives**

Implicit in the data cleaning process is the assumption that data cleaning will improve linkage quality. However there is limited literature that has quantified the extent of improvement arising from data cleaning. Moreover, little is known about the relative effectiveness of various techniques. The current study attempts to answer these questions through a systematic investigation of the effect of data cleaning on linkage quality using two datasets – a ‘synthetic’ dataset and a large-scale ‘real world’ administrative dataset.

Since real world datasets for which the ‘answers’ are known are both difficult to source and virtually impossible to share, we opted to generate and use a synthetic dataset. The synthetic data files contain artificially created records that have characteristics that closely resemble the attributes of real world datasets. Such datasets are typically use in benchmarking or systems testing.

**Methods**

This study aimed to investigate both the overall combined effect of data cleaning, as well as the individual effects of specific data cleaning techniques. Firstly to investigate the overall quality, a highly cleaned, a minimally cleaned, and an uncleaned version of each of the two datasets was produced. These were each internally linked, with the resulting linkage quality measured. To investigate the effect of specific data cleaning techniques, the relative improvement of each transformation on the above datasets was measured and averaged Figure 1.

**Datasets**

The synthetically generated data set consisted of 400,000 records, containing multiple records belonging to the same person. The synthetic data was generated using an amended version of the FEBRL data generator [37]. As a first step, the generator creates a user specified number of original records. These are created randomly, based on frequency lookup tables. Duplicate records are created in a second step, based on the original records. Duplicate records are created by randomly selecting an original record, then randomly choosing the number of duplicates to be created from it, and then randomly introducing errors according to user-specified parameters. An additional probability distribution specifies how likely data items or attributes are selected for introducing errors (it is possible for data items to have no errors at all).

The synthetic data file was based on frequency distributions obtained from the Western Australian electoral roll. As voting is compulsory in Australia, the electoral rolls are highly representative of the population. To avoid the potential of identifying individuals from the electoral data, the frequency list was truncated so that frequency counts below five were excluded.

Each record in the dataset comprised the following data items: surname, first name, sex, date of birth and postcode. Records in each dataset were generated with errors typically found in administrative data. Ascertaining representative rates of different types of errors such as duplications, omissions, phonetic alterations and lexical errors involved abstracting errors manually from a number of real world datasets and extrapolating these to the artificial data. Real world errors were applied to the synthetic data using user-specified parameters which are

---

**Figure 1 Road map for measuring overall linkage quality.**
part of the Febrl data generator. Errors in the final dataset included the use of equivalent names, phonetic spellings, hyphenated names, first and last name reversals, change of surname, partial matches, typographical errors, incomplete or inaccurate addresses (postcode only) and change of address (postcode only). As Table 2 demonstrates, the synthetic datasets were highly representative of the source population.

This dataset had previously been used for an evaluation of linkage software [38]. An advantage to the use of synthetic datasets is that they are transportable, and so allow easier validation, and the ‘answers’ as to which records belong to the same person are available, unlike in real administrative data. This dataset is freely available (see Additional file 1).

Ten years of ‘real world’ hospital admissions data was sourced from one Australian state. This consisted of almost 7 million records. This dataset comprised the following fields: first name, middle name, surname, date of birth, sex, address, suburb, postcode and state. This data had previously been linked to a very high standard using probabilistic linkage along with a rigorous manual review of created links, and a quality assurance program to analyse and manually review likely errors. Based on quality assurance procedures, the estimated error rate of this linkage is 0.3% [39]. Furthermore, these links have been validated through this datasets use in a large number of research projects and published research articles [1]. The links created during this original linkage allowed us to evaluate our linkage quality in comparison.

Both synthetic data and real administrative data have advantages and disadvantages comparison data sets. Synthetic data may not manage to capture all the complexity of errors that real administrative data can. Using real administrative data requires relying on the results of previous linkages as a standard by which to compare which may not be entirely accurate, whereas synthetic data gives a known, accurate standard. By using both of these datasets in our analysis, we hope to avoid both of these issues, and gain the best of both worlds.

Cleaning techniques

For each dataset, two sets of cleaned variables were computed – a minimally cleaned set and a heavily cleaned set. Information on the specific techniques used in each dataset can be found in Table 3. The generation of some variables required the creation of additional lookup tables: a nickname table, and a sex imputation table.

A nickname lookup table was developed based on similar nickname lookup tables found in linkage packages and as used by Australian linkage units. A sex imputation table was developed by examining the frequency of each given name in the data files and calculating the probability of the person being male or female. A record with a missing sex value was then given the most common gender value for this name.

Table 2 A comparison of the most common fields in the created synthetic data and the original data it was based on

<table>
<thead>
<tr>
<th>Surname (top 5)</th>
<th>Synthetic Per cent</th>
<th>Original Per cent</th>
<th>Male forename (top 5)</th>
<th>Synthetic Per cent</th>
<th>Original Per cent</th>
</tr>
</thead>
<tbody>
<tr>
<td>Missing value</td>
<td>1.98</td>
<td>Missing value</td>
<td>Missing value</td>
<td>1.99</td>
<td></td>
</tr>
<tr>
<td>Smith</td>
<td>0.92</td>
<td>0.94</td>
<td>John</td>
<td>3.44</td>
<td>3.47</td>
</tr>
<tr>
<td>Jones</td>
<td>0.55</td>
<td>0.55</td>
<td>David</td>
<td>3.09</td>
<td>3.09</td>
</tr>
<tr>
<td>Brown</td>
<td>0.46</td>
<td>0.46</td>
<td>Michael</td>
<td>2.95</td>
<td>2.95</td>
</tr>
<tr>
<td>Williams</td>
<td>0.46</td>
<td>0.46</td>
<td>Peter</td>
<td>2.87</td>
<td>2.88</td>
</tr>
<tr>
<td>Taylor</td>
<td>0.44</td>
<td>0.44</td>
<td>Robert</td>
<td>2.47</td>
<td>2.47</td>
</tr>
<tr>
<td>Female forename (top 5)</td>
<td>Synthetic Per cent</td>
<td>Original Per cent</td>
<td>Postcode (top 5)</td>
<td>Synthetic Per cent</td>
<td>Original Per cent</td>
</tr>
<tr>
<td>Missing value</td>
<td>1.99</td>
<td></td>
<td>Missing value</td>
<td>1.01</td>
<td></td>
</tr>
<tr>
<td>Margaret</td>
<td>1.57</td>
<td>1.56</td>
<td>6210</td>
<td>2.84</td>
<td>2.84</td>
</tr>
<tr>
<td>Susan</td>
<td>1.35</td>
<td>1.34</td>
<td>6163</td>
<td>2.33</td>
<td>2.34</td>
</tr>
<tr>
<td>Patricia</td>
<td>1.22</td>
<td>1.22</td>
<td>6027</td>
<td>2.06</td>
<td>2.05</td>
</tr>
<tr>
<td>Jennifer</td>
<td>1.19</td>
<td>1.20</td>
<td>6155</td>
<td>2.02</td>
<td>2.02</td>
</tr>
<tr>
<td>Elizabeth</td>
<td>1.05</td>
<td>1.05</td>
<td>6065</td>
<td>2.00</td>
<td>1.98</td>
</tr>
</tbody>
</table>
used for all alphabetic variables (names, address and suburb) with exact matches being carried out on all other variables. Day, month and year of birth were all compared separately. Correct agreement and disagreement weights for probabilistic linkage [41] were calculated for each variable and used in linkage. The threshold setting was adjusted multiple times with the linkage quality computed for each adjustment, with the highest result (i.e. the largest F-measure) reported. The threshold was adjusted in both directions in increments of 0.5, until it was clear all future adjustments would continue to worsen the F-measure. This linkage strategy was based on a previously published ‘default’ linkage strategy [38].

### Linkage methods
As probabilistic record linkage techniques provide robust matching results for data which contain inconsistencies or incomplete data, these have been used throughout the study to match both the synthetic and ‘real world’ data sets. Following the traditional probabilistic linkage approach, pairs of records were compared and classified as matches if the matching score is above the threshold.

To calculate the matching score reached by a pair of records, each field (for instance first name or postcode) has been compared. Scores for each individual field were computed using agreement and disagreement weights. The agreement weight expresses the

### Table 3 Specific data cleaning techniques used on each dataset

<table>
<thead>
<tr>
<th>Synthetic data</th>
<th>Fields available for linkage: forename, surname, date of birth, sex, postcode</th>
</tr>
</thead>
<tbody>
<tr>
<td>No cleaning</td>
<td>Minimal cleaning</td>
</tr>
<tr>
<td>Reformat values:</td>
<td>Reformat values:</td>
</tr>
<tr>
<td>Not required</td>
<td>Not required</td>
</tr>
<tr>
<td>Remove alt. missing values and uninformative values:</td>
<td>Invalid dates of birth removed</td>
</tr>
<tr>
<td></td>
<td>Invalid postal code values removed</td>
</tr>
<tr>
<td>Remove punctuation:</td>
<td>Both forename and surname fields had all punctuation and spaces removed</td>
</tr>
<tr>
<td>Nickname lookup:</td>
<td>Nicknames were changed to their more common variant</td>
</tr>
<tr>
<td>Sex Imputation</td>
<td>Records with missing sex had a value imputed based on their first name.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Hospital admissions data</th>
<th>Fields available for linkage: forename, middle name, surname, sex, date of birth, address, suburb, postcode, state</th>
</tr>
</thead>
<tbody>
<tr>
<td>No cleaning</td>
<td>Minimal cleaning</td>
</tr>
<tr>
<td>Date of birth reformatted.</td>
<td>Date of birth reformatted.</td>
</tr>
<tr>
<td>Remove alt. missing values and uninformative values:</td>
<td>Invalid dates of birth were removed</td>
</tr>
<tr>
<td></td>
<td>Invalid postal code values were removed (‘9999’ etc.)</td>
</tr>
<tr>
<td></td>
<td>Uninformative address and suburb values removed (‘NO FIXED ADDRESS’, ‘UNKNOWN’ etc.)</td>
</tr>
<tr>
<td></td>
<td>Birth information encoded in first name removed (‘TWIN ONE OF MARTHA’ etc.)</td>
</tr>
<tr>
<td>Remove punctuation:</td>
<td>Forename, middle name surname and suburb fields had all punctuation and spaces removed</td>
</tr>
<tr>
<td>Nickname lookup:</td>
<td>Nicknames were changed to their more common variant</td>
</tr>
</tbody>
</table>
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likelihood that records which belong to the same person have the same value for this field. The disagreement weight expresses the likelihood that records which do not belong to the same person have the same value on this field. The sum of these individual field scores has been computed and compared to the matching threshold to determine matches or non-matches [15].

Linkage engine
BigMatch, developed by the US Bureau of Census [42] was used as the linkage engine for the analysis. BigMatch was chosen as it is fast, can handle large volumes, has a transparent linkage process based on probabilistic methods, and importantly, does not contain any automatic inbuilt data cleaning. The software had previously been evaluated and found to perform well against other linkage software packages [38].

Measuring linkage quality
There are two types of errors that can be made in record linkage. Firstly there are incorrect matches, whereby two records are designated as belonging to the same person when they should not be (a false positive). Secondly there are missed matches, whereby two records are not designated as belonging to the same person when they should be (a false negative). These two types of errors can be measured as precision (the proportion of matches found that were correct) and recall (the proportion of correct matches that were found). A linkage with a high precision will have few false positives; similarly a linkage with high recall will have few false negatives. The F-measure of a linkage is the harmonic mean between precision and recall. This gives us a single equation with which we can compare linkage quality. These measures have been recommended as suitable for record linkage [43], and have been used previously in record linkage studies [38]. The calculations for these measures can be seen below.

\[
\text{Precision} = \frac{\text{Total number of correct pairs found}}{\text{Total number of pairs found}}
\]

\[
\text{Recall} = \frac{\text{Total number of correct pairs found}}{\text{Total number of correct pairs}}
\]

\[
\text{f-measure} = \frac{2 \times \text{Precision} \times \text{Recall}}{\text{Precision} + \text{Recall}}
\]

Measuring the quality of a single variable
A similar approach to the one described above can be used when measuring the quality of a single variable. A variable which nearly always has the same value for all records belonging to the same person, but nearly always has a different value than all records belonging to other people, would be much more useful in the linkage process than one which seldom had these properties. Put in another way, a variable with a high precision (here measured as the proportion of times that two variables which have the same value belong to the same person) and a high recall (the proportion of times two records matching each other had the same value of the variable in question) will be more useful than one with lower precision and recall.

As some data cleaning techniques may increase precision and lower recall, we can determine which technique will have the overall best effect on predictive accuracy by using the F-measure of these two values. Furthermore we can measure the relative improvement of a data cleaning technique by comparing its individual F-measure before and after data cleaning.

Results
The overall linkage quality results can be seen in Table 4. This represents the highest possible F-measure in each cleaning condition after testing multiple thresholds. The differences found when manipulating the level of data cleaning were very small. For both synthetic and hospital admissions data, a high level of data cleaning resulted in a decrease in linkage quality. Minimal cleaning resulted in a slight decrease in linkage quality for synthetic data, while remaining the same for hospital admissions data.

Data cleaning techniques were further investigated to determine their individual effect in improving or decreasing linkage quality. Each variable had its predictive ability determined by calculating its own precision, recall and F-measure, where two values were said to match if they were exactly the same. The percentage difference in predictive ability between the cleaned variables and the

<table>
<thead>
<tr>
<th>Table 4 Overall linkage quality results</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Synthetic data</strong></td>
</tr>
<tr>
<td>No cleaning</td>
</tr>
<tr>
<td>Minimal cleaning</td>
</tr>
<tr>
<td>High cleaning</td>
</tr>
<tr>
<td><strong>Hospital admissions data</strong></td>
</tr>
<tr>
<td>No cleaning</td>
</tr>
<tr>
<td>Minimal cleaning</td>
</tr>
<tr>
<td>High cleaning</td>
</tr>
</tbody>
</table>
original variables was then computed, with the average percentage change for each cleaning technique shown in Table 5. As there were no missing values for sex in the hospital admissions data, this technique was not used.

While removing missing values and uninformative values seemed to increased predictive ability, all other techniques displayed mixed or worse results. Using name variables that had nicknames and diminutive names replaced with their original names resulted in a large 30% decrease in that variable’s predictive value.

A sample of the precision and recall of the variables used is shown in Table 5. For individual transformations, the amount of correct matches found typically increases with data cleaning (increased recall), while the number of incorrect matches also increases, resulting in lower precision. In general, the decrease in precision more than offsets the increase in recall, resulting in a decreased overall result. For instance, while the Soundex of surname (Table 6) resulted in an increase in the amount of correct matches found compared to the original surname field (from 98.8% to 99.4%, an increase of 0.6%), the percentage of matches found that were correct dropped 65% from 2.53% to 0.88%. This pattern is seen for most other transformations, and appears to be the reason for the decrease in linkage quality.

Discussion

Overall, it was found that the effect of data cleaning on linkage quality was very small. If there was any effect at all, it appeared to decrease linkage quality. While some techniques led to small improvements, many others led to a large decrease in quality.

These results were not as expected. Data cleaning is assumed to improve data quality and thus to increase linkage quality. Examining the effect individual transformations had on a single variable’s predictive ability allows us to explain why this occurred. While the number of correct matches that were brought together increased with data cleaning, the number of incorrect matches also increased, in most cases dramatically. By removing the variability between records we are reducing our ability to distinguish one record from another.

Data cleaning techniques typically reduce the variability between values of the field in question. By removing nicknames, a smaller variety of names will be found in the dataset. By removing differences created by punctuation, this variability will be removed. As anticipated [7] this leads to a greater number of correct matches found; however this also leads to the identification of more incorrect matches.

Strengths and limitations

Given the acceptance of data cleaning as an integral part of the linkage process, it was assumed that data cleaning would improve quality in general. The results obtained appear to contradict the conventional wisdom that data cleaning is a worthwhile procedure due to its ability to improve linkage quality.

Through the use of multiple representative datasets and the analysis of both linkage quality and individual transformations, these results seem robust. Measuring the effect of data cleaning in linkage is complex, as there are a multitude of parameters which can be altered that could affect the outcome of linkage quality. A potential

Table 5 Improvement in predictive ability of data cleaning techniques

<table>
<thead>
<tr>
<th></th>
<th>Hospital admissions data</th>
<th>Synthetic data</th>
</tr>
</thead>
<tbody>
<tr>
<td>Remove punctuation</td>
<td>−0.08%</td>
<td>+0.08%</td>
</tr>
<tr>
<td>Remove alt. missing values</td>
<td>+0.5%</td>
<td>0%</td>
</tr>
<tr>
<td>Nickname lookup</td>
<td>−28%</td>
<td>−33%</td>
</tr>
<tr>
<td>Sex Imputation</td>
<td>NA</td>
<td>−5%</td>
</tr>
</tbody>
</table>

* Negative sign (−) refers to decrease in predictive ability, positive sign (+) refers to increase in predictive ability compared to baseline.

Table 6 Examples of single variable changes in predictive ability for individual cleaning techniques in hospital admission data

<table>
<thead>
<tr>
<th></th>
<th>Precision</th>
<th>Recall</th>
<th>F-measure</th>
</tr>
</thead>
<tbody>
<tr>
<td>Given name original</td>
<td>0.006575</td>
<td>0.946085</td>
<td>0.013059</td>
</tr>
<tr>
<td>Given name with removed punctuation</td>
<td>0.006573</td>
<td>0.947188</td>
<td>0.013059</td>
</tr>
<tr>
<td>Given name with nicknames removed</td>
<td>0.004357</td>
<td>0.953738</td>
<td>0.008675</td>
</tr>
<tr>
<td>Surname original</td>
<td>0.025265</td>
<td>0.98824</td>
<td>0.049271</td>
</tr>
<tr>
<td>Soundex of surname</td>
<td>0.008845</td>
<td>0.994926</td>
<td>0.017533</td>
</tr>
<tr>
<td>Address original</td>
<td>0.687066</td>
<td>0.669649</td>
<td>0.678246</td>
</tr>
<tr>
<td>Address with alternate missing values and uninformative values removed</td>
<td>0.687398</td>
<td>0.709426</td>
<td>0.698238</td>
</tr>
</tbody>
</table>

* Down arrow symbol (↓) refers to decreased percentage change, up arrow (↑) refers to increased percentage change.
concern is that some untested threshold value or other linkage parameter changes could drastically change these results. However, when analysed on their own, individual variables showed decreased predictive ability. If we accept that record linkage variables are independent (something which is an assumption of probabilistic record linkage) then it seems unlikely that any changes to linkage parameters will lead to linkage quality greater than that found in uncleaned data. On the other hand, the independence of variables used in linkage is often questionable, in which case the lower predictive ability of the individual variables is at the very least supportive of our conclusion. The linkage strategy adopted here made heavy use of string similarity metrics. String similarity metrics may reduce the need for data cleaning, as they allow finer grained measures of similarity compared to exact matching, where variables with very slight differences will be treated as non-matches. A linkage strategy using exact matching only will have more need for data cleaning to bring correct records together, and this linkage strategy was not tested. However, the analysis of predictive ability of individual variables and their cleaned versions was carried out with exact matching only, which showed a decrease in predictive ability. This suggests data cleaning would not affect results any differently for those using an exact matching linkage strategy. The linkages conducted simply replaced the original variables with the cleaned variables. An alternative method may be to use both the original and cleaned versions as variables in linkage. While this method violates the assumptions of independence underlying probabilistic record linkage [41], linkage variables are almost never independent, and such techniques have been implemented in some linkage packages. Further work would be required to determine the effect of using cleaned variables in conjunction with original uncleaned variables. The f-measure was used as the sole measure of linkage quality. An underlying assumption of using this measure is that a single false positive is as equivalently undesirable as a single false negative. While this seems a sensible starting point, it should be noted that in numerous practical applications of record linkage this is not the case. For instance, if linking registry information to inform patients of their condition, it is much more important to reduce false negatives than false positives. Further analysis using additional metrics may be required to ensure these results hold using other linkage quality metrics. The key reason why cleaning failed to improve quality was the reduced variability of each field. Other data cleaning techniques not investigated here such as address standardisation increase the number of variables available for comparison and these techniques may improve quality.

Avenues for further research
From this work it is clear that data cleaning does not always lead to increased linkage quality. Without further testing on a wide variety of datasets, it is hard to draw any further conclusions about the use of data cleaning in record linkage. Repeating this research on a wide variety of datasets is important. Further research into the use of cleaned as well as uncleaned variables together in the same linkage, into the use of further cleaning technique such as name and address standardisation is required. This research suggests that there are some situations where data cleaning transformations are helpful and others where they are not – determining a way of identifying when a transformation is likely to be helpful would be an important and useful finding.

Conclusion
Data cleaning encompasses a variety of techniques which will be appropriate in specific circumstances. Care should be taken when using these techniques.

Additional file

Additional file 1: Contains the synthetic data used in this paper. This file is in comma separated, delimited format and is viewable in Microsoft Excel or any text editor. The features of this dataset are described more fully in the manuscript.
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Grouping methods for ongoing record linkage

ABSTRACT
The grouping of record-pairs to determine which records belong to the same individual is an important part of the record linkage process. While a merge grouping approach is commonly used, other methods may be more appropriate when linking to a repository of previously linked data.

In this paper, we applied a number of grouping strategies to three large scale hospital datasets (comprising around 27 million records), each with a known truth set. These datasets were linked against a created ‘repository’ whose quality was varied.

Experimental results show that alternate grouping methods can yield very large benefits in linkage quality, especially when the quality of the underlying repository is high. Best link methods can remove between 25-90% of matching errors, depending on the characteristics of the underlying datasets.

Categories and Subject Descriptors
H.3.3 [Information Storage and Retrieval]: Information Search and Retrieval

General Terms
Algorithms, Experimentation

Keywords
Record linkage, grouping

1. INTRODUCTION
Widely utilised in health research, record linkage involves identifying records which belong to the same individual within and across administrative datasets. By linking together records from hospital and emergency collections, primary care facilities, and birth, death and disease registries, researchers can construct a chronological sequence of events for a particular individual. The linkage process provides researchers with an enriched, cost effective, longitudinal research dataset for the study of entire populations.

In the absence of a unique identifier, linkage involves matching records using personal identifiers (e.g. name, address, and date of birth). As this information changes, and/or can be in error, statistical techniques are used to ensure links of the highest quality [4]. Ensuring high quality is critical in record linkage, as research outcomes can be affected. Current methods used to maintain linkage quality [15, 3] are heavily manual which is both costly and time-consuming. Identifying methods to improve quality that do not rely on manual review is of high interest [12].

Specialised linkage units often provide the infrastructure and expertise required to carry out record linkage. These units carry out linkage on an on-going basis, creating a list of all records and the person identifier to whom they belong. Incoming datasets are linked to the repository which is updated with this new information.

During the linkage process, incoming data is first cleaned to ensure consistency and reliability. The files are then matched using a defined linkage strategy, resulting in pairs of records designated as belonging to the same person. A grouping or clustering process then amalgamates these record-pairs into groups to identify the full set of records belonging to the same individual.

The traditional grouping process uses transitive closure to merge all identified record-pairs, with all connected records being assigned to the same individual. Transitive or indirect links are formed where records which did not form a pair relationship nonetheless are assigned to the same individual, for instance because they form record-pairs with a
third record.

The merge based grouping process treats the repository as simply another set of records. However there is reason to believe that existing groups of records within the repository should rarely be merged together by incoming records - these groups have already been validated and are unlikely to be in error.

2. OBJECTIVES

We hypothesise that the use of grouping methods which reduce or remove the opportunity for groups within a repository to be joined together should result in higher linkage quality than the traditional merge based method. One such method has been suggested previously [9]; however this method (best link grouping) has never been evaluated against the traditional merge approach used in many operational linkage units across the world.

In this paper, we present an alternate best-link algorithm for grouping, and evaluate this algorithm against both the merge based and best link algorithms using real world datasets. We hypothesise that the appropriateness of these grouping techniques for on-going linkage will depend on the overall quality of the repository used. To test this, repositories of differing quality were used in the evaluation to allow us to determine the circumstances in which particular methods are appropriate.

3. METHODS

3.1 Grouping Methods

3.1.1 Merge Based Grouping

Merge grouping amalgamates all record pairs above the accepted threshold, with all connected records belonging to the same individual. Indirect or transitive links are formed where records which did not form a pair relationship nonetheless are marked as belonging to the same individual, for instance because they are both linked to a third record. If multiple groups in the repository are linked together in this way, these are merged. There is no limit to the length of indirect links accepted, although this can be used as a potential indicator of groups containing errors [12].

3.1.2 Best Link

In the approach presented by Kendrick [9], grouping is carried out in the order in which the records are matched. Each record from the incoming file is matched in turn against records in the repository. If the record from the incoming file matches to multiple records in the repository file, only the highest weighted match is accepted, and the record from the incoming file is added to this group. If the record does not link to any records in the repository, a new group is created, of which it is the sole member. The incoming record is then added to the repository, and subsequent records in the incoming file are able to match against this added record.

3.1.3 Weighted Best Link

Our modified grouping strategy which we will refer to as weighted best link, involves a linkage of records from the incoming file to the repository (along with a de-duplication of the incoming file) where all record pairs are created and evaluated. Once the linkage is completed, accepted record pairs are amalgamated in weight order. The pairs are examined in order from highest to lowest; a record-pair is accepted as valid provided it does not result in multiple groups from the repository merging together.

Both best link methods assume that record-pairs have some ordinal attribute which identifies how likely they are to belong to the same individual. In probabilistic linkage, this is the weight attached to each record-pair [11]. For deterministic linkage (another common method of record linkage), these grouping strategies can be used by ordering rules by strictness.

Both best-link algorithms are similar, and in many situations return the same results. An example of their difference is shown in Figure 1. Using the best link approach, the first record A is matched to record Z and joins this group. The second record B matches to both A and Y. Of these, A is the highest weighted, so record B will join the same group as A and Z. In the weighted best link method, the first accepted pair is that joining the incoming records A and B. The next pair joins B and Y; A, B and Y are now linked together. The final pair linking A to Z is ignored, as this would bring together two groups from the repository.

The advantage of the modified weighted best link methods is that it will consistently produce the same results irrespective of the order of records being processed. The best link method described by Kendrick [9] will produce different grouping results if the linkage of the incoming records is executed in a different order.

3.2 Evaluation Datasets

Three large hospital admissions datasets were used in this evaluation, for which we had pre-existing and accurate information about which records belonged to the same person.
This information acted as the ‘truth set’ for each dataset and was used to compute differences in the performance of the three grouping algorithms. Ten years of Western Australian (WA) Hospital Admissions data, along with ten years of New South Wales (NSW) Admitted Patient Data and eight years of South Australian (SA) Hospital Admissions data were used in the evaluation. These datasets contained the typical data quality errors found in administrative data, including misspellings, name variations, missing data, changes in personal identifiers and incorrect values. Each dataset had been previously de-duplicated (by the WA Data Linkage Branch [8], the Centre for Health Record Linkage [10], and SA-NT DataLink respectively) utilising a variety of methods including exact matching, probabilistic linkage and intensive clerical review. All the linkage units employ rigorous manual reviews of created links, and a quality assurance program to analyse and review likely errors [3, 15]. These links are further validated through use in a large number of research projects and published research articles [2]. Both WA and NSW have been operational for many years while in comparison SA data has only recently been linked, and has therefore been subject to less review by both clerical assessors and researchers. The data was made available as part of the Population Health Research Network Proof of Concept project [1]. A summary of the datasets is provided in Table 1.

### 3.3 Matching Strategy

A single matching strategy was used for all linkages in the study. This strategy utilised a probabilistic approach and was based on a previously published ‘default’ linkage strategy [7]. Two sets of blocks were used: Soundex of surname with first initial, and full date of birth. All variables were used in comparisons; string similarity measures were used for alphabetic variables (name, address and suburb) with exact matches used for all other variables. Agreement and disagreement weights were estimated.

### 3.4 Measuring Linkage Quality

Linkage quality was evaluated using saturated pairwise precision, recall and F-measure. Precision refers to the proportion of found links that were correct, and thus provides a measure of false positives. Recall is the proportion of all correct links found, and thus measures false negatives. The F-measure is the harmonic mean between precision and recall, giving a single figure from which we can compare results. These measures have been recommended for use in record linkage [5].

### 3.5 Repository Creation

To simulate linkage of an incoming file to a central repository, it was necessary to create repositories (datasets with coverage of close to the whole population). A repository for each of the original data sources was created by first randomly selecting one record per person from the hospital admissions file. This repository was ‘complete’ in the sense that it had coverage of the whole population being linked, and did not contain records for the same individual in more than one group.

Additional repositories of degraded quality were created by both removing records from the ‘complete’ repository, and by adding additional records belonging to a person already in the repository, as a separate person. Additional ‘duplicate’ records were specifically chosen so that differences existed in the personal identifiers between the records in the repository belonging to the same person.

Four repositories in total were created from each original dataset, differing in the number of errors they contained. These included a ‘complete’ repository, a repository with 1% of records missing and 1% of groups duplicated, a repository with 2.5% records missing and 2.5% groups duplicated, and a repository with 5% records missing and 5% of groups duplicated.

### 3.6 Evaluation Strategy

The linkage of the three datasets to their corresponding repositories was conducted separately; there was no linkage between hospital datasets.

‘Incoming files’ for linkage were constructed by breaking the hospital admissions records into batches containing admission records for a three month period. The batches were then linked to the repository in temporal order, to simulate on-going linkage. Records that were used to create repositories did not form part of the incoming files.

Each linkage of a batch of incoming records to the corresponding repository was grouped using three different methods - the traditional merge based method, best link and the new weighted best link approach.

Linkages were conducted using four different repositories, with three different grouping strategies, on the three state-based datasets, for a total of 36 linkage runs. The quality of each run was measured using the metrics described above.

### 4. RESULTS

The optimal F-measures of the overall linkage (after all batches were added) for each linkage run are shown in Figure 2. The figure displays the maximum F-measure achieved across a range of possible threshold settings.
As can be seen, the effectiveness of merge-based grouping as compared with best link methods depended heavily on both the dataset used and the quality of the repository. For all datasets, the best link methods were superior when using a repository with an error rate of 2.5% or less. For an error rate of 5%, the most effective grouping strategy varied with the dataset.

Merge based grouping was not affected by repository quality, whereas the linkage quality of the best link methods decreased as the quality of the repository was degraded. This is unsurprising, as merge based grouping accepts all records pairs above a certain threshold, without regard for the constitution of the repository, whereas best link methods will specifically reject certain record-pairs above the threshold based on records found in the repository.

Little difference was observed in the maximum F-measure between the two best link methods. This was a consistent finding across all datasets and all levels of repository quality.

Figure 3 shows the overall F-measure for each threshold value, for all grouping methods and for all repositories; displayed threshold are those found through probabilistic record linkage using the method of Fellegi-Sunter [6]. For higher valued thresholds, there was no difference between the merge based strategy and either of the best link strategies; however, for lower chosen thresholds the F-measures diverged, with merge based grouping scores rapidly decreasing, while best link scores improved.

As the threshold decreases, the number of false-positive pairs increase. The merge grouping method includes these false-positive pairs, resulting in lower linkage quality. Best link methods only accept these false-positives pairs if the incoming record has not already linked to a record in the repository. As this is nearly always the case, the vast majority of these false-positives are ignored, and so linkage quality remains relatively unchanged. For higher thresholds where there are fewer false-positives, there are smaller differences between these approaches.

A final notable difference is the much greater threshold range over which the F-measure for best link grouping is at a maximum.

5. DISCUSSION
The results of this study show that when optimising for linkage quality, the most appropriate grouping strategy depends on the underlying quality of the repository. If the repository is not representative of the study population or of poor quality with little confidence in the established groups, the merge based method can be considered as a possible grouping strategy. However, for better quality repositories, best link methods result in much higher linkage quality. It would be expected that most data repositories, or well-maintained
datasets with high population coverage, would contain only a small level of error, making best link the most appropriate grouping strategy to adopt. As the results indicate, best link methods have the added advantage of being insensitive to threshold changes. This increased tolerance reduces the likelihood of threshold estimation errors and suggests that these grouping methods could be useful in situations where determining thresholds is difficult, such as in privacy preserving linkage [13].

Our results were also highly dataset dependent, with best link methods proving superior on NSW data for all repositories. This is likely to be a reflection of the lower data quality (the NSW data has much higher rates of missing values; see Table 1).

Results showed little difference between the two best link methods. Factors other than linkage quality may be more appropriate in determining which of these methods should be used in ongoing linkage. The weighted best link method has the advantage that results are repeatable and not dependent on the order of incoming records. This means that it is possible to retrace and understand the sequence of links that were created over time without knowing the order in which records arrived. The weighted method also has the advantage that grouping decisions are made independently of matching decisions. This de-coupling of processes may be important in the design and development of linkage systems.

Given the dataset-specific nature of the results from this study, additional testing against other datasets may be required to gain a full understanding of the relationship between linkage quality, grouping strategy and population repository quality.

Our results show that the choice of grouping strategy can make a large difference to linkage quality. Within this evaluation, best link methods were able to remove between 25% (SA) to 90% (NSW) of matching errors using a high quality repository. This is an extremely large improvement in linkage accuracy, yielding far larger gains than other techniques in the literature [14, 12].

6. CONCLUSION
The effect of grouping methods on linkage quality is an understudied area of research. By adopting an appropriate grouping strategy, vast improvements in linkage quality can be achieved. The weighted best link strategy presented here shows large improvements against the merge strategy currently in operation, while providing practical benefits over the previous best link method.

Current methods of improving quality present as processing bottlenecks. Methods which improve the overall quality of linked data without impacting on performance will ultimately lead to more accurate and reliable research outcomes and increased utilisation of this resource by researchers.

7. ACKNOWLEDGMENTS
This project is supported by the Australian Government National Collaborative Research Infrastructure Strategy’s Population Health Research Network.

8. REFERENCES


Publication 12


**Contribution:**

SR developed the research design and evaluation methodology for the paper, developed and selected the graph theory measures used, reviewed the literature, performed all analyses, produced and interpreted results, wrote the first draft of the manuscript, and edited the manuscript into its final form with the comments and suggestions of the other authors.
This publication has been redacted for reasons of copyright.

The publication can be accessed directly from the journal.
Chapter 5

Methods for improving privacy protection

Research Output

Supporting Publications


Key Publications


5.1. Record linkage and privacy in Australia

The issue of privacy remains a key concern of record linkage practitioners. Fundamentally, this is because record linkage generally involves the use of personal information about an individual without their direct consent. There are several reasons why consent has been considered impractical to obtain. The exclusion of individuals who refused consent would likely systematically bias any research findings [245, 246], limiting their usefulness. Many patients would likely be deceased or not contactable at the time of seeking consent [245]. The prohibitive economic cost of contacting hundreds of thousands of individuals would no doubt severely reduce the number of studies utilising linked data.

Advocates for privacy take another view. They argue that privacy protections are required to ensure patients present for treatment and are honest with their clinicians, that privacy risks are heightened in our increasingly digital age, and that there is little community awareness (and thus no mandate) for the use of private information for public benefit [247].

Privacy and Australian law

Privacy in Australia is governed by several statutes, existing at both the federal and state levels. Health specific privacy legislation also exists at the state level [67]. The overarching federal legislation, the Privacy Act 1988, governs the collection, storage, use and disclosure of personal information, defined as information “about an identified individual, or an individual who is reasonably identifiable” (Sect 6) [248].

The Privacy Act 1988 provides a mechanism for release of data for health research without consent, where the balance of the public interest in the proposed research outweighs to a substantial degree the public interest in the protection of privacy, as determined by a human research ethics committee [249]. Similar criteria exist in state-based statutes [250].

In the absence of consent, anonymisation provides an alternate route for data release. Several decisions by the Commonwealth Privacy Commissioner and the Victorian Civil and Administrative Tribunal have asserted that anonymous health information does not meet the criteria of personal information for the purposes of privacy legislation [247]; as such, it does not have these statutory protections. The key question is as to when data can be said to be anonymised.
Case law suggests data can be considered anonymised based on whether personal identity can be reasonably ascertained from the information. This ‘must not involve taking more than moderate steps’ to determine identity [247 p. 75]. In this criteria, the perspective is taken from the person who will be accessing the data, rather than for instance, any member of the public (which would provide a more stringent criteria for anonymisation).

Along with anonymous and identifiable data, data can also be characterised as re-identifiable; that is, the data contains no directly identifiable information, but contains a code or key which allows the individual to be identified when connected to a specific second information source [251]. Case law suggests that re-identifiable data can be considered anonymous provided it meets the above criteria; that is, it involves more than moderate steps to determine identity [247].

In general, record linkage studies operate under the release mechanism for health research, whereby the research benefits outweigh the privacy risk. Under this mechanism, further improvements to privacy (such as the use of the ‘separation principle’, or the release of encrypted identifiers for linkage only, described below in Chapter 5.2) will lower the hurdle required for the research benefit to outweigh the privacy risk.

The anonymisation of data provides an alternate mechanism for data release. This may be especially useful for research which does not fall under the domain of health, for instance research into education or criminal justice. All data used in record linkage is re-identifiable, including data in a privacy preserved state; however the data can still be considered anonymised if re-identifiable [247]. It has been suggested that a simple method to ensure more than moderate steps are required to determine identity would be to create legal or career consequences (through signed agreements) for those who re-identify data – breaking the law, or putting a career in jeopardy would be considered taking more than moderate steps to undermine privacy [247].

**Privacy and culture**

Privacy laws exist to protect individuals; however it is not always clear how much concern there is regarding the use of private information for research without consent. It is clear that the public values research highly as evidenced by the
increasing proportion of donations towards medical research [252]; the question that arises is to what extent privacy is a concern.

Numerous surveys have attempted to gauge public attitudes on this issue. The results of these are often contradictory. A recent survey by the Office of the Australian Information Commissioner found a sizable proportion of Australians were unhappy with the transfer of health information for the treatment of their condition without direct consent [253]. Previous surveys from the Information Commissioner found the majority did not support the use of de-identified data for medical research [254, 255]. Similarly a study commissioned by the Australian Medical Association showed that over 80% of respondents believed consent should be required before de-identified information was released for health research [256]. However, research conducted by the National Health and Medical Research Council indicated majority support for approved researchers to link information from different databases; support was higher when using de-identified data [257]. Consumer groups have shown support for record linkage [258], and the record linkage community has engaged with consumers through their inclusion within record linkage governance frameworks [259]. It has been suggested that the framing of the question may play a large role in determining responses [247]. If this is true, it could be supposed that most members of the public have reflected little about the use of collected health data, and few have strong opinions.

Public attitudes toward the importance of privacy can seem contradictory when much of modern behaviour involves the releasing of personal information. Most Australians have a social media profile; the business model of social media is the selling of personal information about individuals [1]. Similarly, many have rewards cards, which trade personal information for occasional discounts [1]. Social norms regarding the sharing of information appear to be in a state of flux, and opinions regarding personal information may not have caught up with current behaviour.

It has been noted that a culture of risk aversion exists within government [260], which has likely resulted in reduced access to government datasets for research [1]. Government agencies often choose not to release information for fear that it could be re-identified, over taking steps to mitigate this risk [1]. Mistakes within the public sector can cause significant reputational damage for the government of the day. There can also be fears over loss of control once data is released [1].
Risk aversion regarding data release is likely common across governments: surveys conducted in Canada indicate health data custodians have a much higher concern for privacy than the general public [261].

Within government too, attitudes appear to be changing. Recently, the Australian government has taken steps towards increasing the availability of public and private sector data, commencing an inquiry into the availability and use of data [1]. The report (currently in draft form) suggests numerous reforms to increase data use, including a new *Data Sharing and Release Act*, a National Data Custodian, and a number of Accredited Release Authorities across government sectors [1]. This strong push towards data release, occurring at the top levels of government, presents an enormous opportunity for the future of linked research in Australia.

5.2. Methods for ensuring privacy

The advancement of methods to further protect privacy in record linkage remains an active area of research. Efforts to ensure privacy range from governance and IT provisions, to utilising specific data flows (such as the *separation principle*) and finally in the development of privacy preserving record linkage. These efforts are discussed in detail in *Publication 13: Application of Privacy-Preserving Techniques in Operational Record Linkage Centres* [222].

*The separation principle*

The ‘separation principle’ enhances privacy by ensuring that personally identifying information is held separately to clinical information [44]. It follows the observation that access to personal identifiers without the associated clinical information dramatically reduces the risk to privacy. In some instances this privacy risk can still be large (the existence of an individual in a data collection may itself reveal sensitive information – for instance a record of an individual in a mental health collection or a cancer registry). In the best case scenario, little more information is provided than is publicly available. Similarly, access to clinical information without personal identifiers does not allow easy identification of individuals.
Under the separation principle, only the data custodian has access to both personally identifying information, and clinical content data (see Figure 8). The personal identifiers are given to the linkage unit, to match against other records. The clinical information is handed to researchers as required for authorised research projects. The linkage map (the record identifier along with the newly created person identifier) is also passed to the researcher, either directly by the linkage unit, or indirectly through the data custodian. While these data flows increase the complexity of linkage, they also significantly reduce the risk to privacy. The separation principle is used throughout Australian linkage units [8, 44].

![Figure 8: The separation principle](image)

**Privacy preserving record linkage**

Privacy preserving record linkage involves carrying out record linkage on encrypted or encoded data; in this process, the linkage unit has no access to full personal identifiers, only some form of encoded information. As no personally identifying information is released by the data custodian (only encrypted
identifiers to one organisation, and clinical data to another), there is a much lower privacy risk involved. These techniques can also allow record linkage to take place where there are legal requirements against the release of unencrypted information.

Privacy preserving record linkage is a popular area of current research, with a vast array of new protocols appearing, each with different aims, approaches and applicable scenarios. Comprehensive reviews of these methods exist in the literature [13].

This thesis aims to develop and evaluate practical methods for privacy preserving record linkage. To develop a method which is practical, we first need some understanding of the requirements of such a protocol (these requirements are discussed at greater length in Publication 13: Application of Privacy-Preserving Techniques in Operational Record Linkage Centres [222]).

Privacy preserving protocols can be divided into those which utilise an independent third party (such as a linkage unit) and those that do not (so called two party protocols). While two party protocols are an important development, their usefulness in Australia for health record linkage may be limited. A data custodian’s role is not to conduct linkage, but to manage their specific data collections; the use of their data in linked research has no direct benefit to them. While custodians are generally accepting of the use of their datasets for linked research, it is unlikely they would be willing to dedicate the resources to conduct linkage when this does not directly add value for the custodian. Two party privacy preserving protocols are typically complex, and any such protocol would require significant time investment by data custodians. Give this background, protocols utilising an independent third party, which are far simpler for custodians, have more chance of success within a health data context.

A successful protocol will also have certain requirements with regard to efficiency, quality and security.

In practical terms, while there is no set standard for efficiency, record linkage is computationally expensive, and as dataset sizes increase, the time taken for linkage can increase dramatically. For a privacy preserving linkage method to be practical for all dataset sizes, it would need to have a runtime roughly equivalent to that of unencrypted linkage. Similarly, although privacy and security is the
premise of privacy preserving protocols, there is generally no specific ‘level’ of privacy required; different levels of security are required in different contexts, and all else being equal, a more secure protocol is preferred over one which is less secure. Finally in terms of linkage quality, protocols which utilise approximate matching techniques along with field based weights are likely to provide much higher linkage quality than those which solely rely on exact matching on identifiers [222].

Based on these requirements, one privacy preserving method which appears to show significant promise is privacy preserving record linkage using Bloom filters [14]. This three-party protocol provides a method for approximate string comparison. Its flexibility means it could be adapted into a probabilistic record linkage framework, allowing the use of field based weights; as such it is likely to achieve high quality. As all data is hashed, no personal identifiers are released or made ‘reasonably identifiable’.

Publication 14: Privacy preserving linkage on large real world datasets [200] outlines the original Bloom filter method, proposes extensions to this method to allow full probabilistic record linkage on encrypted identifiers, and tests the new method on large real-world datasets. The presented method achieves results equal to that achieved by probabilistic linkage on full unencrypted identifiers within a comparable time frame. These results suggest that privacy preserving record linkage may serve as a genuine alternative to the traditional unencrypted approach.

One linkage approach which is used in practice in Australia is the Statistical Linkage Key-581 (SLK). The SLK was developed in Australia as a method of safeguarding data privacy [15]. This ‘key’ is an amalgamation of components of particular personal identifiers; first and last names, date of birth and sex (see Figure 9). Records can be matched on SLK (those with exactly the same SLK are considered to be the same person). This approach thus allows record linkage to occur with somewhat obfuscated identifiers. While this approach provides some privacy protection, it is less than that provided by the Bloom filter method described above, in which all identifiers are obfuscated. As the key is an exact match on particular attributes, its linkage quality also may not be as high as that achievable using approximate matching in a probabilistic record linkage framework.
The privacy safeguards and attainable linkage quality of the SLK method and the Bloom filter method are evaluated in *Publication 15: Limited privacy protection and poor sensitivity: is it time to move on from the Statistical Linkage Key-581?* [262]. The Bloom filter method is shown to achieve a higher linkage quality and provide greater privacy that the SLK method.

While the Bloom filter method provides greater privacy safeguards compared to the alternatives used in practice, it has been suggested that it may be vulnerable to frequency attacks [16]. Frequency attacks use the fact that certain identifiers are more common than others (for instance, the first name ‘John’) to learn information about the encrypted data. While the Bloom filter method remains superior to the currently practiced alternatives, a method which improves upon its security could have appeal and utility.

An alternate protocol with a higher level of security is presented in *Publication 16: Privacy preserving record linkage using homomorphic encryption* [263]. In this paper, a novel protocol is developed which builds on the previous Bloom filter protocol, but provides greater security guarantees; in particular, it is immune to frequency based attacks. The proposed method is shown to provide the same level of linkage quality as the previous Bloom filter method; however, a drawback is that it is slower.

The Bloom filter method presented in these publications is a clear improvement over techniques for ensuring privacy that are currently in use. Nevertheless, further research is required to ensure this method functions across a range of datasets and linkage conditions. In addition, robust methods are required to estimate appropriate linkage parameters and ensure quality; standard methods for these problems may no longer work when the data is obfuscated. However
these challenges are not insurmountable. The Bloom filter method presents an important opportunity to improve the privacy safeguards of record linkage, and thereby ultimately increase access to administrative datasets.
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ABSTRACT
The bloom filter method for privacy preserving record linkage [24] has been shown to be both efficient, and provide equivalent linkage quality to that achievable with unencoded identifiers [23]. However in some situations, the bloom filter method may be vulnerable to frequency attacks, which could potentially leak identifying information [18]. In this paper we extend the bloom filter protocol to include a homomorphic encryption step which removes the vulnerability to frequency attacks. We evaluate our method by conducting a de-duplication of emergency presentation data.
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1. INTRODUCTION
Record linkage is the process of identifying which person-based records from disparate data collections belong to the same individual. Throughout Australia, numerous operational record linkage units carry out this process, providing linked datasets to researchers, administrators and planners. Traditionally, linkage for research purposes has predominantly focused on the health sector, where it has had a significant impact on medical knowledge, and led to changes in health policy [5].

Administrative health data is highly sensitive, containing both medical and personal information collected about an individual during contact with health services and systems. The use of record linkage methods which implement privacy preserving techniques aims to satisfy privacy concerns regarding the release of named information, while allowing record linkage to take place.

Privacy preserving record linkage involves conducting record linkage on ‘scrambled data’, whereby records are identified as belonging to the same individual without the disclosure of personally identifying information. While these techniques provide safeguards around spontaneous recognition, they do not completely remove the privacy risk associated with large and complex datasets which are still susceptible to disclosure through unique combinations of the ‘content’ data.

Privacy preserving record linkage has recently become a popular area of research, with an array of protocols emerging. These protocols differ in their methods, maturity, practicality and suitability for large scale linkages. Comprehensive reviews of these methods exist in the literature [29].

1.1 Privacy preserving protocols - differences and requirements
Privacy preserving protocols can be divided into which utilise the data owners only (often known as two-party protocols) and those which include one or more independent third parties, who do not own data (often known as three-party protocols). Under a two-party protocol, only the organisations that hold data are involved in the linkage process. Under a three party model, data custodians provide encoded or encrypted data to an independent third party, which perform a specialised linkage of this data.

In Australia, when linking administrative data, the usefulness of two-party protocols appears limited. Two-party protocols require data custodians to take a substantial and ac-
tive part in the linkage process. However, data custodians exist to manage the quality and security of their collections and linking data is not part of their core business. While custodians are often happy for their datasets to be used for linked research, they typically do not have the resources to undertake linkage themselves, and in many cases conducting linkage does not offer them any direct benefit. At the same time, there are already a number of dedicated ‘third party’ linkage centres around Australia with significant expertise, and the resources to undertake record linkage [13, 1, 4].

Privacy preserving protocols also differ in the level of privacy they provide. The lowest level of privacy are provided by techniques such as the statistical linkage key (SLK) [16], which simply amalgamate personally identifying attributes (like name, date of birth and gender) into one variable in clear text. The next level of privacy techniques encodes data using hash functions so that those with access cannot learn any information directly from the encoded values; however these encoded values are vulnerable to frequency attacks, which can leak personally identifying information. A final class of privacy techniques encrypts data in such a way that it is not possible to learn any information about individuals. Such methods utilise cryptographic techniques similar to those used in modern computing. Few methods such as these exist, and those that do typically require data custodians to carry out multiple computations and communication steps [29, 7, 31].

For a privacy preserving record linkage protocol to be practical, it needs to be secure, efficient and provide high linkage quality; ideally both linkage efficiency and quality would be comparable to what can be achieved with un-encoded personal identifiers. Record linkage is computationally expensive, and while tight turnaround times are not always required for record linkage processing, slower algorithms can result in impractical processing times and unworkable solutions [10]. In addition to responsive linkage services, researcher expectations also include high quality matching to ensure they can draw the correct conclusions from their research [12].

1.2 Privacy preserving record linkage using Bloom filters

A protocol for privacy preserving linkage that appears most promising utilises Bloom filters to encode data in a way that is both efficient, and allows string similarity measures (important for ensuring high linkage quality) to be computed. The use of Bloom filters for privacy preserving record linkage was first proposed by Schnell in 2009 [24]. Since then, there have been numerous variants, extensions and evaluations of this protocol [23, 25, 19, 8, 30, 15]. The method has been shown to provide similar linkage quality to that found in probabilistic record linkage with un-encoded identifiers, and to be efficient enough for large scale linkages [23].

However recent evaluations have shown this method may be vulnerable to frequency attacks; first in its original field level form [22, 19], and then later for record level Bloom filters [18]. As such, in situations where very high levels of privacy are required, this method may not be sufficient.

1.3 Objectives of this paper

In this paper we outline an extension to the generic Bloom filter protocol, which utilises a somewhat homomorphic encryption scheme that allows us to calculate a similarity metric on fully encrypted identifiers. We implement and evaluate this method on a sample of real data sourced from hospital emergency departments.

2. PROTOCOL

2.1 Overview

Our proposed protocol is a ‘four party’ protocol; it utilises two independent parties to conduct linkage. One has responsibility for conducting the actual linkage (the linker), while the second has responsibility for decrypting the similarity score of the resulting record-pairs (the decrypter). In our protocol, data is first encoded into Bloom filters using the methods developed by Schnell [24]. We utilise record level Bloom filters [25] (where all fields from a record are placed within a single Bloom filter) although our method would also work with field level Bloom filters. These Bloom filters are then encrypted using the system described below, again at an individual record level. This encryption will use as input a public key supplied by the decrypting third party. This two-stage encryption process (personal identifiers encoded into Bloom filters which are then encrypted) is carried out by the data custodians. It should be noted that our protocol does not limit the number of data custodians to two; any number of data custodians can be involved in the linkage.

The encrypted data is then sent to the linker, who conducts the required linkage. The output of this linkage (a list of the record-pairs which have been compared along with their encrypted similarity score) is then sent to the decrypter, who, with possession of the private key, can decrypt the similarity score. The role of the decrypter must be separate from the linker, as giving the linker access to the private key to decrypt the encrypted similarity score would also allow them to decrypt the encrypted Bloom filters. An outline of these data movements is shown in Figure 1.

2.2 Bloom filter method

A Bloom filter is a binary vector of a set length with all values initially set to zero. Using the method outlined by Schnell [24], bigrams (overlapping sets of two letters) of personal identifiers are hashed, with their modulus taken with respect to the length of the Bloom filter. The corresponding position in the Bloom filter is then set to 1. There are several variations to this method; in our implementation all personally identifying fields (i.e. first name, surname, date of birth, sex, and address) are placed within a single large Bloom filter.

Bloom filters can be compared using typical set similarity comparisons. In this implementation we focus on the dice coefficient metric, outlined in section 2.6.

2.3 Homomorphic encryption

A homomorphic encryption scheme allows computations to be carried out on encrypted data producing encrypted results; when this encrypted data is finally decrypted, the decrypted results match the results of those same operations performed on an unencrypted version of the data. While...
Homomorphic encryption protocols have existed for many years, protocols prior to 2000 only supported simple operations of either addition or multiplication. In 2009, Gentry developed the first fully homomorphic encryption system which allowed arbitrary calculations [11], and since then a large number of advances in this area have been made. However fully homomorphic systems are still too slow to be practical for most purposes [20].

Somewhat homomorphic encryption schemes only support a limited number of operations on encrypted data; however they are much faster and thus far more practical. In this paper we utilise a somewhat homomorphic encryption scheme developed by Lauter, Naehrig and Vaikuntanathan [20], along with a packing method for encrypting data developed by Yasuda [32] which allows us to compute similarity measures.

### 2.4 Encryption method

This scheme of Lauter, Naehrig and Vaikuntanathan [20] bases its security on the ring learning with errors problem. In colloquial terms, this problem is based on the difficulty of distinguishing a true signal (in this case, the secret) from noisy data. The problem, while relatively recent, is believed to be exponentially hard [20], and forms the basis for numerous modern cryptosystems [2, 21].

The scheme used in this paper allows an arbitrary number of additions of encrypted values, along with a set number of multiplications.

The system utilises several parameters. These include:

- The dimension \( n \), which is a multiple of 2, and the corresponding cyclotomic polynomial \( f(x) = x^n + 1 \).
- The modulus \( q \), a prime. Together, \( q, n \) and \( f(x) \) define the rings \( R := \mathbb{Z}[x]/f(x) \) and \( R_q := R/qR = \mathbb{Z}_q[x]/f(x) \).

- The standard deviation \( \sigma \) of a discrete Gaussian error distribution \( \chi \).
- An integer \( t < q \), which defines the message space.

Description of the algorithms key generation, encryption and decryption are given below. These are taken verbatim from Yasuda et al [32].

**Key Generation** We choose an element \( R \ni s \leftarrow \chi \) and sample a random element \( a_1 \in R_q \) along with an error \( R \ni e \leftarrow \chi \). We define the public key \( pk \) as \( (a_0, a_1) \), where \( a_0 := -(a_1 \cdot s + t \cdot e) \), and we define the secret key \( sk \) as \( s \).

**Encryption** For a plaintext message \( m \in R_t \), with public key \( (a_0, a_1) \), the encryption samples \( R \ni u, f, g \leftarrow \chi \) and computes \( \text{Enc}(m, pk) = (c_0, c_1) = (a_0 u + t g + m, a_1 u + t f) \in (R_q)^2 \), where \( m \in R_t \) is considered an element of \( R_q \).

**Decryption** For a ciphertext \( ct = (c_0, ..., c_\xi) \in (R_q)_{\xi+1} \) (homomorphic multiplication will increase ciphertext size), with private key \( s \), decryption is computed by \( \text{Dec}(sk, ct) = [\tilde{m}]_q \mod t \in R_t \) where \( \tilde{m} = \sum_{i=0}^{\xi} c_i s^i \in R_q \).

### 2.5 Packing method

The homomorphic encryption scheme described above will allow us to encrypt individual numbers, and perform operations on these encrypted numbers. It is possible then to use the scheme to compute the dice coefficient of two Bloom filters, by first encrypting each element in the two Bloom filters individually, multiplying the elements of each position together, and summing these results. However such a scheme would be extremely slow, requiring a large number of encryptions and computations for every comparison.
Packing methods provide an alternative, allowing a vector of values to be encrypted in a single operation. Operations can then be homomorphically computed on this vector. In this work we utilise a packing method developed by Yasuda [32]. This method allows us to encrypt an entire Bloom filter (essentially a binary vector) at once, and compute its inner product using a single multiplication operation.

For a Bloom filter $A$ of length $n$ with elements $A_0, \ldots, A_{n-1}$ we define two packed ciphertexts.

$$\text{ForwardPack}(A) = \sum_{i=0}^{n-1} A_i x^i$$

$$\text{BackwardPack}(A) = -\sum_{i=0}^{n-1} A_i x^{n-i}$$

where $\Sigma$ refers to the regular summation operator. Both of these polynomials are then encrypted as described in 2.4. Each Bloom filter is both forward and backward packed; that is, there are two encrypted values for each Bloom filter.

We can compute the inner product of two Bloom filters by multiplying one Bloom filter’s forward packing by the others backward packing, as shown below.

$$\text{ForwardPack}(A) \times \text{BackwardPack}(B)$$

$$= (\sum_{i=0}^{n-1} A_i x^i) \times (-\sum_{i=0}^{n-1} B_i x^{n-i})$$

$$= \cdots + A_1 B_n + \cdots$$

in $R_t$, since $x^n = -1$ with all other terms non-constant. Thus after a multiplication, upon decryption, the value of the constant term in the resulting polynomial will be our inner product.

2.6 Computing similarity measures

The most common metric used in Bloom filter similarity calculations is the dice coefficient, typically expressed as

$$\text{Dice Coefficient}_{A,B} = \frac{2h}{a+b}$$

where $h$ refers to the number of positions in both bloom filters set to 1, and $a$ and $b$ refer to the number of positions set to 1 in bloom filters $A$ and $B$ respectively.

This equation can be re-written as

$$\text{Dice Coefficient}_{A,B} = \frac{2A \cdot B}{A \cdot A + B \cdot B}$$

where $\cdot$ refers to the inner product operation. This allows us to compute the dice coefficient using the packing method described above.

The cryptosystem employed does not allow integer division; instead, we calculate the encrypted values of the numerator and denominator separately. Both of these values are provided (encrypted) to the decrypter for each record pair. Once decrypted, the decrypter can calculate the dice coefficient from these two provided values.

2.7 Related work

Our protocol aims to allow linkage to be conducted with only the minimum participation of data custodians, and to a level of security where frequency based information is not available to the independent third parties.

There have been a number of related works published in the literature. A range of secure set intersection protocols have been proposed [26, 27, 17], many of which adopt homomorphic encryption methods to ensure security. While these methods have strong security equivalent to our protocol, they operate without the use of an independent third party, and instead require multiple communication steps from data custodians.

The closest protocol to the one described in this paper is by Kantarcioglu et al. [14], who provides a method for privacy-preserving joins utilizing homomorphic encryption and two independent third parties. Similar to our work, in this protocol data custodians are only required to encrypt and transfer their data, taking no further part in the protocol. A uniquely identifying key is used to determine whether two records should be joined. A homomorphic subtraction operation is then performed when comparing individual records; where this subtraction (when decrypted) equals to 0, the two records have the same unique identifier, and so are joined.

The main difference between our method and Kantarcioglu’s is that ours is aimed at the problem of record linkage, where we do not have keys which uniquely identify individuals across distinct datasets. Our proposed method tolerates the full range of ‘noisy’ data, utilising approximately matching techniques to handle missing values, misspellings, incorrect values and changing values over time. Previous evaluations of the approximate matching method used in our protocol have shown it to perform as well as probabilistic linkage on un-encoded identifying information [23].

3. EVALUATION

3.1 Evaluation details

We evaluated this system by performing a deduplication of 275,626 event records (one years’ worth) from an emergency presentation data collection. First name, surname, date of birth, sex, address and postcode fields were used in linkage. These fields were mapped into a single 512 bit bloom filter, using weighting methods developed by Durham et al [9]. A standard blocking method was used to enable timely linkage; the date of birth field was used as the sole block.

Bloom filters were then encrypted using the encryption scheme described above. Our system utilised the parameters $n = 1024$, $\sigma = 8$, $t = 512$, and $q$, a 54 bit prime. These parameters were chosen to be the most efficient possible, while both ensuring correctness of results, and a security level equivalent to 128 bits; the detail of determining ac-
Table 1: Results from de-duplication of emergency presentation data

<table>
<thead>
<tr>
<th>Linkage Type</th>
<th>Precision</th>
<th>Recall</th>
<th>F-Measure</th>
</tr>
</thead>
<tbody>
<tr>
<td>Linkage on un-encoded identifiers</td>
<td>0.985</td>
<td>0.978</td>
<td>0.981</td>
</tr>
<tr>
<td>Linkage with unencrypted bloom filters</td>
<td>0.985</td>
<td>0.977</td>
<td>0.981</td>
</tr>
<tr>
<td>Linkage with encrypted bloom filters</td>
<td>0.985</td>
<td>0.977</td>
<td>0.981</td>
</tr>
</tbody>
</table>

accurate and secure parameters is described in Lauter et al [20].

Our linkage quality results were evaluated using precision and recall measures, as recommended in the record linkage literature [6]. Efficiency and privacy were also evaluated with reference to measures described within the privacy preserving literature [28]. The emergency presentation dataset had been previously independently linked by a data linkage unit with their results made available to us. The results were used as the ‘truth set’ with which we compared our results.

Encryption, linkage and decryption were performed on a 64-bit Windows Server virtual machine with an Intel Xeon E5-2690 CPU at 2.4GHz, with 32GB of memory. Our implementation utilised a single core.

3.2 Results

The results for the linkage of emergency presentation data using encrypted Bloom filters, unencrypted Bloom filters, and un-encoded personal identifiers are shown in Table 1. As expected, there was no difference in quality between encrypted Bloom filters and unencrypted Bloom filters. The Bloom filter methods result in linkage quality equal to that achieved by linkage with un-encoded identifiers.

The encrypted Bloom filter linkage took slightly over 12 hours to complete, while the encryption step took 4 hours and 20 minutes, and the decryption of the answer file took almost 17 hours. A total of 1,164,305 record comparisons were performed.

In terms of individual operations, a single inner product calculation took, on average, 31 milliseconds, while encryption of a single record took 58 milliseconds, and decryption of a single record-pair took 52 milliseconds.

Our implementation was significantly slower than the more optimised implementation reported on by Yasuda et al [32]. Using equivalent parameters, our inner product calculation (i.e. our linkage) was 27 times slower, while our encryption and decryption of data was 23 and 14 times slower, respectively. While their CPU was slightly faster (Intel Xeon X3480 at 3.07GHz), the majority of this difference appears to be due to code optimisations.

In terms of privacy, using the privacy metrics of Vatsalan et al [28], our protocol on its own has a degree of privacy of 0.0 (absolute privacy), as all records have completely different ciphertext values. However our protocol is not complete; for efficiency, it requires a blocking component to be used in conjunction which itself may decrease privacy.

4. DISCUSSION

As expected, the linkage quality achieved through our protocol was the same as that achieved using the regular Bloom filter method, and the same as that achieved through probabilistic linkage. The advantage of the presented methodology is a far higher level of security over the Bloom filter method. This method provides a level of security equivalent to that provided by regular encryption algorithms, and removes the possibility of frequency attacks; the same plaintext value can encrypt to a very large number of ciphertext values.

By building upon the Bloom filter methods previously published, our methodology can be expected to achieve the same level of linkage quality as other Bloom filter methods. It can also leverage off the significant work already conducted to improve and refine the Bloom filter methodology, such as Durham’s weighting method (used in this paper) [9]. A key limitation to our proposed method is speed. As currently implemented, our method is only suitable for small linkages. However, our naive implementation is approximately 14 to 27 times slower than the more optimised version developed by Yasuda et al [32]. By optimising the code used in our implementation, our method would be suitable for larger dataset sizes. Additional performance improvements could be made by using distributed computing techniques. Given the high security level of our encryption method, it may also be feasible to utilise public cloud computing resources to perform our inner product calculations, which would provide substantial potential for scalability. The blocking method used (comparing only records with the same date of birth) is relatively strict, and similarly strict blocks may be a requirement to ensure the efficiency of this method.

5. CONCLUSIONS

As far as we are aware, this is the first record linkage protocol which provides a demonstrably high level of security, without requiring numerous communication steps by data custodians. Future developments will focus on improving performance to a comparable level with that achieved by Yasuda et al [32].

This paper presents a protocol for record comparison, and does not provide any recommendations for private blocking systems. However, a private blocking scheme is necessary for a complete private linkage system. Future work will explore the use of more secure blocking methods.

Our protocol provides protection against attacks by the third or fourth party; however it does not protect against collusion by these two parties. Should these parties collude, the security of our system reduces to that of the regular privacy preserving linkage using Bloom filters (which has been evaluated previously [18]).
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Chapter 6

Conclusion
Administrative data is an underutilised resource with the potential to dramatically increase our understanding of the nature of health and disease. Not only does it provide fine-grained detail at an individual level, but it is also collected for entire populations. The worth of this data, and the need to harness it, is beginning to be recognised in Australia and around the world. Australia has made significant investment in record linkage infrastructure since 2009, providing the country with state-wide and national linkage units to carry out record linkage and provide access to linked data for research purposes [3]. The development of this infrastructure, including the first cross-jurisdictional record linkage project in Australia, was the focus of Chapter 1.

With the expansion of linkage infrastructure in Australia, there is vast potential for linked research. Studies of disease prevalence and incidence, disease survival, risk factors for health conditions, and the effectiveness of treatments and policy changes are all possible. Two unique examples of linked research were provided in Chapter 2.

To enable linked research, there is a need to ensure both a high level of linkage quality, as well as strong safeguards to privacy. Linkage quality and privacy protection have been two central issues since the beginnings of record linkage. Accurate linkage results are vital to ensure the validity of any findings derived from the analysis of linked data. As demand for linked data increases, and the size of databases increases, manual methods for ensuring quality are no longer feasible, and alternate, automated methods are required. In today’s digital age where huge quantities of data are recorded and can be made public immediately, issues of privacy are also paramount. Despite the willingness of individuals to publically release large amounts of personal information on social media, the public remains cautious regarding the use of government collected information (the so called ‘privacy paradox’ [1]).

This thesis presents several enhancements to current practices, along with new methods for record linkage that improve both linkage quality and privacy protection.

The improvements in linkage quality are incremental in nature, but substantial; this thesis focuses on several aspects of the record linkage process, presenting evaluations of previously existing or novel approaches. The evaluation of data
cleaning methods for record linkage (Publication 12) has shown that this common process may be of limited use, and can in some circumstances decrease quality. This can occur because changes to identifiers typically reduce their variability, increasing the likelihood that two records belonging to different people have the same value and thus receive a higher total score. This result was not expected, and had not been previously reported. It has implications for all record linkage units currently using data cleaning methods.

The best match grouping algorithm (Publication 13) is a significant advancement on current methods for grouping for ongoing linkage, resulting in superior quality that is robust against poor parameterisation and lower quality data. This algorithm should be highly recommended for use whenever a linkage unit is utilising a repository model of linkage (where data is added over time to an enduring collection of links). The use of repository models is already common, and its use is likely to increase as demand for linked data increases.

This thesis includes a novel use of graph theory metrics to detect errors in record linkage (Publication 14). This method of error detection is highly accurate (i.e. high specificity; there are few false positives) although it is not particularly sensitive (i.e. there are many missed errors). The development of an automated method to detect likely errors (even if only a portion of the actual errors) is a large advance on current approaches, which use largely manual techniques which are far less accurate. This paper provides a first step to a method that can be refined further. An important next step is to use these methods not only to detect groups of records containing errors, but also to correct these errors. As this method does not require visible personal identifiers to identify incorrect groups, it also has the potential to be used in a privacy preserving record linkage context.

The thesis aimed to evaluate current practice and develop new methods to improve linkage quality. While the developments in this thesis are substantial, they are neither comprehensive nor complete; there are numerous avenues for further research. As discussed in Chapter 2, perhaps the clearest direction for further research is in evaluation of modern machine learning methods against the widely used, but now nearly 50 years old, probabilistic record linkage method. Further detailed evaluation of many methods within the literature is likely to be the easiest step towards improving knowledge in this area.
The reason for focusing on improving linkage quality is to ensure the outcomes of research studies using this data are valid. However research into the effect of linkage error on research outcomes is limited. This limited focus may be the result of the separation of personal identifiers from clinical information – any research on this topic will likely require manipulations of both sets of data. Further work here is required, especially to extend previous work to include linkages which involve multiple records per person.

The second aim of this thesis was the development and evaluation of methods for record linkage which do not require personal identifiers, but can instead occur using encrypted identifiers. Adopting a technique in the literature [14], privacy preserving record linkage of large scale, real world data was shown to be possible (Publication 16). This method achieved linkage quality as high as can be achieved with unencrypted identifiers, in a similar time frame. A comparison of this method to a similar technique currently in use (the Statistical Linkage Key) showed the new method to achieve superior linkage quality and offer greater privacy protection (Publication 17). An alternate protocol was presented which may further reduce risks associated with potential frequency attacks by combining the method with modern cryptographic techniques (Publication 18).

The developments in privacy preserving linkage contained in this thesis are considerable. For the first time, it has been shown that privacy preserving linkage can be achieved without significant degradation in linkage quality. This development has the potential to transform record linkage practice; it would dramatically reduce the risk to privacy of conducting record linkage, thus potentially increasing data access and ultimately, research. Further developments are still required to manage some of the practicalities of privacy preserving record linkage. This includes methods for validating incoming data (how to ensure received data is as expected when all fields are encrypted) and validating the results of linkage (how to ‘sanity check’ the output of linkage when all fields are encrypted). Methods for ensuring appropriate parameterisation are also required. These developments are unlikely to pose serious challenges to the viability of this privacy preserving method. The development of practical privacy preserving linkage methods appears particularly timely given the increased focus of government policy on utilising available data for research and policy [1].
An examination of the literature (Chapter 2) revealed two key issues relating to research into record linkage methodology; a lack of evaluation of potential methodological advancements, and a divide or ‘disconnect’ between researchers and practitioners. Techniques in use by practitioners have often received little evaluation in the literature; their efficacy is unknown. Conversely, the literature is littered with protocols and methods that have been developed but which have not been rigorously evaluated, and thus remain poorly understood and underutilised by practitioners. The robust evaluation of methods and protocols is one aspect often missing from the record linkage literature.

There are likely numerous reasons for this lack of evaluation and disconnect between researchers and practitioners. There are a lack of incentives for researchers to conduct evaluations, and real administrative data with ‘answers’ required for evaluation are difficult to source. Researchers may be unaware of the importance of evaluations for their work to receive adoption. Practitioners, typically existing in government, are physically separated from researchers, found in academia. Governments are typically risk averse [1], and so are not willing to invest in new technologies without significant confidence in their improvements. The communication between government and researchers may be poor.

Recognising these concerns, this thesis has attempted to bridge that divide. The work in this thesis has heavily focused both on performing rigorous evaluations of all investigated methods and techniques, as well as investigating techniques used in the field by practitioners. Data cleaning is widely used in practice, but had not previously received evaluation within the literature. Evaluations were undertaken of two algorithms adapted from the literature: the best match grouping algorithm, and the Bloom filter method for privacy preserving record linkage. Both appear to be a great improvement on previous approaches. These detailed evaluations will hopefully help influence practitioners’ decisions.

All papers found in this thesis have utilised comprehensive evaluations using large real-world datasets, for which there are known answers; this is one of the key strengths of our work. Such datasets are not always available to researchers, which has likely been a limiting factor in the number of evaluations found within the literature. Greater collaboration between practitioners and researchers should improve this deficit.
The record linkage landscape, both within Australia and abroad, is changing as the importance of linked administrative data continues to be recognised. While use of linked data by researchers in Australia has been steadily growing [264], it is the shift in policy focus from the top of government towards opening access to data, as evidenced in the Productivity Commission’s report into Data Availability and Use [1], that could result in significant improvements to data access and the use of linked data. Other initiatives in Australia include a push to link data from clinical domains (i.e. from patient administration systems) into national repositories, such as described in the Medical Research Future Fund’s Innovation Strategy [265]. Outside of Australia, there are other initiatives such as the use of record linkage as a partial replacement for the national census, under investigation in the UK and New Zealand [266, 267]. The importance of research using linked data appears likely to increase in the coming years; as such, developments such as the ones found within this thesis may prove particularly relevant.

This thesis has aimed to improve the quality and privacy of record linkage. This is only a useful development insomuch as it serves to improve access to and quality of linked data, and therefore ultimately provide a greater number of research results, with greater confidence in their validity. While record linkage methodology is a somewhat esoteric and technical field, the research which it enables continues to improve lives through changes in health policy and clinical practice [54]. Improvements in data privacy and quality will only further this.
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