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Abstract 
 

The amount of data collected about individuals is increasing dramatically [1]. 

This data has enormous potential for secondary use, particularly for research. 

Record linkage is the process of joining together datasets to determine which 

records within and between datasets convey information about the same 

individual. Record linkage is a key epidemiological tool, allowing researchers to 

answer detailed questions about the health of entire populations at low cost. 

Linked health data has been used to answer questions on the nature of diseases 

(such as estimates of disease prevalence, incidence and survival), the impact of 

introduced treatments and the impact of health policy. Research using linked 

data has given a greater understanding of the nature of disease and led to changes 

in health service delivery and policy [2].  Australia has long been a leader in this 

area, with dedicated linkage infrastructure first established in 1995. Further 

investment in Australia’s record linkage capability began in 2009 through the 

National Collaborative Research Infrastructure Strategy initiative with the 

allocation of over $100 million from federal and state governments to develop 

record linkage infrastructure across the country [3].  

There are two key methodological challenges for record linkage as practiced in 

Australia; quality, and privacy.  

Epidemiologists require high record linkage quality to ensure accurate results. 

However, current methods to ensure quality are typically manual, and thus 

costly, time consuming and difficult to scale. As dataset sizes grow, these methods 

quickly become untenable – new methods are required to ensure high linkage 

quality at low cost. The first aim of this thesis is to evaluate current practice and 

develop new methods to improve linkage quality.  

Health data is sensitive information, and care must be taken to ensure this data 

is kept confidential and the privacy of individuals is protected. Despite the level 

of privacy offered by current record linkage arrangements, many data custodians 

are either legally constrained or do not feel comfortable with the risks associated 

with allowing their data to be used for record linkage. Methodological 

improvements have been suggested in the record linkage literature which would 

allow linkage to occur on encrypted data, known as privacy preserving record 

linkage. Methods such as these may prove more palatable to constrained or 
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reluctant custodians. The second aim of this thesis is to develop and evaluate 

practical methods for privacy preserving record linkage.  

This PhD presents methodological advancements in record linkage to improve 

both linkage quality and privacy protection. Along with these advances, an 

overview of recent record linkage developments in Australia is presented, 

outlining the establishment of national data linkage infrastructure along with 

examples of research using linked data.  

Several areas of record linkage processing are investigated to determine best 

practices for ensuring high record linkage quality. Novel methods for identifying 

errors in linkage are presented and evaluated. A method for privacy preserving 

record linkage which requires only encrypted personally identifying information 

is also introduced and evaluated. This method is shown to produce linkage quality 

(accuracy) that is comparable to current methods using full personal identifiers. 

This method is further compared to techniques currently in use in Australia to 

preserve privacy. Finally, a highly secure privacy preserving protocol is presented 

utilising newly developed cryptographic algorithms.  
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Thesis content for assessment 

The National Collaborative Research Strategy (NCRIS) was initiated in Australia 

in 2009 and supported the development of national data linkage infrastructure 

as a priority theme within the Population Health Research Network (PHRN). 

Within this initiative, the Centre for Data Linkage (CDL) was established within 

the Centre for Population Health Research (CPHR) at Curtin University to 

provide cross-jurisdictional national data linkage capability between the States 

and Territories of Australia. To meet the needs of this strategic initiative, a high 

quality team was assembled to establish this national data linkage infrastructure 

and to support the development of international data linkage collaborations in 

the United Kingdom, northern Europe and Canada. 

Mr Sean Randall was employed as part of this expert team.  Sean has worked 

closely with Associate Professors James Boyd (CDL Director) and Anna Ferrante 

(CDL Deputy Director) and has provided a significant role in the general 

development of the national data linkage framework, as evidenced by ten 

supporting papers.  In addition, Sean has provided an expert lead role in 

developing methodologies in ‘privacy-based linkage’ and ‘linkage quality’ within 

this framework.  His significant expertise and contribution in these areas is 

demonstrated by six scientific publications where he is the lead author and are 

discussed in Chapters 4 and 5.  It should also be noted that Sean provided the 

lead role in the implementation and refinement of Privacy Preserving Record 

Linkage (PPRL) methods which has gained significant international interest and 

is currently the basis of several international collaborations involving data 
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supported by a DAAD grant (German-Australian exchange scheme), the NCRIS 

PHRN (PPRL was selected as a 2016/17 Strategic Priority project) and a current 

submission to the Canadian Institutes of Health Research.   
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It should also be noted that it is standard practice in health research to have 

multiple authors included on a paper given the collaborative nature that supports 

these scientific endeavors.  
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(Professor James Semmens; Director, Centre for Population Health Research, 

Curtin University) 
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Overview 
 

Record linkage is the practice of identifying which person-based records, both 

from within a single dataset, or across multiple datasets, belong to the same 

individual. In circumstances where a unique identifier exists (for instance 

Denmark has a national personal identifier required by all citizens to access basic 

services [4]) this process is relatively straightforward, with the records simply 

joined together through this unique identifier. When unique identifiers are not 

available, personally identifying information such as name, date of birth and 

address are typically used, which may be partially missing, in error, or change 

over time. 

Record linkage is an important technique for observational research. Widely used 

in the health sector, it enables hospital, emergency and primary care collections, 

as well as birth, death and disease registries to all be joined together to create an 

overall picture of the health of an individual over time. This provides researchers 

with a cost effective, longitudinal resource for the entire population. 

Australia has long been at the forefront of developments in linkage 

infrastructure. Western Australia began operating a dedicated linkage unit in 

1995, linking health data within the state into a central repository to be used by 

future research projects (previously data had been linked for specific research 

projects only) [5]. This repository model of on-going record linkage dramatically 

increased access to linked data, although it also significantly increased technical 

complexity; the challenges of a repository model are discussed in Publication 1 

(see publication list p15-17) of this thesis.  

Since 2009, there has been significant government investment in data linkage 

infrastructure in Australia [3], with the establishment of the Population Health 

Research Network (PHRN) under the National Collaborative Research 

Infrastructure Strategy.   A key component of the PHRN was the ability to link 

together data from more than one state or territory. This is necessary due to the 

federated nature of healthcare in Australia, where some services are provided by 

states and territories and others by the federal government. The establishment 

in Australia of infrastructure for cross-jurisdictional research is described further 

in Publication 2 of this thesis.  
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The PHRN initiated a number of ‘proof of concept’ projects to demonstrate the 

feasibility of linking data from across the country together to answer nationally 

important research questions. The first of these projects linked over 44 million 

records from across four Australian states; this project is described further in 

Publication 3 of this thesis.  

The development of national linkage infrastructure within Australia presents 

enormous opportunities for health research. The crucial advantage of linked data 

is the ability to answer questions about entire populations without the prohibitive 

cost this would typically entail. The use of linked data for health research is only 

limited by the nature of the collected information. Linked data has been used to 

answer questions on the nature of diseases (such as estimates of disease 

prevalence, incidence and survival), the impact of introduced treatments and the 

effectiveness of changes in health policy. This thesis presents several examples of 

research using linked data. Firstly, linked data can be used to gain a more 

accurate picture of health trends over time, as shown in Publication 4, where a 

more accurate understanding was gained of trends in the incidence of acute 

myocardial infarction.  

Linked data can also be used to generate new hypotheses and knowledge about 

health conditions. For example, a research program into the long term effects of 

burn injury was initiated due to the documented persistence of inflammatory 

responses after burn injury. Using linked data, it was found that those with burn 

injury have higher long term mortality, and higher rates of cardiovascular and 

musculoskeletal disease (see Publications 5-7). Further experimental research 

has subsequently confirmed that pathophysiological changes are the likely cause 

[6]. The use of linked data here played a large part in the general of new 

knowledge about burn injury.    

To enable this health research, robust linkage methods are required, which can 

ensure quality and reduce privacy risk. The core of this thesis consists of a series 

of publications addressing linkage quality and privacy, respectively, which are 

addressed in Chapters 4 and 5.  

Ensuring linkage quality 

Researchers require high linkage quality to ensure the accuracy of their research. 

Linkage quality here refers to a low number of false positives (records which are 
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designated as belonging to the same person when, in truth, they do not) as well 

as a low number of false negatives (records which are designated to separate 

individuals when, in truth, they actually belong to the same person). There is 

little understanding of the direct effect that linkage errors have on research 

results, although linkage error is more likely to occur in vulnerable populations 

[7]. These issues are discussed further in Publication 8.  

Efforts to optimise linkage quality play a large role in linkage operations. Current 

methods can involve manual review of record-pairs to ensure quality [8, 9], a 

costly and time consuming process. By determining best practices for record 

linkage operations with regard to linkage quality, and by developing new methods 

to optimise quality and reduce the manual processing burden, this thesis aims to 

allow higher linkage quality to be achieved quickly and at lower cost.  

To evaluate linkage quality in practice, methods are required to calculate it; one 

solution to this problem is the use of a statistical sampling methodology; a method 

which provides accurate results is presented in Publication 9.  

The record linkage process, of which the comparison of individual records to 

determine whether they belong to the same individual is but one step, is outlined 

below (see Figure 1). 

 

If poor linkage quality, repeat processes with modified parameters

Return Data/
Update Linkage 

Map

Data Receipt & 
Verification

Quality 
Evaluation/

Improvement
GroupingMatching

Data Cleaning 
and Preparation

Figure 1: The record linkage process 

 

Upon receipt of data and the verification of its contents, a data cleaning and 

preparation stage typically occurs in order to standardise the file as required and 

perform any necessary data cleaning (explained in further detail below). 

Matching then occurs, whereby individual records are compared against each 

other to determine whether the pair of records belongs to the same individual. 

The most common method used for matching is known as probabilistic record 

linkage, so called because it uses conditional probabilities to determine the 

likelihood of two records belonging to the same person.  The subsequent grouping 
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process amalgamates the record-pairs generated through matching into a linkage 

map, listing all the records belonging to each individual [10]. All of these 

processes involve making numerous decision about the most appropriate 

parameter settings to achieve high linkage quality.  

A final step is one of performing an evaluation of the created linkage map, by 

automated or manual methods, to determine its accuracy or quality. This 

evaluation processes may be used to directly improve the linkage map quality (as 

in manual review, where groups of records are manually edited and the results 

saved into the linkage map), or they may be used to evaluate whether the entire 

record linkage process should be re-started, using alternate parameter settings, 

for instance. Once an acceptable standard of linkage quality is reached, the record 

linkage process is complete.  

As shown above, linkage processing is made up of a number of discrete parts, with 

each influencing overall linkage quality. The publications in this section have 

focused on particular record linkage processes, aiming to evaluate current 

practice and develop new methods to improve overall quality.  

Data cleaning involves the transformation of the information received for linkage 

into a standardised format that is most appropriate for matching. The purpose of 

this process is to improve overall linkage quality. Despite widespread use, the 

effect of data cleaning on linkage quality has not been previously evaluated, and 

it is not known which techniques yield the most improvement. Publication 10 

outlines methods for data cleaning and their prevalence, and evaluates the impact 

of these methods on linkage quality, using both synthetic and real administrative 

data. The results suggest that rather than lead to noticeable improvements in 

linkage quality, heavy data cleaning can reduce the overall quality of linkage. 

 

1 2

32

4 12

11 1

3 11

9 10

6 1

8 7

8 5

5 7

1 2

3

4 12

11

9 10

6

8 7

5

Person A:
Records 1, 2, 3, 6, 11

Person B:
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Records 4, 5
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Records 9, 10

Figure 2: The merge grouping process 
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While the matching process results in a set of record-pairs thought to belong to 

the same individual, the grouping process converts these record-pairs into a list 

outlining which records belong to which individual - a linkage map. The standard 

grouping strategy is to amalgamate all pairs above an excepted threshold, as 

shown in Figure 2. Alternate methods can be used in specific linkage scenarios, 

where additional information is known about the composition of each dataset. 

Organisations which conduct record linkage on a regular basis typically use a 

repository model, whereby one single linkage map is created from all provided 

datasets, which is refreshed as new and updated datasets are added. In such 

cases, the organisation may not wish to have new data merge together groups 

within the repository, as there is high confidence that existing groups in the 

repository represent separate people. Publication 11 describes and evaluates both 

existing and novel methods for grouping with a repository of previously linked 

data. Results suggest that alternate approaches achieve substantially better 

quality. 

The final publication in the section on linkage quality focuses on methods to 

improve linkage quality after linkage is complete. Typically human manual 

review is used; however, this is slow and infeasible for large datasets.  

The amalgamation of record-pairs into a linkage map through the grouping 

process provides information unavailable during linkage that has potential to be 

useful for improving linkage quality. Groups of records which are more sparsely 

held together may be more likely to contain false positive links, as compared with 

groups that are fully saturated with pairs (an example is shown in Figure 3). 

Publication 12 uses measures from the mathematical field of graph theory to 

identify groups of records likely to contain errors. These measures accurately 

identified groups containing errors with superior precision to the typically used 

threshold setting methods.  
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Figure 3: Is Group 2 more likely to be in error than Group 1? 

 

The publications in this section aim to improve the quality of record linkage 

without resort to largely manual, and thus expensive, techniques. By increasing 

overall linkage quality, the confidence in researcher results can in turn be 

increased.  

Ensuring privacy 

Administrative health data is highly sensitive. It contains personal information 

about individuals which could cause harm if it became publically known. Health 

data can be considered the most intimate and personal of any information 

routinely collected about an individual [11].  

Record linkage units operate under strict privacy arrangements and take great 

care to manage the confidentiality of their data. It is vital that adherence to 

rigorous privacy protection mechanisms occur to ensure public confidence. 

Privacy issues continue to have a large impact on the extent and quality of linked 

health research, with important data collections underutilised due to the privacy 

concerns of their custodians [12]. Efforts to guarantee privacy include governance 

and information technology controls, the utilisation of specific data flows, and the 

development of privacy preserving record linkage methods. These are discussed 

further in Publication 13.  

In privacy preserving record linkage, personal identifiers are encoded or 

encrypted before being provided to any third party. The specific encoding or 

encryption used allows record linkage to still occur. This method of linkage has 

much less privacy risk, as no personal identifiers are released to third parties.  

Research into this method of linkage is ongoing, with an array of new protocols in 

the literature [13]. The most promising of these,  preserving record linkage using 
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Bloom filters [14], allows approximate matching to occur, a technique important 

for ensuring high linkage quality. Publication 14 proposes extensions to this 

method to allow full probabilistic record linkage, and evaluates the protocol on 

large-scale administrative data. The presented protocol achieves results equal to 

that achieved using unencrypted identifiers in a similar time frame. Given these 

results, this privacy preserving linkage approach appears a genuine alternative 

to standard unencrypted record linkage.  

Publication 15 compares this privacy preserving approach with another which 

have received some use in Australia; the Statistical Linkage Key-581 (SLK) [15]. 

This ‘key’ is created by amalgamating specific letters from a person’s first and 

last names along with their sex and date of birth into a single field. This field is 

taken to be unique; all records with the same SLK are identified as belonging to 

the same individual. While the SLK is made up of identifiable information, an 

identity is not immediately discernible from the key. In Publication 15, the Bloom 

filter method is shown to achieve higher linkage quality, and provide greater 

privacy than the SLK method.  

Recent analysis of the Bloom filter method has shown that in some circumstances 

the method may be vulnerable to frequency attacks [16]. Frequency attacks use 

the fact that certain identifiers occur more frequently than others (for instance, 

the first name ‘John’) to learn information about the encrypted data. While the 

Bloom filter method still provides superior privacy as compared to other practical 

alternatives, a method which improves upon its security would be favourable. 

Publication 16 provides a new protocol which build upon the previous Bloom filter 

protocol, but provides greater security. It is impervious to frequency based attacks 

and achieves equal linkage quality to the previous Bloom filter method. Its 

shortcoming, however, is that it is slower. 

The Bloom filter method presented here offers an important opportunity to 

advance the privacy of record linkage. In doing so, the risks of data release are 

lowered; it is hoped that this advance can improve overall access to linked data, 

and thereby allow further important research questions to be answered.  

.   
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Glossary 
 

Agreement weight: The score given in probabilistic linkage when two 

identifiers (such as first name) match. 

Best link grouping: A method of grouping used when one dataset should not 

bring two groups of records in a second dataset (or repository) together. It instead 

chooses the ‘best’ link. 

Blocking: Any technique which seeks to reduce the number of comparisons 

required to be performed in linkage. Typically a field (i.e. surname) or a set of 

fields is chosen; only records with the same values of these fields are compared 

further. 

Blocking variables: A field (i.e. surname) that is used for blocking. 

Bloom filter: A data structure which can be used for privacy preserving record 

linkage. It allows for approximate matching.  

Clerical review: see manual review 

Content data: Data required by researchers, but not typically used (or provided) 

for linkage.   

Data cleaning: The transformation of fields into a format best suited for linkage. 

Data custodian: An ‘owner’ of the data. As owner, the custodian will necessarily 

have access to both the personal identifiers and the content data. 

Data linkage: see record linkage 

Deduplication: A linkage which aims to identify records within a single dataset 

which belong to the same individual (as opposed to linking together two different 

datasets).  

De-identified data: Data that has had names and other personal identifying 

information removed such that it is no longer ‘reasonably’ identifiable.   

Deterministic linkage: A method of linkage which utilises hard coded rules 

about when two records belonging to an individual.  

Disagreement weight: The score given in probabilistic linkage when two 

identifiers (such as first name) do not match. 

Entity resolution: Entity resolution seeks to determine entities (i.e. the same 

‘things’) between and within datasets. In entity resolution, a single record may 

contain a number of different entities. Entity resolution can be considered a 

broader field within which record linkage is contained. 

Epidemiology: The study of the distribution, causes and effects of health and 

disease. 

F-measure: The harmonic mean between precision and recall, F-measure is used 

in this thesis as the main measure of linkage quality.  

18



19 
 

Field: A single personal identifier i.e. surname, postcode, sex. 

Frequency attacks: A technique which utilises the frequency of letters, 

combinations of letters, and words to break or partially break an encryption 

scheme.  

Graph theory: A branch of mathematics which study pairwise relations. 

Grouping: This process whereby a list of pairs of records which belong to the 

same individual is converting into a linkage map.  

Hash: An irreversible data transformation with a fixed size output. The word can 

refer to both the output of the algorithm (a hash), as well as the process of 

generating the output (to hash).  

Homomorphic encryption: A method of encryption which allows simple 

mathematical operations to be applied to the encrypted values which, when 

decrypted, match the results of the same mathematical operations applied to the 

original unencrypted values.  

Linkage map: A list of each record along with its corresponding person 

identifier. The development of a linkage map is the immediate purpose of record 

linkage.  

Linkage quality: A measure of how many errors are found within a linkage. 

High linkage quality implies there are few errors. There are two types of errors 

possible for a linkage; false positives, where two records are designated to belong 

to the same person but do not, and false negatives, where two records are 

designated to belong to separate people, but do not.  

Linkage strategy: The set of parameters used for a particular linkage. 

Linkage unit: Organisation which conducts record linkage; typically 

independent from the data custodians and the researchers. 

Machine learning: A field of computer science that aims to give computers the 

ability to learn how to complete a task without being explicitly programmed to do 

so.  

Manual review: The process of determining whether records belong to the same 

individual by manually inspecting them, and making a decision using human 

intuition.  

Merge grouping: The most common method for grouping. All record pairs above 

a specified threshold are amalgamated, with all connected records classified as 

belonging to the same individual.  

M-probability: The probability that two records have the same value for a 

particular field, when the two records belong to the same person - used to 

determine agreement and disagreement weights in probabilistic linkage.  

One to one linkage: A form of linkage between two datasets where each dataset 

has at most one record per person.  
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Parameter settings: Each method for linkage requires a number of parameters 

to be set, which will determine the results of the linkage.  

Personal identifiers: The attributes of an individual commonly recorded in 

administrative data which can be used to identify them. The most common would 

be full name, sex, date of birth and address information.  

Phonetic encoding: A method of encoding individual fields which seeks to 

ensure words which sound the same but have different spellings have the same 

representation. 

Precision: A measure of quality, defined as the number of true positives divided 

by the sum of true positives and false positives. Precision provides a measures of 

the proportion of false positives.  

Privacy preserving record linkage: Record linkage carried out on encrypted 

or encoded personal identifiers; in this process, the linkage unit has no access to 

full personal identifiers, only some form of encoded information. 

Probabilistic linkage: A method of linkage which uses conditional probabilities 

to determine the likelihood of two records belong to the same individual based on 

the record attributes. Based around a formal statistical model, this method of 

linkage is the most common.   

Recall: A measure of quality, defined as the number of true positives divided by 

the number of true matches (i.e. the sum of true positives and false negatives). 

Recall provides a measure of the proportion of false negatives.  

Record linkage: Record linkage is the process of joining together administrative 

datasets to determine which records within and between datasets belong to the 

same individual. 

Record-pairs: Pairs of records; the output of matching, record-pairs are two 

records thought to belong to the same person.  

Repository (linkage map): An overarching linkage map which is updated over 

time. As different researchers often wish to use the same linked datasets for their 

own research, linkage units often adopt a repository model, where new data is 

linked into a maintained repository of links; Information is extracted from this 

overarching linkage map for individual researcher projects as required.  

Separation principle: A method for improving privacy by restricting the type 

of data received by each organisation involved in linkage. The linkage unit 

receives the personally identifying information, but not the content data, while 

the researcher receives only the content data, and not the personally identifying 

information. Under the separation principle, only the data custodian has access 

to both personal identifying information, and clinical content data. 

Statistical Linkage Key (SLK): A ‘key’ created by amalgamating specific 

letters from a person’s first and last names along with their sex and date of birth 

into a single field. This field is taken to be unique; all records with the same SLK 

are identified as belonging to the same individual.  
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String similarity/string comparison techniques: Methods to allow 

approximate comparison of two fields. Instead of two fields being designated a 

match if they completely agree, and not a match otherwise, some intermediate 

level is allowed. This is useful to handle spelling mistakes, for instance. A ‘string’ 

here is a computer science term for an alphabetic field.  

Supervised (machine learning): Machine learning methods which require a 

set of training data. The machine learning data must first teach itself how to solve 

the problem on the training data, before it can be applied to new data.  

Synthetic data: ‘Made up’ data, generated to allow testing and evaluation. 

Synthetic administrative data can be created with the answers regarding which 

record belongs to the same individual.  

Threshold: A parameter in probabilistic record linkage, record-pairs are 

designated a match if their overall score is greater than a threshold.  

Training data (machine learning): Data to be used in training a supervised 

machine learning method. This data must be as similar as possible to the data 

from the underlying problem the machine learning method is to tackle; however 

the training data must also contain the ‘answers’.  

Transitive closure: see merge grouping   

Unsupervised (machine learning): Machine learning methods which do not 

require any training data.  

U-probability: The probability that two records have the same value for a 

particular field, when the two records do not belong to the same person - used to 

determine agreement and disagreement weights in probabilistic linkage.  
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Aims and structure of this thesis 
 

There are two overarching aims of this thesis. 

 

Aim 1: Evaluate current practice and develop new methods to improve linkage 

quality 

Aim 2: Develop and evaluate practical methods for privacy preserving record 

linkage.  

 

Before tackling the above aims, the opening chapters of this thesis seek to 

establish the necessary background in this area. Chapter 1 outlines the history 

and development of record linkage processes, and provides supporting 

publications which address the development of record linkage in Australia and 

the shift towards ongoing linkage. Chapter 2 discusses the uses of record linkage, 

with supporting publications as examples. Chapter 3 presents a detailed review 

of the literature on record linkage methodology and helps to contextualise the 

material presented in Chapter 4 and 5. It aims to identify trends throughout the 

whole literature and provide suggestions for future work.  

Chapters 4 and 5 contain the core of this thesis.  Chapter 4 addresses linkage 

quality; its importance, how to measure it, and how to improve it. This chapter 

includes three key publications, along with additional supporting publications. In 

Chapter 5, privacy is discussed and methods to improve privacy protection in 

record linkage are presented in a set of three key publications, along with a 

supporting publication. The conclusion, in Chapter 6, discusses the research in 

context; its strengths, limitations and implications.  
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1.1. A history of record linkage 

The use of administrative records to investigate aspects of disease has a long 

history, beginning with John Graunt’s work investigating causes of death from 

the City of London’s weekly Bills of Mortality  [17]. The appeal of merging existing 

administrative records of an individual together was recognised since the 19th 

century (see Gill [10]) , however it was the adoption of information technology in 

the mid-20th century, and the move away from paper records to computerised 

methods of information storage, that began to make record linkage feasible.  

Even the earliest papers on this new method of computerised record linkage note 

the technical challenges associated with the unreliability of identifying 

information; misspellings, swapped fields, missing data and incorrect data [18]. 

While humans can quickly judge whether two records are likely to belong to the 

same individual, concisely describing rules for all circumstances in algorithmic 

form was considered potentially infeasible [18]. Computers could dramatically 

speed up tasks such as sorting, vital for record linkage, but struggled with tasks 

intuitively handled by humans. Partly for this reason, manual clerical 

intervention remained a continuing part of record linkage practice [8, 19], despite 

its widely recognised cost [20, 21]. While computers make tasks such as record 

linkage feasible, the number of computations can quickly overwhelm available 

hardware, resulting in impractically long run-times. Despite the dramatic 

improvement in computer power over the last 60 years, issues of linkage quality 

and timeliness remain at the forefront of modern record linkage research [22].  

The techniques developed in these early years of record linkage have remained 

an important part of modern record linkage practice - the use of blocking 

techniques to reduce the comparison space, the use of phonetic encoding 

techniques to remove typographical errors caused by similar sounding words and 

the use of probabilities to determine the likelihood of a match. The methods 

developed in these early papers were shown to be practical and provide high 

quality results, and were specifically designed to be applicable to different 

datasets containing different identifying information [23]. The calculation of 

frequencies of particular fields, to create agreement and disagreement 

probabilities in order to determine the overall likelihood of two records agreeing, 

later mathematically formalised [24], has become known as probabilistic record 

linkage, and is still the key theoretical basis for most record linkage work. 
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Despite the development of a robust record linkage methodology, in practice this 

was not always used, with ad-hoc in-house techniques common throughout the 

1970s and 1980’s. The apparent simplicity of the record linkage problem (and thus 

the simplicity of developing ad-hoc methods), as well as the lack of general 

purpose software implementing the more theoretical probabilistic approach, may 

account for this development [10]. These ad-hoc techniques eventually became 

known as deterministic record linkage. Despite the lack of a formal framework, in 

some circumstances they have been shown to work as well as probabilistic 

methods [25].  

Early record linkage developments were concentrated in a few key locales. 

Canada was one of the earliest adopters of record linkage methods, with British 

Columbia linking together birth, marriage and death certificates for studies into 

radiation and genetic heritability [18]. The Oxford Record Linkage Study soon 

followed, utilising hospital inpatient information (including midwives records and 

stillbirth information) along with birth and death data [26] for a wide range of 

studies [27-29]. The US Bureau of Census was also involved in record linkage 

around this time, linking census and administrative records together to 

determine coverage, and releasing a record linkage software package in 1972 

(UniMatch, [30]). Record linkage of health datasets existed on a national scale in 

Scotland from the late 1970’s  [31]. A search of the literature reveals record 

linkage for health research occurring during the 1980’s in Iowa[32], California 

[33], Hawaii [34], Sweden [35], Finland [36] and Western Australia [37].  

Several of these localities developed more comprehensive systems that others. 

Major record linkage systems were developed in Canada [38], Western Australia 

[39], and Scotland [40]. Each of these contained a sizable number of 

administrative collections along with the large population base necessary for 

epidemiological analysis. The Scandinavian countries also became significant 

sites for linked research; however, these sites had little need to develop complex 

systems to deal with the uncertainty of personal identifiers, given their use of  

state-issued unique person numbers [4, 41].  

Around this time the ad-hoc linkages carried out by researchers to answer specific 

questions evolved into organisational structures known as linkage units. These 

linkage units were created to carry out linkages of large collections and store the 

results to be used by researchers who requested this information. The 
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development of linkage units increased accessibility of linked data, and resulted 

in the fostering of specialist expertise in record linkage (previously 

epidemiologists had conducted linkages themselves). The development of linkage 

units saw the development of continuous ‘linkage maps’, with information on the 

relationships between records maintained over time as each new year of 

administrative records, once collected, is linked into the system. This 

development added further technical complexity. These technical challenges are 

discussed in detail in Publication 1: Technical challenges of providing record 

linkage services for research [42]. 

The ethical and legal implications of combining information on individuals 

(generally without direct consent), essentially a form of state surveillance albeit 

for noble purpose, was recognised as a significant challenge to record linkage 

practice from the outset [43]. The jurisdictions where record linkage operations 

grew were those without fixed legislative barriers. Techniques to manage and 

reduce privacy risk were established and implemented [44]; the development  of 

these methods is an ongoing concern [13].   

The introduction of record linkage for health research dramatically increased the 

usefulness of administrative record collections and resulted in thousands of 

publications on every facet of human health. The impact of this research on health 

policy has been well-documented [2]. Record linkage is now recognised as an 

important tool in modern epidemiology, featuring in both textbooks [45-47] and 

as part of academic coursework [48-50].  

1.2. Record linkage in Australia 

As early as 1970 Australia was recognised as an area particularly suited to 

epidemiological research using administrative data, given the number of high 

quality collections [43]. However the federated nature of Australian data 

collections, along with legal and privacy issues, were also recognised as potential 

challenges.  

Early record linkage studies in Australia were conducted to answer specific 

research questions; examples include the investigation of industrial exposure to 

asbestos and lung disease, which involved linking employment records with 

cancer registries, hospital morbidity systems and death registries [51]; the 

linkage of criminal justice datasets for longitudinal research into offenders [52] 
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and the development of a linked database for analysing maternal and child 

health, using perinatal records, hospital admissions records and birth and death 

registry information among others [53]. In 1995, work began to link health data 

within Western Australia into a central repository to be used by future research 

projects. The Western Australia Data Linkage Branch (WA-DLB) [39] initially 

included records from birth, death, hospital, mental health, midwives and cancer 

registry collections over a 15 year period.  

The development of this database, along with a client services component 

providing a mechanism for access to this resource, has been a huge boon to health 

researchers. Since 1995, the WA-DLB has provided data for more than 700 

research projects, resulting in both an enormous number of publications, and 

changes to health policy and clinical practice [54]. The linkage system has also 

increased in size, containing over 88 million records with over 4 million 

individuals [55]. Over 400 data collections have been linked using the 

infrastructure [55].  

Building on from the success of the WA-DLB, the Centre for Health Record 

Linkage (CHeReL) was established in 2006 to conduct record linkage of NSW 

datasets [8]. By the end of 2015, the CHeReL linkage system contained over 94 

million records and 11 million individuals [56], and had completed over 120 

projects [57].  As with WA-DLB, these are records from state-based health 

datasets; many areas of health governed by the Commonwealth (such as primary 

care, and subsidised medicines) having rarely been made available for use in 

linked research.  

In 2009, Australian state and federal governments, along with universities and 

other research centres, invested significantly in record linkage infrastructure 

through the National Collaborative Research Infrastructure Strategy. This 

provided resources for the establishment of record linkage units in several 

jurisdictions (South Australia, Queensland, Victoria and Tasmania), as well as 

for a centre for national and cross-jurisdictional linkage. It also provided funding 

for the establishment of a remote access laboratory, providing researchers a 

secure, remote environment in which they can conduct their research [58]. These 

organisations, together with the previously established WA-DLB, CHeReL and 

several others, formed the Population Health Research Network (PHRN). The 
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creation of a cross-jurisdictional linkage capability (the ability to link together 

data from more than one state or territory) was a key component of the PHRN.  

 The establishment of this infrastructure for cross-jurisdictional research, along 

with the processes and methodology involved, are described further in Publication 

2: Data linkage infrastructure for cross-jurisdictional health-related research in 

Australia [59]. 

Cross-jurisdictional linkage has numerous benefits. It can provide a picture of the 

nation as a whole, rather than just individual states. It allows the combination of 

federal health datasets (such as primary care and prescribing information) with 

state based health information (such as hospital and emergency datasets). Health 

issues of common interest between states can be investigated (such as health 

service utilisation in towns which exist across state borders). The loss to follow 

up caused by interstate movement, or service provision across state borders is 

reduced. The larger population increases statistical power, which provides 

additional opportunities to investigate rare conditions or rare outcomes.  

The PHRN initiated several ‘proof of concept’ collaboration project to establish 

the feasibility of conducting cross-jurisdictional linkage to answer research 

questions of national importance. The first of these proof of concept projects 

linked over 44 million records from across four Australian states to form a 

national linkage map, the first of its kind in Australia. This proof of concept 

project is described further in Publication 3: Accuracy and completeness of patient 

pathways – the benefits of national data linkage in Australia [60].   

1.3. Opportunities and challenges 

The development of national linkage infrastructure within Australia presents 

enormous opportunities for linked research, and has the potential to position 

Australia as a leader in this area. Further developments in this space have 

occurred with the release of the Productivity Commission’s report Data 

Availability and Use [1] which shows a shift in policy focus from the top of 

government towards encouraging increased access to data for research. 

These developments are not without their challenges, however. The difficulties 

encountered in the early years of record linkage are essentially the same as those 

faced today. Despite dramatic advances in computing power, effort is still 

required to ensure linkage can be completed in a timely manner. An examination 
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of the current record linkage literature reveals that methods for blocking (a record 

linkage technique whose sole purpose is to speed up operations) continues to be a 

major research topic [22, 61-63]. Record linkage units continue to develop 

approaches to optimise their linkage strategy to account for the unreliability of 

identifying information (see [64-66]). Despite computing advances, manual 

clerical review still occupies a role in this practice (and remains an expensive and 

time-consuming process [8, 19]). Issues around privacy remain a major discussion 

point [67], and have, to some extent, limited the expansion of record linkage [68]. 

Techniques to reduce privacy risk are another major area of research [13]. 

This thesis seeks to develop and evaluate improvements in record linkage 

practice, particularly relating to the challenges of quality and privacy. Before 

these are discussed, further background is provided into the uses of linked data 

for research (Chapter 2), and the relevant literature in record linkage 

methodology is explored (Chapter 3).  
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Abstract

Background: Record linkage techniques are widely used to enable health researchers to gain event based
longitudinal information for entire populations. The task of record linkage is increasingly being undertaken by
specialised linkage units (SLUs). In addition to the complexity of undertaking probabilistic record linkage, these units
face additional technical challenges in providing record linkage ‘as a service’ for research. The extent of this
functionality, and approaches to solving these issues, has had little focus in the record linkage literature. Few, if any,
of the record linkage packages or systems currently used by SLUs include the full range of functions required.

Methods: This paper identifies and discusses some of the functions that are required or undertaken by SLUs in the
provision of record linkage services. These include managing routine, on-going linkage; storing and handling
changing data; handling different linkage scenarios; accommodating ever increasing datasets. Automated
linkage processes are one way of ensuring consistency of results and scalability of service.

Results: Alternative solutions to some of these challenges are presented. By maintaining a full history of links, and
storing pairwise information, many of the challenges around handling ‘open’ records, and providing automated
managed extractions are solved. A number of these solutions were implemented as part of the development of the
National Linkage System (NLS) by the Centre for Data Linkage (part of the Population Health Research Network) in
Australia.

Conclusions: The demand for, and complexity of, linkage services is growing. This presents as a challenge to SLUs as
they seek to service the varying needs of dozens of research projects annually. Linkage units need to be both flexible
and scalable to meet this demand. It is hoped the solutions presented here can help mitigate these difficulties.

Keywords: Medical record linkage, Automatic data processing, Medical informatics computing
Background
Record linkage is the process of bringing together data
relating to the same individual from within and between
different datasets. When a unique person based identifier
exists, this can be achieved by simply merging datasets on
the identifier. When this identifier does not exist, some
form of data matching or record linkage is required. Often,
statistical or probabilistic matching processes are applied
to records containing personally identifying information
such as name and address.
Record linkage techniques are widely used in public

health to enable researchers to gain event based longitudinal
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information for entire populations. In Australia, research
carried out using linked health data has led to numerous
health policy changes [1,2]. The success of linkage-based
research has led to the development of significant national
linkage infrastructure [3]. Comparable record linkage
infrastructure exists in few other countries (e.g. England
[4], Wales [5], Canada [6], Scotland [7]). The demand
for linkage services to support health research, as well
as for other forms of human and social research, is
increasing [8-10].
There are differing operational models for the provision

of record linkage services; however, some elements of the
current infrastructure are similar. For example, in Australia
and Wales, record linkage is conducted by trusted third
parties or specialised linkage units (SLUs). SLUs are usually
d. This is an Open Access article distributed under the terms of the Creative
ommons.org/licenses/by/2.0), which permits unrestricted use, distribution, and
iginal work is properly credited.
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located external to the data custodians and researchers.
This provides an element of separation, which enhances
privacy protection [11]. Using specific software, including
where appropriate privacy preserving record linkage
techniques [12], SLUs engage in high quality data
matching. Linkage results (keys) are either returned to the
data custodian or forwarded directly to the researcher
(depending on the model in use). Once de-identified
data has been merged using the linkage keys, analysis
of linked data can occur.
The record linkage processes used by SLUs can be quite

complex and involve many components e.g. data cleaning
and standardisation, deterministic and/or probabilistic
linkage, clerical review, etc. Many factors influence the
consistency and quality of linkage results [13].
Notwithstanding the complexity of record linkage,

SLUs face additional technical challenges in providing
linkage ‘as a service’ for research. The extent of this
functionality, and approaches to solving these issues, has
had little focus in record linkage literature. Few, if any,
of the record linkage packages or systems in use by SLUs
today include the full range of functions required of/by
these entities.
The purpose of this paper to identify and discuss some

of the technical issues associated with the provision of
record linkage services, and to propose solutions to
these problems. Of particular interest is the array of
challenges associated with on-going linkage (i.e. continuous
linkage of changing datasets over time). These issues have
not been previously addressed in the literature, and it is the
aim of this paper to do so.

Methods
The role of SLUs has become more prominent in the
research infrastructure landscape and the level and
complexity of demands placed on them for linkage
services has increased. While there are a variety of
techniques available to undertake record linkage such
as deterministic rules-based methods, sort and match
algorithms [14], and probabilistic techniques [15,16],
the tendency for most SLUs has been to implement a
probabilistic framework, owing to its robustness,
adaptability (particularly in relation to linkage of
large datasets – see, for example Clark and Hahn
[17]) and high-quality output [18,19]. Probabilistic
methods involve sophisticated blocking techniques
(to streamline comparisons) and the application of
matching methods that incorporate both deterministic
and probabilistic comparisons [20-22]. In recent times,
there has been extensive work on extending probabilistic
approaches and improving efficiency using advances
in technology [23,24]. However, beyond the complexity
of the linkage process per se, there are other technical
challenges that present to SLUs. These include the
33
general management of data, handling different linkage
scenarios, the management of routine, on-going linkage
(and the complexity of storing and handling changing
data), the need for automation and the ever present
need to accommodate larger sized datasets. In this section
we discuss each of these emerging problems.

General management of data
As the number of linkage projects increase, SLUs need
robust, efficient methods of managing all forms of data.
These include: incoming data from custodians (which
need to be maintained in a secure environment, owing
to identifying data items and which need to be cleaned
and standardised [25] before being used in record linkage);
outgoing data (i.e. the linkage keys that are subsequently
delivered to others); detailed information about record
linkage processes themselves and key decision factors
(i.e. linkage strategies, weights, threshold settings, clerical
review decisions); linkage results (matched pairs and group
membership); and any other value-added information
(e.g. geocoding information for addresses).
To ensure robust and reliable linkage operations, the

SLUs require close integration between the record linkage
software and enterprise level databases. This will help the
management of the information resources as the
volume of linked data increases.

Handling different linkage scenarios
The linkage requirements of research projects vary. Some
research projects require a ‘simple’ once-off linkage of one
or more existing datasets, while others require more
intricate linkage of datasets (e.g. genealogical linkage).
SLUs need the ability to handle various linkage scenarios
including both project based (create and destroy) and
ongoing linkage research projects.
‘Project based linkage’ is arguably the simplest scenario.

This is where one or more datasets are required to be
linked together for a single research project. These datasets
are to be linked to each other, with the links only to be
used for a specified research project. Based on the data
agreements for the project; the datasets, and the links,
often require to be deleted/destroyed after the project has
completed.
On-going linkage. As systems, processes and relation-

ships mature, SLUs typically move from a ‘project’ based
approach, where data is linked for each specific research
project and then the links are discarded when no longer
required, to an on-going approach, where a central core
of links is created and maintained over time and re-used
for multiple research projects. As new records are added
to the system, the links are updated. This approach
dramatically reduces effort and improves linkage quality,
as the same data are not required to be re-linked over and
over with the impact of quality intervention and clerical
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review is not lost [26]; however, this introduces additional
challenges in terms of the volume, speed and quality of
matches and the management of associated linkage keys
over time is itself complex.
Despite the vast array of record linkage software

packages available, most focus on linking files on a
‘project’ basis, that is, linking a single file to itself
(internal linkage) or linking two files to each other at
a single instance in time. Currently there are a range
of desktop applications that perform this function and
although these are usually easy to implement and use, they
can struggle to handle medium (>1 million) and large
scale (>10 million) linkages [27]. Few, if any, commercial
packages exist which have the capacity and functionality
to undertake on-going record linkage. As a consequence,
these complexities have been resolved in ad hoc ways by
individual linkage units.
Alternative approaches to on-going incremental linkage

have been developed in recent years, including those
outlined by Kendrick [21,28] in his description of
Best-link matching. Kendrick’s paper expands on the
principles outlined by Newcombe [29,30] which describes
the factors which could have an effect on the linkage
quality, including the likelihood that a record in one
file is represented in the matching file.
Other linkage scenarios. There are occasional scenarios

where on-going linkage may not be possible, or the
most appropriate solution. A SLU needs to understand
requirements in both the long and short term, and how it
can accommodate both ‘project based’ and ‘on-going’
linkage requests, if at all.
Another linkage scenario often dealt with by SLUs is

‘bring your own’ linkage. This is where a researcher who
has collected information on a study cohort wishes to
link this data to another dataset which may or may
not already exist in the linkage system. While this
researcher’s data should link to the required dataset(s),
there is no requirement that it should form part of
the on-going system.

Challenges associated with on-going linkage
There are several considerations that need to be addressed
before implementing an on-going linkage system;
these issues typically do not appear in simpler, project
based linkage operations. These differences are subtle
and are mainly a result of the intricacies of managing
data over time. Each of the approaches has their
strengths and weaknesses and their applicability or
suitability will depend on project requirements.
On-going linkage refers to the process of undertaking

routine, continuous linkage of (changing) datasets over
time. In on-going linkage, previously created links are
retained by the system, and added to on the arrival of new
records from the same datasets. New records entering the
34
system needed to link to other new records (i.e. internally
linked) as well as to existing records that are currently in
the system (see Figure 1).
On-going linkage and the management of ‘open’ records
In project based record linkage, a linkage unit is typically
supplied with a series of complete or ‘closed’ datasets
which are required for a research project. These are then
linked at a single point in time and the results given to
the researcher. In on-going linkage, the necessary datasets
are provided to units on a routine and, often, incremental
basis. For example, a dataset may be supplied on a monthly
basis. This dataset would contain new records for that
month, as well as records that were updated during that
month. Record received in one month may be amended,
or completely removed from the dataset in the next month.
An approach to handling new, amended and deleted
records is required for on-going linkage.
In order to ensure the integrity of the linkage map and

to avoid a re-link of all records, the linkage system
should have the ability to detect and handle records
which have been amended. This includes records which
have had their personal identifying information changed
(as these field values may influence matching decisions
in earlier iterations of record linkage).
Similarly, the linkage system should have the ability to

remove a record from the map. Ideally, this should occur
in a way that removes any associations that may have been
created by the existence of this record in the system.
Maintaining a linkage map
On-going linkage systems require the maintenance of a
central linkage map (a list of each record and the group
they belong to). As linkage processes are continuous, the
map needs to reflect results as they occur over time and
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for all records in the system, including those that are
added or updated on an incremental basis.

Accessing linkage map history
Maintaining a linkage map and its history has utility for
researchers, as well as for SLUs. Once researchers
receive their data, they may have queries relating to
how specific records were linked together. The
linkage map is constantly being updated as new records
arrive, and as the linkage map may no longer contain
these records/links, it may be unclear how these
records were brought together. The same problem can
occur when a researcher requests a second extraction of
their data, (for instance, to receive additional records or
content variables). When they receive their second
extraction data, they find that the linkage map has
changed (as new records have been added or quality
fixes have been made) making it difficult to reconcile
individual patient histories. For on-going linkage systems,
a linkage unit must understand how it will accommodate
project requests over time.

Linkage automation
The main goal of adopting on-going linkage is to reduce
the amount of time and effort required in conducting a
large amount of project linkages, which are routinely
re-linking the same data. Taking steps to automate parts of
the linkage process fits in naturally with the aim of reducing
operator time and effort and increasing scalability.
As on-going linkage systems typically contain a central

linkage map which is used in every current and future
linkage, the cost of an operator mistake can be very
high. Systematic automation and reporting can be useful
to ensure and control the quality of linkages over time.

Results
A SLU may employ one of a number of models to en-
sure that linkage is carried out efficiently and securely
while satisfying the linkage needs of the research. Some
approaches to automation, linkage scenarios and the cre-
ation, management and use of a linkage map are pre-
sented below.

Linkage automation
Linkage processes are made up of several discrete steps
(as shown in Figure 2), any number of which could be
File
Verification

Data
Cleaning

Linkage P

Figure 2 Steps in the linkage process.
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automated. At one end of the spectrum, the grouping
process could be automated, with all other processes
handled by operators. Upon verifying a file is correct,
the operators clean the data and then link the file. When
they are satisfied with linkage results, the linkage output
is grouped into the linkage map.
Any system containing automation will require a

process to ensure tasks are performed in an orderly
manner. Looking at the sequence described in Figure 2,
for example, a system could be implemented which
examined a file to verify it contains the information
it was expecting, before cleaning it in a predetermined
way, and then linking the file in some predetermined
or configurable way. The linkage results could then
be added to the linkage map. A fully automated
version of such a system would help fulfil the ‘linkage
as a service’ model for some SLUs. Linkage services
could be further extended so that data providers
could connect to a portal to transmit a dataset, which
is then automatically linked, with results automatically
returned.
There are advantages and disadvantages to automated

models of linkage service delivery. Using a fixed approach
to cleaning and linking datasets ensures integrity and
transparency, and where operators are routinely applying
fixed approaches, these could also be added to automated
processes. On the other hand, depending on the qual-
ity of the data, bespoke approaches to working with
individual datasets may improve linkage quality over a
one-size-fits-all approach.

Linkage scenarios
Several options exist for handling the different likely
linkage scenario requirements. One simple option is to
use different linkage systems for different types of linkage
scenarios. A SLU may choose to use one set of processes
for project-based projects (only), while using an entirely
different set of processes/tools for core, on-going linkage.
The processes for project linkage may even include
manual components.
A more complicated option is to design a single system

for all linkage projects but which accommodates differing
linkage scenarios for each specific project. Under this
option, a linkage project may be configured to be on-going.
The associated linkage map would also be ‘on-going’. A
linkage project may also be designated to be a hybrid of
Linkage Grouping

rocessing
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projects and on-going linkage, that is, a linkage in which
new project datasets are linked to records drawn from an
existing, on-going datasets. Linkage results from these
project, may, or may not, be added to the on-going linkage
map, depending on the requirements of the research
project and the likely quality of results.
The most appropriate option will depend, in part, on

the number of different linkage scenarios facing SLUs. If
requests for separate linkages and linkages to researcher
datasets are common, then the first (simpler) option will
require a large amount of operator time and resources,
defeating the purpose of moving to on-going linkage, while
the second may require a large amount of computational
resources which may not be feasible.

On-going Linkage
There are several possible methods for conducting
on-going linkage and the linkage output will be influenced
by a number of factors. One factor is the overlap of people
between the files being matched i.e. how many new
records have true matches in the existing linked file.
Another influence is the size of the existing file, the larger
the number of records involved in a probabilistic linkage
the greater the likelihood that information will agree ‘by
chance’ across records being compared.
These factors have an influence on the number of

records brought together for linkage, the matching
strategy and in the post-linkage processes that convert
pairs of matched records into groups of records that are
stored in a linkage map.
The relationship within and between files and the level

of confidence in existing links/relationships are important
considerations in the design and optimisation of linkage
strategies.
For example, one approach is to link all records in the

incoming dataset to all other records in the system. This
method allows pairs to be created describing the
relationships between all records in the system. With
this approach, there are no expectations or assumptions
made about how records match against each other or
how they group together to become ‘sets’ of records
that belong to the same individual. In terms of linkage
strategy, this scenario represents a relatively unconstrained
many-to-many linkage. If, however, the linkage task
involves linking records to an authoritative record
type (i.e. where only one high-quality record per person is
known and maintained), then a one-to-one or many-
to-one linkage may be more appropriate and there is
opportunity to adapt matching strategies to leverage
this knowledge [29,30].
A related issue is whether or not to allow merging of

groups in the linkage map. A linkage method known as
‘best-link matching’ [21] makes use of a population spine,
which is a set of records already in the system that covers
36
most of the population, and has been linked to a high
standard. In this method, incoming records are unable to
join together two groups already existing in the system–
instead the ‘best link’ is chosen, and the incoming record
is added to this group (Figure 3, Option 1).
This method uses underlying knowledge of the quality

of the population spine to make decisions about future
linkage results. Most SLUs accept that a small percentage
of matches will be incorrect. In the situation where
one of these matches merges two groups, the error is
compounded and all records within these two groups
are now incorrectly linked togethera.
An alternate approach is to allow the merging of groups

to occur. This method does not rely on the existence
of a high quality reference dataset (spine). For this
reason this method may be useful in a much greater
range of circumstances.
There is an additional advantage to choosing strategies

which allow merging of groups and which use all records
in linkage. The advantage of this approach (and this
approach only), is that the order of the incoming records
does not affect system groupings. It is intuitive that this
should be the case, as in practice the order of received re-
cords is typically highly dependent on contractual arrange-
ments and other arbitrary preparations, which should not
have an effect on the groups made by the system.
Managing and accessing a changing linkage map
In on-going linkage, the linkage map is constantly
changing and there may be requests from researchers to
access results from previous linkages. There are several
ways in which a SLUs can manage changing linkage
maps and accommodate requests for past information.
One solution is to take snapshots of the linkage system
at the point of extraction for all research projects. This
allows researchers access to the data and linkage map at
the time of extraction and will solve the majority of the
researchers queries, although the system would not be
able to determine exactly why things have changed.
While multiple snapshots of the system would take up a
large amount of space, these do not necessarily need to
be stored on on-going infrastructure, and could be
moved elsewhere until required.
An alternative solution is to have a linkage map which

stores the full history of groups, recording details of
when additional records entered or left specific groups.
This allows full understanding of how groups of records
came together, as well as giving the ability to ‘roll-back’
to a point in time when an extraction for a researcher
occurred (see Figure 4). Storing the full history of groups
will likely take up more space in the linkage map; however,
it provides greater flexibility in the extraction process and
changes to groups are fully documented.
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Figure 3 Methods for on-going linkage.
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Managing deleted, amended and ‘open’ records
Deleted records
One option for managing deleted records is simply to
remove them from the groups they are currently part of.
37
The danger with this method is that the deleted record may
have erroneously brought together two groups of records,
which may now stay together indefinitely. A better
approach is to unwind these groups by utilising the



1/01/2012 1/08/2012

1/02/2012 1/03/2012 1/04/2012 1/05/2012 1/06/2012 1/07/2012

c

a

ba d

a

b

a

b d

a

b

Record a
is added
to the
system

Records b and
c are added to

the system,
which link

with record a

Record c is
deleted
from the
system

Record d is
added to the

system, which
links with
record b

Group is
manually

reviewed, d is
split from

records a and b

Figure 4 The full history of stored groups including the reasons for changes.

Boyd et al. BMC Medical Informatics and Decision Making 2014, 14:23 Page 7 of 9
http://www.biomedcentral.com/1472-6947/14/23
matching pair information used in creating these groups
to discover how these groups would have looked had
this deleted record not entered the system (Figure 5).
Amended records
There are several options available to manage amended
records. One option is simply to amend the details stored
in the database, without changing the system groupings.
However these amended details may mean this record
d
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Group 1

Record ‘d’ is

f

e

c

a

b

Group 2 Group 3

Using Pair Information

Deleting Re

Figure 5 Methods for deleting records.
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should belong to a different group, and that these links
are actually in error.
An alternative option is to treat the amended rec-

ord as a new record. In order to ensure the integrity
of the linkage map, one must also identify and re-link
any records that previously match to the record. This
will ensure the new version is linked to the appropriate
records.
By using pair information during deletion, and re-

linking amended records, we can ensure the linkage map
d
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looks the same as if the deleted records and previous
version of the amended records had never entered the
system.
‘Open’ records
Linkage systems that can handle deleted and amended
records are better placed to accommodate the linkage of
‘open’ records. ‘Open’ records are those records where
creation and end times vary and where the content of
data may change between those dates. Many data pro-
viders only work with ‘closed’ records, which they can
guarantee will not change. This process involves exten-
sive validation and cleaning of the data before the file
can be closed. This process is time consuming but en-
sures no changes to the linkage map once the file has
been added. Some collection systems have ‘open’ records
which can be amended over time. The advantage of
‘open’ files is that they can be updated to reflect amend-
ments to records or deletions.
Discussion
SLUs must service a range of record linkage needs from
the research community. They must be able to deal with a
range of linkage scenarios, from (simple) project linkage
based approaches to complex on-going linkage. On-going
linkage requires consideration of a number of additional
time-sensitive issues which do not affect project based
linkages. Despite the complexity, the advantages of moving
to a more automated, efficient and sustainable way of
conducting linkage far outweigh the intricacies of doing
so. Table 1 summarises these key operational features of a
linkage system and options available.
Several themes run throughout the issues presented in

this paper. One is the trade-off between automation and
Table 1 Summary of issues and options for on-going linkage

Operational feature Options

On-going linkage - Link to m

- Best-link

Linkage automation - Spectrum

Links stored - No histo

- Snapsho

- Full histo

Handling different linkage scenarios - Only on

- Manual

- Access t

- Build sys

Amended and deleted records - No hand

- Amende

- Deleted
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bespoke approaches. Bespoke approaches will always be
more flexible, but will always suffer from issues of transpar-
ency, maintainability and replicability. A second theme is
the focus on issues and processes that complement
and support the specialised activities of record linkage
units. As presented in this paper, there are a number of key
technical issues which must be understood and overcome
in order for SLUs to deliver efficient record linkage
‘services’ for researchers.
There are several areas of further research required.

To our knowledge, none of the options presented in this
paper have been empirically compared against each other.
However the employment of one option over another
depends (typically) on assumptions about linkage quality,
a measurable trait. If empirical research investigated the
effect on linkage quality of several of these options over
time given different datasets and other parameters, linkage
units would be better equipped to decide on the most
appropriate option for their systems.
A second area of research is related to the benefit of

bespoke processes over automated processes. While it is
assumed that automatic processes will likely produce
lower quality results, the actual degradation in quality is
not known. Research which tests and quantifies these ef-
fects is warranted. Until we know the true effect that
automation has on linkage quality (if any), linkage units
cannot make an informed decision about the benefit of
this move.

Conclusion
The process of conducting numerous linkages on a large
scale is both complex and resource intensive. Linkage sys-
tems need to be both flexible and scalable to meet the future
demands of enterprise-level record linkage. It is hoped the
solutions presented here help reduce these difficulties.
ost recent record in group vs. link to all records

matching vs. merging groups

from fully automated to only the grouping process automated

ry stored

ts stored

ry stored within linkage map

-going linkage

processes for project based linkage

o on-going linkage system used for project based linkage

tem which can handle multiple scenarios

ling of amended and deleted records

d records: Changing personal identifiers only vs deleting and re-linking

records: Simple removal, or using pair information to reconstitute groups
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Endnote
aIn this method false negatives found in the originating

dataset used for the population spine will never be
brought together no matter what additional information is
found in other datasets. Additional records can provide
new information which makes it clear that two records
previously existing within the system actually belong to
the same person. In these situations, ‘best-link matching’
will not be able to use this information to improve quality.
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Data linkage infrastructure for cross-jurisdictional
health-related research in Australia
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Abstract

Background: The Centre for Data Linkage (CDL) has been established to enable national and cross-jurisdictional
health-related research in Australia. It has been funded through the Population Health Research Network (PHRN), a
national initiative established under the National Collaborative Research Infrastructure Strategy (NCRIS). This paper
describes the development of the processes and methodology required to create cross-jurisdictional research
infrastructure and enable aggregation of State and Territory linkages into a single linkage “map”.

Methods: The CDL has implemented a linkage model which incorporates best practice in data linkage and adheres
to data integration principles set down by the Australian Government. Working closely with data custodians and
State-based data linkage facilities, the CDL has designed and implemented a linkage system to enable research at
national or cross-jurisdictional level. A secure operational environment has also been established with strong
governance arrangements to maximise privacy and the confidentiality of data.

Results: The development and implementation of a cross-jurisdictional linkage model overcomes a number of
challenges associated with the federated nature of health data collections in Australia. The infrastructure expands
Australia’s data linkage capability and provides opportunities for population-level research. The CDL linkage model,
infrastructure architecture and governance arrangements are presented. The quality and capability of the new
infrastructure is demonstrated through the conduct of data linkage for the first PHRN Proof of Concept
Collaboration project, where more than 25 million records were successfully linked to a very high quality.

Conclusions: This infrastructure provides researchers and policy-makers with the ability to undertake linkage-based
research that extends across jurisdictional boundaries. It represents an advance in Australia’s national data linkage
capabilities and sets the scene for stronger government-research collaboration.

Keywords: Data linkage, Infrastructure, Population, Health, Research
Background
Benefits of data linkage to research, policy making and
service delivery
Administrative datasets constitute a significant informa-
tion resource for government and are used to manage,
monitor, assess and review a range of service areas. They
are also used in research to provide insight into signifi-
cant health issues, to support health policy development
and improve clinical practice and service delivery. Add-
itional value can be obtained from these administrative
collections through data linkage. This process allows
data from different sources, including disease registers
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and clinical datasets, to be brought together to provide
richer information. The benefits of linked data include
reduced data collection costs and more detailed and
extensive analysis [1-6].
Data linkage infrastructure developments
Despite recognition of the value of data linkage by govern-
ment and the research community, dedicated infrastruc-
ture to sustain and support data linkage activity is limited.
Data linkage “systems” or “facilities” exist in only a handful
of countries including Canada [7], England (Oxford) [8],
Scotland [9], Australia [10] and most recently in Wales
through the development of the SAIL system [11]. These
production-level systems undertake linkage on a routine
d. This is an Open Access article distributed under the terms of the Creative
ommons.org/licenses/by/2.0), which permits unrestricted use, distribution, and
iginal work is properly cited.
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basis, servicing the statistical and research needs of both
government and University researchers.
In Australia, purpose-built data linkage infrastructure

was first established in 1995 in Western Australia. The
Western Australia Data Linkage System (WADLS)
emerged from a collaboration between the University of
Western Australia’s School of Population Health and the
Western Australia (WA) Department of Health. WADLS
comprises a complex probabilistic data matching system
to create, store, update and retrieve links between over
40 population-based administrative and research health
data collections in WA [12]. Following the success of
the WADLS and in recognition of the power of the
resulting linked research data, the Centre for Health
Record Linkage (CHeReL) was established in 2006 in
New South Wales (NSW) to undertake data linkage for
NSW and the Australian Capital Territory [13]. Hosted
by the NSW Cancer Institute, CHeReL is a joint venture
between eight institutions. It has developed quickly to
incorporate the routine linkage of a number of strategic,
core datasets.

PHRN initiative
Further investment in Australia’s data linkage capability
occurred in 2006 when the Australian government allo-
cated $20 million to further develop data linkage infra-
structure under the National Collaborative Research
Infrastructure Strategy (NCRIS). State and Territory gov-
ernments and academic partners invested a further $32
million to support the capability. The initiative, known as
the Population Health Research Network (PHRN),
included the establishment of data linkage units in all
other Australian States, the formation of the Centre for
Data Linkage (CDL) for national or cross-jurisdictional
linkage, the development of a secure remote access
laboratory for researchers, and a data delivery system for
the secure electronic transfer of data between PHRN par-
ticipants and relevant stakeholders. The purpose of the
PHRN is to “provide researchers in Australia with the cap-
ability to link de-identified data from a diverse and rich
range of health datasets, across jurisdictions and sectors,
to carry out nationally and internationally significant
population-level research, to improve health and wellbeing
and enhance the effectiveness and efficiency of health
services” [14].
A core component of the PHRN infrastructure has been

the development of national or “cross-jurisdictional” link-
age capability i.e. the ability to link data from more than
one State or Territory. Given the federated nature of
health care service delivery in Australia (i.e. some services
are delivered and administered at State level, while others
are delivered and administered at a national or “Common-
wealth” level), cross-jurisdictional linkage is an essential
component of national infrastructure. Without cross-
43
jurisdictional data linkage capabilities, research aimed at
national level or targeting issues of common interest (e.g.
health service use along border areas) cannot be under-
taken. The remainder of this paper describes the develop-
ment of the processes and data linkage methodology
required to create a cross-jurisdictional research infra-
structure and the aggregation of State and Territory
linkages into a single system.
Methods
Under the PHRN initiative, the CDL was tasked with
“establishing a secure and efficient data linkage system
to facilitate linkage between jurisdictional datasets, and
between these datasets and research datasets using
demographic data” [14]. To fulfil this function, the CDL
engaged in the:

i) Development of a cross-jurisdictional operational
model

ii) Specification and implementation of a secure IT
environment including linkage software; and

iii) Development and adoption of strong governance
arrangements
CDL operational model development
The operations and infrastructure in the CDL build on
the models created in both WADLS and CHeReL. The
Cross-Jurisdictional Operational Model was developed in
wide and open consultation with PHRN members and
related stakeholders [15]. The Model incorporates a sepa-
rated and layered linkage approach where State/Territory
linkages are conducted by individual State-based or “juris-
dictional” linkage units, while cross-jurisdictional or “na-
tional” linkages are conducted by the CDL (see Figure 1).
This layered model maximises the skills and experi-

ence in data linkage across Australia and builds on the
success of well established data linkage units in WA and
NSW/ACT. It involves a multi-tier operating structure
with standardised governance arrangements which are
responsive to researchers needs. The state/territory data
linkage units have had a major influenced on the devel-
opment of the model and the CDL has benefited from
working with state/territory data linkage units to under-
stand the data, the technologies and researcher needs.
The layered model also allows efficient control over
aspects such as skill development, resource utilisation,
operational efficiency and the application of standards
across data linkage units.
A best practice ‘separation’ principle operates in the

Model at both State (or “jurisdictional”) and CDL levels
[16]. Under this principle, the process of data linkage
(and the data items used in linkage activity) is kept sep-
arate from the processes that extract and deliver content
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or clinical data for researchers. Data flows for cross-
jurisdictional linkage comprise three distinct phases:

� Flow of data for linkage
� Provision of project specific linkage keys
� Extraction of research data

Phase One of the data flow model is about the linkage
process. The data used for linkage involves only a lim-
ited set of variables, typically demographic data (e.g.
name, date of birth, address, date of event). This infor-
mation is used for linkage purposes only. A Data Custo-
dian provides demographic data and related record
identifiers to the Jurisdictional Data Linkage Unit. The
Jurisdictional Linkage Unit uses this data to undertake
state-based linkages for state-based research projects.
For cross-jurisdictional projects, the local Linkage Unit
provides the demographic data and encrypted record
identifiers to the CDL. The CDL uses this information
to link data across multiple jurisdictions.
An important element of the Cross-Jurisdictional

Model is the creation and maintenance of a National
44
Linkage Map [17]. Following the linkage process, the
CDL assigns the same reference key – a National Link-
age Key (NLK) - to each record that is considered to be-
long to the same person. The reference between the
Unique Record Identifier (RecIDs) of each record and
the NLK creates the national linkage map (i.e. a direct
list showing the national linkage key corresponding to
each unique record identifier). Allocation of the NLKs
allows the system to group records within the National
Linkage Map to show which sets of entries are consid-
ered to refer to the same person.
Each NLK only has value within the context of the Na-

tional Linkage Map, which associates them with pointers
to health records. The Unique Record Identifiers con-
tained in the Map are encrypted and each is used as a
pointer to the information held by data providers. It is
important to note that the National Linkage Map does
not contain any demographic or content variables.
When extracted, information from the National Linkage
Map are masked and then encrypted before being sup-
plied to Data Custodians for approved research projects.
Phase Two of the process is the provision of project-
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specific linkage keys which enables research datasets to
be extracted and merged anonymously by researchers.
For each cross-jurisdictional project, the CDL returns to
the local Jurisdictional Linkage Unit a file with the rec-
ord identifiers and project-specific linkage keys. Each
project is issued with a unique set of project-specific
linkage keys. The local Linkage Unit passes the project-
specific key and record identifiers to the Data Custodian
who then proceeds to the final phase of the process
(data extraction).
Phase Three, extraction of research data for

approved projects, takes place only after Phase One and
Phase Two have been completed. For each cross-
jurisdictional research project, content data is extracted
by the Data Custodian. It consists of project-specific
linkage keys and only those variables which the re-
searcher has been authorized to access. The dataset does
not contain any identifying data items (e.g. name). The
linkage keys in the dataset are project-specific so that
researchers cannot collude and bring together data from
different projects. Once the researcher is provided with
data from all relevant Data Custodians, records can be
merged using the project-specific linkage key and then
used in analyses.
As Figure 2 shows, the Data Custodian is an integral

part of all steps of the process and directly controls ac-
cess to their data. This Model does not involve a central
data repository which means that custodians only release
data on a project by project basis. The CDL does not
hold clinical or content data, but links the demographic
data that has been separated from the remainder of each
Figure 2 Cross-jurisdictional data flows.
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dataset to create ‘linkage keys’. Clinical or service infor-
mation is not needed by the CDL and is not provided to
it and the researcher receives only that part of the rec-
ord that they have approval to see (without any demo-
graphic or identifying information).
With the model separating the linkage and research

data and functions, access to reliable metadata during
the linkage and analytical part of each cross jurisdic-
tional research project is important. In Australia the
METEoR system is one such metadata repository that
provides a single-source dataset of definitions (including
those administrative in nature) at a national level. This
will be a useful resource to align the definitions across
jurisdictional datasets.

Secure IT environment
To implement the Operational Model, the IT infrastruc-
ture arrangements for CDL had to provide a secure con-
trolled environment for working with name-identified
data. Understanding the sensitive nature of identifying
information assets, the CDL designed its operations to ac-
commodate datasets from State and Commonwealth orga-
nisations whilst applying the highest level of security. As
well as ensuring that identifying demographic information
was handled separately from any content or clinical data
as part of its data flows, the CDL established a secure IT
infrastructure to protect these information assets through-
out the process.
A secure stand-alone network (the CDL stand-alone

network) was designed in consultation with the PHRN to
enable the storage and processing of demographic data
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received from the jurisdictional linkage units, researchers
and other sources. The Australian Department of Defence
publication ACSI 33 Australian Government ICT Security
Manual (ISM) was used as a guideline for identifying risks
and controls when considering requirements and deter-
mining CDL security measures. The ISO/IEC 17799:2005
Information Technology – Security Techniques – Code of
Practice for Information Security Management was also
consulted in developing the CDL IT solution and security
plan. As Figure 3 demonstrates, the CDL stand-alone net-
work is physically separate from all other networks. The
environment was later subjected to an independent, exter-
nal security audit.

Independent audit
The objectives of the independent audit were to review
the CDL secure IT environment, and identify and de-
scribe the controls to ensure that they were being ap-
plied in compliance with the standards and processes
identified by the PHRN stakeholders. The audit included
a full review of the configuration, operations, and usage
of the CDL infrastructure.
Among other things, the audit report provided an as-

sessment of how the infrastructure was configured and
Internet

Protected
Printer Protected

Workstation
Test

Server

Computer
Cabinet

CDL Computer Room

CDL Standalone Network

Figure 3 CDL IT infrastructure configuration. * For Proof of Concept, co
of IT infrastructure was unchanged. Additional computing resources includ
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used relative to the standards identified by the PHRN
stakeholders and recommended changes to configur-
ation and usage.

Governance
A major challenge for all members of the PHRN has
been to ensure that the collection, use and disclosure of
personal information comply with applicable informa-
tion privacy legislation. Compliance with legal require-
ments relating to privacy is essential but it is only one
dimension of good governance. Equally important is the
development of a strong culture of understanding and
support for privacy goals and governance best practice.
Among the governance structures instituted by the

PHRN are a Management Council overseeing the imple-
mentation of the national data linkage program, with
sub-committees which provide advice and direction to
Management Council members. These sub-committees
include an Ethics, Privacy, and Consumer Engagement
Advisory Group, an Operations Committee (providing
technical advice) an Access Committee (providing advice
on access, accreditation and eligibility); a Data Transfer
Working Group and Proof of Concept Reference Group.
Additional governance features of the PHRN include a
University Network

File and Print
Services

Email
Services

Printer

Workstation

Workstation

Switch

CDL Area

mputing capabilities were enhanced; however, the basic configuration
ed two new servers and UPS.
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strict reporting regime; a Privacy framework; an Infor-
mation Governance framework; rigorous approvals pro-
cesses for each research project; binding agreements
related to data release, date confidentiality and security
and Network-wide policies and guidelines.

Software evaluation
A need to identify accurate, reliable, load-bearing (i.e. pro-
duction capability) record linkage software was recognised
in the very early stages of development. As a consequence,
the CDL embarked on an evaluation of ten data linkage
software packages to assess their suitability for inclusion
in a large scale automated production environment
[18,19]. The evaluation identified three potential candidate
packages. These products were shortlisted for further test-
ing during the Proof of Concept phase (POC; see below).

PHRN proof of concept linkages
The primary aim of the PHRN Proof of Concept projects
is to demonstrate the capability of the PHRN infrastruc-
ture to answer research questions of national import-
ance, by conducting inter-state linkages [14]. The first
PHRN Proof of Concept project examined in-hospital
mortality and investigated issues of hospital safety and
quality using inpatient and mortality information.
Initial data was provided to the CDL from NSW and

WA. This comprised more than 25 million hospital and
mortality records over a ten year period. Consistent with
the Cross-Jurisdictional Model, data flows and linkage
activity included the following:

� Transfer of hospital and mortality demographic
information and jurisdictional linkage keys from
custodians and linkage units in NSW and WA to
the CDL

� Linkage of this data to create a national map
� Creation of project-specific linkage keys based on

this map
� Transfer project-specific linkage keys back to the

jurisdictions
� Transfer of the necessary clinical data from the

jurisdictional custodians to the researcher

Results and discussion
The CDL Cross-Jurisdictional Model was endorsed by
the PHRN Management Council in 2010 [20]. A devel-
opment and implementation programme based on that
Model subsequently commenced (and is still on-going).
The development programme includes the design and
implementation of a large-scale automated production
linkage system in which a national linkage map can be
created and maintained over time as new datasets and
updates to datasets become available.
47
Strengths and weaknesses of the model
The Cross-Jurisdictional Model has a number of design
strengths. Firstly, it implements the best practice separ-
ation model [16] to protect the privacy of individuals.
Secondly, it adopts a “minimum data” principle in which
participants are provided only with the minimum
amount of information required to conduct their desig-
nated activity. Both of these elements are consistent with
Australian government principles for data integration
[21]. The Jurisdictional Linkage Units and encrypted ver-
sions of their jurisdictional linkage keys are integral to
the process. They ensure that high quality linkages at
both state and national level are maintained and that
resources are used efficiently. The independence of Jur-
isdictional Linkage Units is also maintained under this
Model, as is the proximal relationship between these
Units and local data custodians. Finally, the Cross-
Jurisdictional Model is designed to be extensible – data-
sets and/or linkage units can be added with minimum
impact on the overall system.
Although the Model has been designed to maximise

the protection of privacy, the additional data flows also
introduce some operational restrictions. The obvious
limitation is around the coordination of numerous
“separated” elements before different datasets can be
joined up. This process can be complex and requires
careful consideration to avoid bottlenecks in the system.
There are other limitations to the Model. For example,
there is no flexibility in operations – roles of participants
are defined from the start. Data flows are also likely to
be slow and highly dependent on the capabilities and re-
sourcing of Data Custodians. Processes may be difficult
to speed up or streamline. System auditing is also more
difficult under a “separated” Model, as it is difficult to
trace the history of linked analytical data without good
coordination and oversight.
This model was agreed to after extended consultation

with the rest of the network. A consultation paper was
presented to PHRN participants outlining proposed
models and asking for feedback regarding particular
options. The model was chosen based on a desire to find
consensus amongst participants. Alternative models
were proposed, including the CDL receiving data directly
from state Data Custodians. Receiving data from linkage
units allowed the CDL to leverage off the existing rela-
tionship between the data custodians and linkage units,
and to utilise the jurisdictional linkage keys for quality
assurance purposes.

Operational governance and IT
The CDL has established a development programme which
involves constructing effective matching methodologies
around the agreed operational model. In addition to devel-
oping and demonstrating technical linkage capabilities,
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governance arrangements at the CDL were further devel-
oped and refined. The CDL has developed specific gov-
ernance provisions around security and operations,
risk management and privacy (including Privacy Impact
Assessment). Ethics approval has been granted to operate
the CDL cross-jurisdictional data linkage infrastructure.
A secure IT environment was established to meet the

security standards developed as part of the PHRN Infor-
mation Governance Framework for cross-jurisdictional
data linkage. The environment was later subjected to an
independent, external security audit as part of the threat
and risk assessment process.
Overall the audit concluded that the CDL environment

and systems were being managed in an efficient and reli-
able manner. Although no major deficiencies were
observed, the report provided non-essential recommen-
dations. All recommendations were addressed success-
fully. The independent audit review process has been
included in the CDL Governance Plans which means
that other audits will be required in the future if there
are significant changes to the secure IT environment.

Software evaluation
The software evaluation was successful in identifying ap-
propriate software for production linkage. The software
evaluation also resulted in the development of a unique,
sharable methodology for data linkage software evalu-
ation. The methodology incorporates the use of syn-
thetic data and is both transparent and transportable
[22]. The knowledge and expertise developed through
the evaluation was shared with the wider PHRN to assist
their developments.

PHRN proof of concept linkages
The cross-jurisdictional data linkage capabilities of the
CDL have been demonstrated through involvement in
the PHRN Proof of Concept Collaboration projects.
Using its data linkage capabilities, the CDL linked both
NSW and WA data as new and compared these results
to those achieved by the WA Data Linkage Branch
(WADLB) and the NSW CHeReL. The jurisdictional
linkage keys supplied by the linkage units in NSW and
WA were purposely not used during the linkage process,
but were used solely to measure linkage quality once the
CDL had completed its linkages. By comparing the CDL
links with those of the jurisdictions, the CDL was able to
evaluate its ability to link very large dataset to a high
quality in a short period of time. The results for all lin-
kages were exceptionally high. In total, 99.2% of links
found by the CDL were correct, and 96.8% of all links
were found. The CDL was successful at closely replicating
jurisdictional links in a short time span. The CDL
obtained an overall linkage accuracy measure (F-measure)
of 0.99 for WA data, and 0.97 for NSW data. Both results
48
were very high. The lower linkage quality obtained for
NSW data could be attributed to poorer data quality.
Additional projects utilising cross-jurisdictional link-

age infrastructure are in train. These include an explor-
ation of the burden and cost of health care due to injury
(which utilises state morbidity, emergency and mortality
datasets) and an investigation into the role of perinatal
factors in the developmental and educational outcomes
of Australian children, (using state level birth and peri-
natal datasets and the Australian Early Development
Index, a national collection on young children’s develop-
ment [23]). The range of possible research projects
which can use cross jurisdictional linked data is large
and diverse and will have the capacity to improve gov-
ernment policy and planning. The possibility for data
linkage research looks set to be restricted only by
imagination.

Progress
As results show, the CDL has met its objective of “estab-
lishing a secure and efficient data linkage system to
facilitate linkage between jurisdictional datasets” [14].
The CDL has established a secure IT environment, insti-
tuted strong governance arrangements and implemented
a unique cross-jurisdictional operational model. As evi-
denced by Proof of Concept linkage results, the CDL has
also developed the technical capability to undertake
large-scale data linkage and produce high-quality linkage
output.

Current developments
The CDL is currently continuing with the development
of a full production linkage system. In the past, produc-
tion linkage systems have been limited by their inability
to handle increasingly large datasets. The major reason
for this poor scalability is the exponential growth in the
number of possible matches as so-called “master data-
sets” extend. To address this and ensure sustainability of
national infrastructure, the CDL has designed an effi-
cient and sustainable component-based production link-
age system. The system has been designed to securely
link event data based on probabilistic matching of demo-
graphic information. A new grouping methodology has
been implemented that operates at record-pair level.
The system has the functionality to support changes in
records and datasets over time. Additionally, the linkage
system provides functionality to support its own admin-
istration by operational staff.
The issues in implementing cross jurisdictional linkage

are not only technical. There are also significant challenges
around management and governance, engagement with
stakeholders, and working in a federated environment with
differing legislation. The researchers working with cross
jurisdictional linked data also face challenges around
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merging data from different states and working with differ-
ent collection methodologies and variable definitions.

Future directions
Data linkage in Australia is an evolving space. At the
same time as the PHRN and CDL were developing, a
number of Commonwealth government agencies came
together to establish a set of guiding principles for data
integration involving Commonwealth data [21]. Govern-
ance and institutional arrangements for Commonwealth
data integration projects have now also been articulated
and an accreditation process has recently been put in place.
With safeguards in place, it should be possible to adapt

the existing CDL Cross-Jurisdictional Model to accommo-
date the linkage of State-based datasets to Commonwealth-
held data. The resulting infrastructure would provide a
resource which can be used to create epidemiological and
management information that can be used to investigate
and model interactions within a complex, federated
Australian health system. Data linkage at this scale would
significantly improve Australia’s capacity to carry out
population health research at a truly national level.

Conclusion
Governments and universities in Australia understand
that linked administration data can provide an unparal-
leled resource for the monitoring and evaluation of ser-
vices. However, for a number of reasons, these data have
not previously been readily available to researchers.
The infrastructure established by the CDL presents a

major opportunity to exploit administrative collections
and improve the quality of population research data
across Australia, with the consequential benefits of
improved health and wellbeing of Australians.
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Abstract

Background: The technical challenges associated with national data linkage, and the extent of cross-border
population movements, are explored as part of a pioneering research project. The project involved linking
state-based hospital admission records and death registrations across Australia for a national study of hospital
related deaths.

Methods: The project linked over 44 million morbidity and mortality records from four Australian states between
1st July 1999 and 31st December 2009 using probabilistic methods. The accuracy of the linkage was measured
through a comparison with jurisdictional keys sourced from individual states. The extent of cross-border population
movement between these states was also assessed.

Results: Data matching identified almost twelve million individuals across the four Australian states. The percentage
of individuals from one state with records found in another ranged from 3-5 %. Using jurisdictional keys to measure
linkage quality, results indicate a high matching efficiency (F measure 97 to 99 %), with linkage processing taking
only a matter of days.

Conclusions: The results demonstrate the feasibility and accuracy of undertaking cross jurisdictional linkage for
national research. The benefits are substantial, particularly in relation to capturing the full complement of records in
patient pathways as a result of cross-border population movements.
The project identified a sizeable ‘mobile’ population with hospital records in more than one state. Research studies
that focus on a single jurisdiction will under-enumerate the extent of hospital usage by individuals in the
population. It is important that researchers understand and are aware of the impact of this missing hospital activity
on their studies.
The project highlights the need for an efficient and accurate data linkage system to support national research
across Australia.

Background
Administrative data as a research tool
Administrative datasets are a powerful resource enab-
ling health researchers to answer epidemiological ques-
tions that require long-term follow up on large samples
of the population [1]. Access to administrative collec-
tions such as hospital records, health registries and
birth and death information enables research which

would otherwise be very expensive and organisationally
difficult to undertake [2].
To allow researchers to gain a picture of an individual’s

health over time, data linkage techniques are utilised to
identify which administrative records from multiple data-
sets belong to the same person. This process allows the
researcher to answer questions about the health of indi-
viduals over time, rather than solely about discrete health
events [3].
Data linkage has several advantages over other study

methods. It is far less intrusive and costly than collecting
the same information by other means, such as through

* Correspondence: j.boyd@curtin.edu.au
Centre for Population Health Research, Faculty of Health Sciences, Curtin
University, Bentley 6102, WA, Australia

© 2015 Boyd et al. Open Access This article is distributed under the terms of the Creative Commons Attribution 4.0
International License (http://creativecommons.org/licenses/by/4.0/), which permits unrestricted use, distribution, and
reproduction in any medium, provided you give appropriate credit to the original author(s) and the source, provide a
link to the Creative Commons license, and indicate if changes were made. The Creative Commons Public Domain
Dedication waiver (http://creativecommons.org/publicdomain/zero/1.0/) applies to the data made available in this
article, unless otherwise stated.

Boyd et al. BMC Health Services Research  (2015) 15:312 
DOI 10.1186/s12913-015-0981-2

51

http://crossmark.crossref.org/dialog/?doi=10.1186/s12913-015-0981-2&domain=pdf
mailto:j.boyd@curtin.edu.au
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/publicdomain/zero/1.0/


large-scale surveys. It allows entire populations to be
studied, reducing common problems with follow-up
encountered in survey based research designs [4]. Its
shortcomings lie in the inflexibility of the data (only in-
formation already recorded can be used for analysis).
Data linkage studies can also face issues regarding loss
to follow up; individuals can move out of a catchment
area under study, for instance. The extent of this loss to
follow up, and its effect on research results, is largely
unknown.

Data linkage methods and linkage quality
In the absence of a unique identifier, data linkage is car-
ried out using demographic information such as name,
date of birth and address. As these identifiers can
change and be in error (or contain missing information),
probabilistic statistical methods are used to ensure the
highest quality of linked data [5].
Two types of errors impact linkage quality: false posi-

tives, where two records are designated as a match when
they should not be, and false negatives, where two re-
cords are designated as a non-match when they should
not be. The rate of these two errors, measured through
precision (or positive predictive value) and recall (sensi-
tivity) statistics, determines overall linkage quality [6].
Ensuring high linkage quality is difficult and typically

requires manual efforts. Organisations involved in rou-
tine, large-scale data linkage frequently employ a system
of manual review of created links to monitor and main-
tain linkage quality [7, 8]. This can be time and resource
intensive, and some errors can still exist even after re-
view. As datasets become larger, the cost and time of
manual review becomes prohibitive.

Linkage infrastructure in Australia
Data linkage facilities exist in many parts of the world
including Australia, the UK and Canada [4, 9–12].
Australia has been a pioneer in the development of
linkage infrastructure for research. Western Australia
(WA) has operated a linkage unit since 1995, while
the Centre for Health Record Linkage (CHeReL) in
New South Wales (NSW) has been in operation since
2006 [13].
From 2009, there has been significant additional gov-

ernment investment in expanding the data linkage re-
search infrastructure in Australia [14]. The creation of a
“cross-jurisdictional” linkage capability (that is, the
ability to link data from more than one state or territory)
was a key component of the Population Health Research
Network (PHRN) initiative established under the
National Collaborative Research Infrastructure Strategy
[15, 16]. Given the federated nature of healthcare service
delivery in Australia (that is, some services are delivered
and administered at state level, while others are

delivered and administered at Commonwealth level),
cross-jurisdictional linkage is an essential component of
national infrastructure. Without cross-jurisdictional data
linkage capabilities, research aimed at national level or
targeting issues of common interest (e.g. health service
use along border areas) cannot be undertaken. Research
at a national level also has other benefits, such as in-
creased statistical power, and reduced loss to follow up
caused by interstate movement.
Several ‘Proof of Concept’ (POC) collaboration pro-

jects were initiated by the PHRN to demonstrate the
feasibility of moving large datasets across the country,
linking these to a high quality in a short period of time,
and using the subsequent linked data to answer research
questions of national importance [16].
The first of these POC collaborations linked hospital

admissions records with death data across several states,
focusing on deaths occurring in hospital or within
30 days of hospitalisation. The project was the first of its
kind in Australia.

Study aims
The purpose of this paper is twofold. Firstly, to highlight
the technical achievements associated with undertaking
data linkage for this first POC collaboration.
The paper intends to show that national linkage of

‘big data’ can be carried out efficiently and accurately. As
well as scalable linkage services, an effective national
linkage infrastructure needs to deliver high quality link-
age results. Current methods for ensuring high linkage
quality rely heavily on manual processes, which are not
feasible on large datasets. For national linkage to be vi-
able, high linkage quality must be achieved and main-
tained through automated methods alone.
The second aim of the paper is to demonstrate the im-

portance and impact of cross-jurisdictional linkage. The
study will capture population movement at individual or
person-based level through linkage of disparate datasets,
enabling researchers to assess the full extent of health
service utilisation across state borders. The effect of
more complete patient pathways on research outcomes
has not been previously documented and is not well
understood. With reliable estimates of cross-border
population flows and service utilisation, researchers can
gain a better picture of the need for national linkage
studies over state-based linkages projects.

Methods
Datasets and ethics approvals
The data for the POC collaboration included up to ten
years of state-based hospital admissions and mortality
records from four Australian states between 1st July
1999 and 31st December 2009: Western Australia (WA),
New South Wales (NSW), South Australia (SA) and
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Queensland (QLD) (see Fig. 1). Hospital data was sup-
plied from both public and private hospitals in WA,
NSW and QLD; at the time of the project, only admis-
sions from public hospitals in SA were available for link-
age. Ethical approval for this study was obtained from
Human Research Ethics Committees in WA Health,
QLD Health, SA Health, the Cancer Institute NSW and
Curtin University (WA).
A total of 44,433,221 records were provided for link-

age. In keeping with the separation principle [17], only
demographic information was supplied for linkage [16].
Each record comprised information on the person’s full
name, sex, date of birth and address, as well as admis-
sion and separation dates for hospital events (or date of
death, for mortality events). Over 30 % of NSW and QLD
hospital records did not contain any name information,
these records were sourced from private hospitals which
did not permit the disclosure of this information. Table 1
provides a summary by state and data collection of the
missing data within the variables supplied for linkage.
As WA and NSW had well established linkage infra-

structure in place, records from these states had been
linked and extensively reviewed within their own juris-
diction and assigned a jurisdiction-specific linkage key.

These linkage keys identified which records within a par-
ticular state belonged to a person within that state.
Using these jurisdictional keys, it was possible to directly
compare our linkage quality results with those from each
of these jurisdictions.

Linkage strategy
Probabilistic linkage methods were used for matching,
owing to their flexibility and simplicity [18, 19]. Not-
withstanding the size of the datasets, this matching
process involved a series of comparisons between two
records and a decision as to whether they belong to the
same individual. The matching process included a
‘blocking’ step which limited comparisons to those re-
cords which share a minimum level of identifying infor-
mation. This was important with the large datasets as
the potential number of comparisons would be too large
to process without the blocking step.
A set of blocking variables were defined for the project

[18] and only records which agreed on one of these
blocks were compared. The linkage strategy involved
two blocks, the first used phonetic surname code (soun-
dex) in combination with first initial and the second

Fig. 1 Datasets provided for proof of concept collaboration

Table 1 Percentage of missing data in linkage variables

Linkage
Variables

NSW WA SA QLD

Hospital Mortality Hospital Mortality Hospital Mortality Hospital Mortality

Family name 31.9 % <0.1 % <0.1 % <0.1 % 5.3 % <0.1 % 34.7 % <0.1 %

Given name(s) 33.9 % <1.0 % <1.0 % <1.0 % 5.5 % <0.1 % 36.4 % <0.1 %

Sex <0.1 % <0.1 % <0.1 % <0.1 % <0.1 % <0.1 % <0.1 % <0.1 %

Date of Birth <0.1 % <0.1 % <0.1 % <1.0 % <0.1 % <0.1 % <0.1 % <0.1 %

Address 7.5 % <0.1 % <1.0 % 2.9 % 8.1 % <1.0 % <0.1 % <0.1 %

Suburb <1.0 % 1.7 % <0.1 % <1.0 % 6.9 % <1.0 % <0.1 % <1.0 %

Postcode <1.0 % 1.3 % <1.0 % <1.0 % 8.5 % <1.0 % <0.1 % 4.0 %
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selected record pairs for comparison on date of birth
and sex [6].
The matching step involved comparing all demo-

graphic variables in each blocked pair of records. Each
comparison had an associated weight based on the spe-
cific agreement and disagreement information provided
by individual variables. These variable weights were
based on the probability that two values agreed on a rec-
ord pair given that the two records belong to the same
person and the probability of two records belonging to
different people when they had the same value.
Agreement and disagreement weights were estimated

using knowledge from previous linkages, and refined fur-
ther in a number of pilot linkages. After computing
these weights, a pair comparison score was created by
summing agreement and disagreement weights across
the demographic variables. If the comparison score for a
pair of records exceeded a specified threshold, it was
deemed a match [18].
All available demographic variables were used for

comparison. Alphabetic variables were compared using
the Jaro-Winkler string comparator [20] which com-
putes a score based on the similarity of the strings. Year
of birth was scored on a graded scale, receiving a higher
score the closer the values were to each other. All other
comparisons were based solely on whether the values
exactly matched or not.
All datasets were linked to all other datasets, and each

dataset was also internally linked. Linkages were initially
performed without reference to the provided jurisdic-
tional linkage keys so as to measure linkage quality
against these.

Linkage quality
Of primary interest in measuring linkage accuracy is the
number of true matches and non-matches identified as
links and non-links. To evaluate linkage quality, three
standard metrics were used: precision, recall and F-
measure [21].
Precision refers to the proportion of returned links

that are true matches. It is sometimes referred to as
positive predictive value. Recall is the proportion of all
true matches that have been correctly linked. Recall is
also known as sensitivity. The F-measure of a linkage is
the harmonic mean between precision and recall. This
provides a single figure with which linkage quality can
be compared.
These metrics have been highlighted as suitable for

measuring data linkage quality [22, 23] and have been
used in evaluations of linkage software [6].
Following the assessment of linkage accuracy, a series

of automated and semi-automated procedures were used
on the patient based record groups to identify and re-
solve errors. These included algorithms which addressed

groups with multiple deaths, hospital records after death
as well as unusually large groups (i.e. groups with more
than 5000 records).

Linkage efficiency
As a cross jurisdictional project, which involved data
files with large number of records, it was not feasible to
compare all possible record pairs to establish links. In-
stead a series of blocks were employed which aimed to
reduce the number of comparisons without having an
impact on linkage quality (i.e. reduce comparisons with-
out missing ‘True Positive’ links). To assess the effi-
ciency and quality of the blocks we calculated two
complexity metrics, the reduction ratio and pairs com-
pleteness score [24].
The reduction ratio provided an assessment of the de-

crease in comparisons as a result of the blocking strat-
egy. This was calculated as the ratio of actual blocked
comparisons to the total possible comparisons and mea-
sured the efficiency of the strategy without measuring
the impact on linkage quality.
The percentage of ‘true pairs’ blocked or pairs com-

pleteness metric measured the number of true positive
pairs compared in the blocking strategy as a percentage
of all possible true positive pairs identified using the jur-
isdictional linkage keys for WA and NSW records. Re-
cords from these states were used as they have been
linked and extensively reviewed within their own
jurisdiction.
There is an obvious balance between the reduction ra-

tio and percentage of ‘true pairs’ blocked. If the compar-
isons are reduced for efficiency it can have an impact on
linkage quality and increasing comparisons to maximise
quality can significantly impact the time required to
process the linkage. The blocking strategy is therefore
the reference point for all additional linkage quality esti-
mates (i.e. precision and recall).

Results
Over 44 million records across morbidity and mortality
collections were linked within and between each juris-
diction. The linkage strategy produced a series of re-
cords pairs each with a matching score which were used
to identify records belonging to an individual across all
data sources. The linkage strategy was evaluated in
terms of blocking efficiency and linkage quality.

Blocking efficiency
Using the blocking strategy outlined, approximately 142
billion comparisons were performed during the linkage
process. These matching assessments made up only
0.014 % of all possible record pairs from the full com-
parison space. The blocking process was similar within
each jurisdiction, with the state-based reduction ratio

Boyd et al. BMC Health Services Research  (2015) 15:312 Page 4 of 8

54



ranging between 0.99973 and 0.99987. Table 2 provides
a summary of the matching comparisons undertaken.

Linkage accuracy
Linkage results were compared against those produced
by state-based linkage units in WA and NSW (both
these datasets were supplied with a jurisdictional linkage
key). The jurisdictional links from these states were used
as a gold standard and allowed an evaluation of linkage
quality against each individual state (that is, comparing
within-state results only).
The accuracy results for all linkages were exceptionally

high with over 99.76 % of all ‘true pairs’ made available
for comparison through blocking i.e. a very small num-
ber of pairs identified by WA and NSW jurisdictional
linkage keys were lost as a result of the blocking strategy
(Table 2). This provided a baseline for assessing the link-
age quality of all blocked comparisons.
In WA, over 99.9 % of the morbidity pairs identi-

fied as links were found to be correct, and 98.1 % of
all possible within-jurisdiction morbidity links were
found. This resulted in a maximum F-measure quality
score of 0.99 where 1.000 would indicate a perfect
linkage (see Table 3) indicating ‘an average’ error rate
for morbidity data from these jurisdictions of less
than 1 %.
One factor which had an effect on both blocking

and matching accuracy was missing data in the link-
age variables (Table 1). Over 30 % of NSW hospital

records did not contain any name information (these
records were sourced from private hospitals which
did not permit release of this information). As a con-
sequence, the quality results for our linkages on WA
data were higher than that of NSW. The linkage of
morbidity records in NSW provided an overall F-
measure of 0.976 (precision = 98.8 % and recall =
96.3 %).
NSW results were further disaggregated by hospital

status (public versus private). Records from public hos-
pitals showed much higher results (F-Measure = 0.995)
indicating that the lack of demographic information
accounted for the drop in linkage quality (Table 3).

Patient summary statistics
The final results of the linkage across the various juris-
dictions are summarised in Table 4. Across the four ju-
risdictions almost 12 million individuals accounted for
the 44 million records. Under half (45 %) of the individ-
uals identified with hospital records had a single hospital
admissions record; with the remainder having an average
of 5.9 hospital records per person.
The number of individuals with a single hospital rec-

ord varied across the four jurisdictions with Western
Australia (WA) having the smallest proportion (35 %)
and South Australia (SA) having the highest (52 %).
Similarly, the average group size (i.e. the record per indi-
vidual) varied between 6.2 and 5.2 in WA and SA re-
spectively. It should be noted that the South Australian
figures do not include private hospital records which
may influence the proportion of singleton groups in that
state.
Cross-border population movements and hospital

usage statistics over the study period are summarised in
Table 5. The proportions of individuals in each state
with records in one or more of the other three states
were classified as a ‘mobile’ population. The ‘mobile’
population was largest in QLD with 5 % of individuals
having hospital records in other states and lowest in SA

Table 2 Blocking efficiency

Linkage Comparison Summary NSW WA SA QLD Total

Number of records supplied for linkage:

Hospital 19,874,083 6,772,949 2,509,914 14,573,677 43,730,623

Mortality 434,584 62,216 62,668 143,130 702,598

Total 20,308,667 6,835,165 2,572,582 14,716,807 44,433,221

Linkage comparison space:

Blocked Comparisons 26,071,726,251 6,328,711,086 821,279,963 13,597,405,294 142,112,536,420

Reduction Ratio 0.99987 0.99973 0.99975 0.99987 0.99986

Possible Pairs Blocked (%) 0.0126 % 0.0271 % 0.0248 % 0.0126 % 0.0144 %

‘True’ Pairs Blocked (%)a 99.76 % 99.95 % - - -
a‘True’ pairs based on the jurisdictional linkage key supplied by WA and NSW

Table 3 Linkage quality

Jurisdictional Data NSW WA

Morbidity Public Private Morbidity

Accuracy of national linkage:

Precision 0.988 0.994 0.983 0.999

Recall 0.963 0.996 0.917 0.981

F-measurea 0.976 0.995 0.949 0.990
aF-measure is the harmonic mean of precision and recall
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and WA where 3 % were classified as ‘mobile’ individuals.
The ‘mobile’ population accounted for between 4 and 7 %
of the episodes of care in each state jurisdiction.

Discussion
The linkage described here was part of a large POC col-
laboration that tested the efficiency and accuracy of
newly established national data linkage infrastructure in
Australia.

Linkage quality
The accuracy and efficiency of the linkage was shown to
be high with a large number of ‘blocked’ pairs compari-
sons removed from the matching process with very little
impact on the linkage quality. Using validated linkage in-
formation from WA and NSW, little discrepancy was
found between the created links and those found by jur-
isdictional linkage units in those states. The existence of
some discrepancies can be attributed to the additional
quality work carried out by those jurisdictional linkage
units. Jurisdictional linkage units in Australia typically
employ extensive manual review of created links, along
with stringent regular manual quality checks. Further

errors are identified through feedback following the use
of the linked data in research projects. Some of the dif-
ference in results could also be attributed to the limited
number of identifiers supplied for cross-jurisdictional
linkage. Linkage quality depends heavily upon the quality
of the underlying dataset. NSW data, with one third of
names missing, had the lowest overall linkage quality
using our linkage strategy (without additional data col-
lections or clerical intervention).
These quality comparisons rely on the use of juris-

dictional linkages as the gold standard. These links
from WA and NSW have been validated by re-
searchers who have used them widely. In addition,
significant expertise has been developed by these or-
ganisations which have a long history of linkage. Hav-
ing access to two entire sets of extensively checked
links allowed us to gain a very accurate estimate of
our quality. Few previous investigations into linkage
quality have had such a reliable and large gold stand-
ard with which to test their results. Typical measures
of linkage quality have used samples of links to gain
an estimate of quality, often able only to estimate the
number of incorrect links created, with the number

Table 4 Patient summary results

Linkage Results - Summary NSW WA SA QLD Total

Number of individuals:

Identified from Hospital and Death records 5,796,784 1,558,999 848,446 3,995,812 11,954,874

Hospital events within individual groups:

Number of individuals hospitalised 5,782,670 1,554,313 833,781 3,979,562 11,907,114

Singleton hospital recordsa 2,598,149 544,484 433,277 1,831,768 5,407,678

% 44.9 % 35.0 % 52.0 % 46.0 % 45.4 %

Maximum number of hospital records 2,297 2,245 2,393 2,393 2,393

Average group sizeb 5.4 6.2 5.2 5.9 5.9
aIndividuals who only have one hospital record in their group
bSingletons are not included in the total number of individuals for this calculation

Table 5 Patient mobility

NSW WA SA QLD

Population mobility or cross-border flows (over study period)

Mobile populationa 205,551 47,575 29,645 202,859

% of individuals in that state 4 % 3 % 3 % 5 %

Static populationb 5,591,233 1,511,424 818,801 3,792,953

% of individuals in that state 96 % 97 % 97 % 95 %

Number of events

Mobile population 1,135,905 248,480 137,234 1,014,912

% of jurisdiction records 6 % 4 % 5 % 7 %

Static population 19,172,762 6,586,685 2,435,348 13,701,895

% of jurisdiction records 94 % 96 % 95 % 93 %
aMobile population refers to the number of individuals in a jurisdiction/state that have records in other states
bStatic population refers to the number of individuals in a jurisdiction/state that have records only in that state
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of links missed essentially unknown [25], or have
used relative measures to estimate missed links [26]
which allows relative comparison, but not absolute
quality measures.

Cross border population movement
Linking hospital records across four states over a ten
year time span showed that, on average, between 3 %
and 5 % of patients within one state had hospital record
in another state. The results further showed that be-
tween 4 % and 7 % of hospital records occurring in a
state can be attributed to an individual who also has re-
cords in another state.
These findings suggest that research studies examining

patient pathways may underestimate the total number of
event records belonging to individuals if they do not fac-
tor in cross-border hospital admissions. In studies in-
volving hospital admissions events from a single state, it
is important that researchers are aware of the incom-
plete nature of information and the impact this may
have on research outcomes. The size and impact of this
underestimation will depend on several factors such as
the selection of study cohort and the study period, with
longer study periods being more susceptible to popula-
tion movement into and out of the jurisdiction.
It has been shown that data linkage quality can have an

overall impact on research outcomes, potentially biasing
results [27]. However, incomplete patient pathways as a
result of cross-border flows are not often addressed in
linked epidemiological research. When a significant pro-
portion of patients are having hospital activity in more
than one jurisdiction, it is important that researchers
understand the impact of this incomplete information on
single jurisdiction studies [28]. The impact of this data
omission on research outcomes is uncertain and warrants
further research into the effect of linkage quality and in-
complete patient pathways on research outcomes.

Conclusion
These results show the feasibility of large scale data
linkage infrastructure, producing high quality results
through efficient linkage processes. Overall, data link-
age quality in large scale linkage remains very high,
despite the lack of stringent manual quality review
procedures, which would be extremely costly on data-
sets of this size. Importantly, this type of linkage
identifies cross-border population movement, enabling
researchers to fully describe patient pathways.
The national linkage infrastructure has been suc-

cessfully used to join together records from multiple
administrative datasets which belong to the same per-
son. The infrastructure has been developed to be flex-
ible and scalable, addressing the traditional challenges
and limitations of efficiently linking national data.

With an increasingly ‘mobile’ population with life
event records in different states, this “cross-jurisdic-
tional” linkage service will have positive benefits on
Australian health research.
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2.1. Applications of record linkage 

The value of record linkage comes not from the creation of a linkage map itself (a 

listing of which records belong to which individuals), but from the use this linkage 

map is put to in practice. This can take numerous forms. In business contexts, 

record linkage is often used to remove duplicates from customer-based lists [69], 

while governments often link administrative information for use in reporting and 

planning [70].  Along with these uses, record linkage is an important research 

tool in the area of epidemiology. By linking together different administrative data 

collections, such as hospital admission and emergency presentation records, 

disease registries along with birth and death records, a detailed picture emerges 

of an individual’s lifelong health. As administrative records typically capture an 

entire population, this data allows researchers to answer numerous health 

questions. These include questions on the nature of diseases (disease prevalence 

and incidence estimates, long term morbidity and survival following particular 

diseases, risk factors for specific diseases), treatments (impact of introduced 

treatments on disease incidence, morbidity and survival), health policy 

evaluation (the impact of introduced health policy) and health service utilisation 

(investigating the effective use of health resources).  

Analysis of linked administrative data is less widely used in other research fields, 

although this is beginning to change. Both educational datasets (used to measure 

the impact of policy changes on educational outcomes [71]) and criminal justice 

datasets (linking together police, court and prison records for recidivism research 

[52, 72]) have seen recent use. Efforts to bring all these separate sectors together 

for research are currently underway [73].  

The key benefit to the use of administrative linked data is in the ability to answer 

questions about entire populations without the prohibitive cost and time 

commitment of conducting large scale surveys. The use of record linkage 

techniques for health and other research is mainly limited by the nature of the 

collected information. The primary purpose of these datasets is administrative, 

and as such they do not always contain the in-depth clinical or service information 

desired by researchers.  

The possibilities of record linkage for health research are highlighted further in 

the below examples. 
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2.2. The use of record linkage for health research: two examples 

Understanding the overall trends of common health conditions (for instance to 

see whether their occurrence is increasing or decreasing over time) is a routine 

public health requirement, vital for determining the importance of public health 

interventions.  While disease trends can often be carried out using hospital 

morbidity collections, linked data can provide a more accurate clinical picture. 

For instance, one study utilised hospital morbidity separations data to investigate 

how the incidence of acute myocardial infarctions in Australia was changing over 

time. They found the incidence of acute myocardial infarction in Australia to be 

increasing [74]; this stood in contrast to results from other Western nations, 

which uniformly showed a decline in incidence rates [75].  

The use of linked hospital and mortality data provides a different picture of the 

incidence of acute myocardial infarction. Firstly, linked data (as opposed to counts 

of individual separations) allows us to take into account ward and hospital 

transfers by patients – these result in additional separations, and so will result 

in a single myocardial infarction being ‘double counted’ if they were transferred. 

Individuals who are discharged home may also come back into hospital with 

complications of their myocardial infarction; in this case, they may again receive 

the same primary diagnosis, and so are at risk of being double counted. 

International guidelines suggest ignoring any readmissions that occur within 30 

days of a first myocardial infarction, as these are likely not a separate occurrence 

[76]. Again, knowing which separation belongs to which person, linked data can 

achieve this. Finally, by using hospital morbidity data linked with mortality data 

we can include in the study those who suffered from an acute myocardial 

infarction, but died before they could be admitted to hospital.  

By counting acute myocardial infarctions in this way, a different picture emerges; 

the overall acute myocardial infarction rate is decreasing, in line with other 

Western nations. The use of linked data has provided more accurate information, 

which in this case has resulted in a change in overall conclusions. This study is 

described further in Publication 4: Western Australia population trends in the 

incidence of acute myocardial infarction between 1993 and 2012.   
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As well as using linked data to monitor and understand trends in disease, linked 

data can be used to generate new knowledge and hypotheses about health 

conditions. An example of this is an investigation into burn injury.  This research 

program was initiated due to the absence of long-term follow-up data regarding 

people who experienced burn injuries, specifically whether they were more likely 

to suffer particular health conditions in the years after burn injury. This was 

hypothesised in light of evidence of long term persistence of systemic 

inflammatory responses after both minor and severe burn injury [77].  

Linked data provided an excellent opportunity to explore this issue. Using linked 

data, all individuals who were hospitalised for a burn injury in Western Australia 

over 32 years (1980 to 2012) could be identified and followed up over this time 

period. For each individual with a burn injury, hospital admissions occurring 

after the burn injury (along with mortality records) could be used to gain a picture 

of that individual’s health after the injury. To determine whether those with a 

burn had higher morbidity, they needed to be compared to a control group, who 

did not experience a burn. Using linked data, this is relatively straightforward. 

The Western Australian data linkage system includes, along with hospital 

morbidity, the electoral roll (voting in compulsory in Australia, so this is an 

almost complete listing of all adults in the state), and birth registry information 

dating back to the 1970s; as such, it should cover close to the whole of the Western 

Australian population. In this study, for each individual with a burn injury, four 

controls were chosen of the same gender who were born in the same five year 

band, and who were still alive at the time of burn injury.  

This study aimed to compare individuals with a burn to those without, to see the 

likelihood of subsequent morbidity. Other individual factors may effect this 

likelihood; for instance, history of smoking, or previous medical history; this 

information may not be equally distributed between the burn and control cohort. 

Factors such as these can be controlled for using statistical techniques within the 

analysis. However, they can only be controlled for if we are aware of them and 

they are recorded accurately. Smoking status for instance, is not recorded within 

any hospital data collection, and so we cannot control for this factor. On the other 

hand, previous medical history can be obtained by looking at medical records for 

an individual from before their burn injury.   
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This research program has resulted in several publications It found significantly 

higher mortality rates for those with a burn compared to controls, for both 

children (Publication 5: Mortality after burn injury in children: a 33-year 

population-based study [78]) and adults (Publication 6: Long-term mortality 

among older adults with burn injury: a population-based study in Australia [79]), 

after controlling for demographic characteristics and health status.  In addition, 

this research found people with burns have higher rates of admission for 

cardiovascular diseases [80, 81], as well as musculoskeletal conditions 

(Publication 7:  Long-term musculoskeletal morbidity after adult burn injury: a 

population-based cohort study [82]). It has been hypothesised that these changes 

were caused by a systemic response to burn injury, in particular persistent 

elevated levels of catecholamines. Further research based on these results has 

shown cardiovascular changes in a mouse model of burn injury, along with visible 

heart differences in burn patients found on echocardiography [6]. These results 

confirm that pathophysiological changes due to burn injury are the likely cause 

of the increased cardiovascular hospitalisations found when analysing linked 

data.  

These two examples serve to illustrate the scope of the studies utilising linked 

data; in reality, they only scratch the surface of potential research questions. 

However, for these and other important questions to be answered, robust linkage 

methods are required, which can ensure quality and reduce privacy risk.  
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ABSTRACT
Objective: To investigate if adults who are
hospitalised for a burn injury have increased long-term
hospital use for musculoskeletal diseases.
Design: A population-based retrospective cohort study
using linked administrative health data from the
Western Australian Data Linkage System.
Subjects: Records of 17 753 persons aged at least
20 years when hospitalised for a first burn injury
in Western Australia during the period 1980–2012,
and 70 758 persons who were age and gender-
frequency matched with no injury admissions
randomly selected from Western Australia’s
electoral roll.
Main outcome measures: Admission rates and
cumulative length of stay for musculoskeletal
diseases. Negative binomial and Cox proportional
hazards regression modelling were used to generate
incidence rate ratios (IRR) and HRs with 95% CIs,
respectively.
Results: After adjustment for pre-existing health
status and demographic characteristics, the burn
cohort had almost twice the hospitalisation rate for a
musculoskeletal condition (IRR, 95% CI 1.98, 1.86 to
2.10), and spent 3.70 times as long in hospital with a
musculoskeletal diagnosis (95% CI 3.10 to 4.42) over
the 33-year period, than the uninjured comparison
cohort. Adjusted survival analyses of incident post-
burn musculoskeletal disease admissions found
significant increases for the 15-year post burn
discharge period (0–6 months: HR, 95% CI 2.51, 2.04
to 3.11; 6 months–2 years: HR, 95% CI 1.77, 1.53 to
2.05; 2–15 years: HR, 95% CI 1.32, 1.23 to 1.42).
Incident admission rates were significantly elevated for
20 years post-burn for minor and severe burn injury
for a range of musculoskeletal diseases that included
arthropathies, dorsopathies, osteopathies and soft
tissue disorders.
Conclusions: Minor and severe burn injuries were
associated with significantly increased post-burn
incident admission rates, long-term hospital use and
prolonged length of stay for a range of musculoskeletal
diseases. Further research is required that facilitates
identification of at-risk patients and appropriate
treatment pathways, to reduce the long-term morbidity
associated with burns.

INTRODUCTION
Despite advances in surgical and medical
treatment, burn injuries continue to present
significant challenges to clinicians, and to
burn survivors, often leading to long-term
psychological and physical impairments.1 It is
well documented that severe burn injury
induces acute inflammatory and hypermeta-
bolic responses that persist for at least 2 years
after the initial injury.2 3 The subsequent
metabolic demands and energy requirements
are profound and induce mobilisation of
proteins and amino acids, resulting in an
associated increase in protein turnover, deg-
radation and negative nitrogen balance,
characteristics of serious illness.4 The physio-
logical impacts of hypermetabolism include
protein catabolism, losses of body weight,
lean body mass and bone mineral density.5 6

In addition to the hypermetabolic
response and muscle wasting there is exten-
sive and sustained suppression of bone
formation as a result of the systemic inflam-
matory and endocrine responses to severe
burn injury.7–9 Muscle wasting and immobil-
ity after burn injury can also directly alter
the balance of bone synthesis and degrad-
ation, leading to bone loss.7 9–11 Burn

Strengths and limitations of this study

▪ Population-based linked administrative health
data provide a cost-effective means to examine
long-term health impacts of burn injury.

▪ Population-based linked administrative health
data minimise issues of selection and reporting
bias, and loss to follow-up.

▪ The retrospective longitudinal study design
included a comparison group.

▪ Lack of individual-based risk factor data.
▪ Small proportion of patient population with

severe burns limited examination of long-term
effects.
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patients are also at risk of vitamin D deficiency, contrib-
uting to bone loss.12–15 Vitamin D deficiency may
develop progressively as a result of a number of factors
including prolonged sun avoidance during treatments,16

hypoparathyroidism17 18 and low serum levels of choles-
terol evident after burn injury,19 20 preventing the syn-
thesis and activation of vitamin D. In adults and
children, loss of bone mass and changes in bone density
predispose burn patients to an increased incidence of
fractures and potentially to lifelong issues associated
with osteoporosis.7 11 14 15 21 22

Minor burn injuries represent the majority of burn
related hospital admissions in developed countries,23 24

and there is a growing interest in understanding the
potential for systemic responses after non-severe burns.
Recent research has demonstrated long-term impacts
after minor burn injury on bone marrow,25 muscle,
innervation and bone,26–28 with population-based find-
ings of increased cancer incidence29 30 and long-term
mortality.31 32 Non-severe burn injury has also been
found to have a sustained impact on reducing trabecular
bone density long after resolution of inflammation.27

However, the clinical relevance of these bone alterations
is not yet clear. Investigation of the long-term effects of
severe and minor burn injury is important to provide
evidence for improvements in acute burn care.
To date, limited data have been available to examine

the long-term health impacts of burns. Population-based
linked health administrative data provide a cost-effective
means to examine long-term morbidity trends expressed
in the number of hospital admissions and length of stay
for specific disease classifications.33 Given the profound
growth and musculoskeletal changes experienced
during childhood and adolescence with the potential
for different post-burn impacts, this study was limited to
data of adult burn survivors 20 years and above. The aim
of this study was to use population-based linked health
administrative data to determine if adults hospitalised
for a burn injury have increased long-term hospital use
for musculoskeletal diseases, after adjustment for socio-
demographic factors and pre-existing comorbidities.

METHODS
Our study formed part of the Western Australian
Population-based Burn Injury Project—a retrospective
cohort investigation—that uses administrative health
data from the Western Australian Data Linkage System
(WADLS), a validated linkage system that links several
core datasets for the entire population of Western
Australia.34 The project was approved by the human
research ethics committees of the University of Western
Australia and the Western Australian Department of
Health.
Analyses were performed on a de-identified extraction

of hospital morbidity records for all individuals who
were aged at least 20 years when admitted to a hospital
in Western Australia with a first burn injury between

1 January 1980 and 30 June 2012, undertaken by the
WADLS. A first (index) burn injury was defined as the
first hospital admission in a patient’s medical record in
which a burn injury was given as the principal diagnosis
or an additional diagnosis, defined by International
Classification of Diseases and Related Health (ICD) 9
CM 940–949 or ICD10 AM T20–T31. A population-based
comparison cohort was randomly selected from Western
Australia’s electoral roll. Any person with an injury hos-
pitalisation during the study period was excluded from
this cohort by WADLS staff. The resultant comparison
cohort was frequency matched (4:1) on birth year and
sex of each burn injury case for each year from 1980 to
2012. Cohort selection and analytical methods have
been reported previously.31

Data from Western Australia’s Hospital Morbidity Data
System and Death Register were linked to the burn and
non-injured cohorts for the period 1980–2012. Hospital
admissions data included principal and additional diag-
noses, age at admission, sex, and Aboriginal status, date
of admission, date of discharge or other separation and
mode of separation. Data supplied for the burn and
non-injured cohorts also included geocoded place of
residence and geocoded indices of geographical remote-
ness35 and social disadvantage.36 Geographical remote-
ness was classified into five categories: major cities, inner
regional, outer regional, remote and very remote. The
social disadvantage index was reclassified into quintiles
(most to least disadvantaged). The mortality data
included date of death and cause of death.
An individual listed as Aboriginal or Torres Strait

Islander on any admission record was categorised as
Aboriginal. Supplementary codes ICD9-CM 948 or
ICD10-AM T31 were used to classify the patients into
those with minor burns (<20% of total body surface area
(TBSA)), severe burns (≥20% TBSA) and burns of
unspecified TBSA. Comorbidity (baseline) was assessed,
with a 5-year look-back period, using the Charlson
Comorbidity Index (CCI) and the principal and add-
itional diagnoses included in the hospital morbidity
records (0 CCI=0; 1 CCI≥1).37 38 A record of an existing
congenital anomaly was identified using principal and
additional diagnosis data (ICD9 740–759; ICD10
Q00-G99). The final discharge date for the index burn
admission was used as the study start for follow-up for
the burn cases and the respective frequency matched
non-injury controls.
Categorical and non-parametric continuous variables

were compared using χ2 and Kruskal Wallis tests, respect-
ively. A p value of 0.05 or lower was considered statistic-
ally significant. The total number of admissions for
musculoskeletal disorders after burn injury discharge
and the cumulative length of stay for principal diagnosis
musculoskeletal disorders classified by subchapter head-
ings were used as outcome measures (ICD10 AM:
M00-M25—arthropathies (including infectious and
inflammatory arthropathies, arthrosis and other joint
disorders); M30-M36—systemic connective tissue
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disorders; M40-M54—dorsopathies (including deform-
ing spinal conditions, spondylopathies and other disor-
ders of the spine); M60-M79—soft tissue disorders
(including disorders of muscles, synovium and tendons,
other soft tissue disorders); M80-M94—osteopathies and
chrondropathies (including disorders of bone density,
osteopathies and chrondropathies). ICD-10 codes were
mapped to ICD-9 codes.39 The hospitalisation of the
first burn injury was not included in these outcomes.
Crude yearly admission rates were calculated for these
variables. Adjusted rate ratios (incidence rate ratio (IRR)
and 95% CI) between the burn injury and no injury
cohorts and the outcome measures were generated
using negative binomial regression. Sociodemographic
(gender, Aboriginality, 5-year age group, social disadvan-
tage, remoteness of residence and year of admission)
and health status information (comorbidity at baseline,
history of musculoskeletal disease, congenital anomaly)
were included as covariates in the models to adjust for
potential confounding.
Survival analyses of incident hospital use for arthropa-

thies, systemic connective tissue disorders, dorsopathies,
soft tissue disorders, osteopathies and chrondropathies
(ie, ICD subchapter headings) as well as specific subsets
of musculoskeletal diseases, infectious arthropathy,
inflammatory polyarthropathy and disorders of bone
density and structure, were conducted using multivariate
Cox proportional hazards models. Analyses were con-
ducted on the burn and uninjured cohorts excluding
those with prior admission for musculoskeletal disease,
and additionally, excluding those with a record of an
injury admission in the burn cohort. Cox models were
adjusted for sociodemographic and health status vari-
ables (as above). Analyses were undertaken of subgroups
by burn TBSA severity and gender-specific analyses were
undertaken to explore potential gender dimorphic
differences in disease incidence. The proportional
hazard assumption for the burn injured versus non-
injured was tested using scaled and unscaled Schoenfeld
residuals and by adding a group-by-time interaction
term.40 Where preliminary analyses showed non-
proportionality, adjusted HR and 95% CI for first record
of musculoskeletal admission for burn versus non-injury
cohorts were modelled for time periods guided by
Aalen’s linear hazard models and plots.41

Attributable risk percentages (AR%) were calculated
as the adjusted rate ratio (IRR, HR) minus one, divided
by the adjusted rate (IRR, HR) ratio, multiplied by
100.42 AR% was used to estimate the proportion of long-
term and incident hospital use for musculoskeletal dis-
eases, where burn injury was a component cause.43

Statistical analyses were performed using Stata V.12
(StataCorp. LP, College Station, Texas, USA).

RESULTS
The burn injury cohort included 17 753 persons aged at
least 20 years when hospitalised for a first burn injury

during the period January 1980–June 2012. The median
age was 36 (IQR: 26–51) and 71.1% were male. Four per
cent had severe burns of 20% TBSA or greater, 49% had
burns of less than 20% TBSA and for 47%, the TBSA
was unspecified. Eighteen per cent of the burn cohort
had sustained full thickness burns, 37% partial thick-
ness, 19% erythema and 29% had experienced burns
for which the burn depth was unspecified; an individual
may have had multiple burns sites and depths recorded.
Among the burn cohort, 34% had a record of a
non-burn injury admission (before or after index burn),
and 13.8% had a previous musculoskeletal hospital
admission. The burn injury cohort had a median
follow-up time of 13.6 years (IQR; minimum (min)–
maximum (max): 5.5–22.7; >0–32.5) for a total of
250 670 person years.
The comparison non-injury cohort comprised 70 758

persons with median age 41 (IQR: 27–51) and males
accounting for 71.0%. The uninjured cohort had a
median follow-up time of 14.5 years (IQR; min–max:
6.9–23.1; 0.01 to 32.5) for a total of 1 067 568 person
years. Refer to table 1 for other baseline sociodemo-
graphic and health status variables for the burn and
non-injury cohorts. The burn injury cohort comprised
significantly higher proportions of Aboriginal people,
people who were socially disadvantaged, people living in
regions outside of major cities and people who had pre-
existing comorbidity when compared with the non-
injured comparison cohort.

Admissions for diseases of musculoskeletal system—rates
and cumulative length of stay
There were 10 761 hospital admissions occurring after
burn hospitalisation discharge with a primary diagnosis
of a musculoskeletal disease. Arthropathies were the
most common cause of musculoskeletal admission,
followed by dorsopathies (see table 2). A total of 55 810
days were spent in hospital for musculoskeletal diagnosis
after a burn hospitalisation. The median length of hos-
pital stay was 1 day (IQR: 0–5 days). The total number of
days spent in hospital with a musculoskeletal primary
diagnosis by the uninjured cohort was 68 946, where the
median length of stay of musculoskeletal admissions
was 1 day (IQR: 0–3 days). The length of stay of 0 days
represents admission and discharge occurring on the
same day.
Unadjusted incidence rates for musculoskeletal admis-

sions and lengths of stay are shown in figure 1. These
graphs show a higher rate of admissions for musculoskel-
etal diseases, and more time spent in hospital with mus-
culoskeletal diseases for burn patients compared with
uninjured patients over the entire 33-year period.
After adjustment for pre-existing health and sociode-

mographic characteristics, the burn cohort had almost
twice as many hospitalisations for a musculoskeletal con-
dition (IRR, 95% CI 1.98, 1.86 to 2.10), and spent 3.70
times as long in hospital with a musculoskeletal diagno-
sis (95% CI 3.10 to 4.42) over the 33-year period, than
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the uninjured comparison cohort. The adjusted AR%
suggested that the burn cohort experienced an excess of
49.5% of admissions for musculoskeletal conditions
(n=5329) and 73.0% of all days spent in hospital for
musculoskeletal conditions (n=40 727 days), when com-
pared to the uninjured cohort.
Unadjusted admission rates for the musculoskeletal

system sub-categories are shown in figure 2. After con-
trolling for demographic factors and previous health
status, those who had a burn had higher rates of admis-
sions for arthropathies (IRR, 95% CI 1.64, 1.54 to 1.75),
dorsopathies (IRR, 95% CI 2.16, 1.93 to 2.41), osteopa-
thies and chondropathies (IRR, 95% CI 5.64, 4.56 to
6.97) and soft tissue disorders (IRR, 95% CI 1.91, 1.76
to 2.06). There was no difference in the rate of admis-
sions for connective tissue disorders between the burn
and the non-injured cohorts (IRR, 95% CI 0.88, 0.48 to
1.62). The adjusted AR% suggested that the burn
cohort experienced excess post-burn admissions of
39.0% for arthropathies (n=1702), 53.7% for dorsopa-
thies (n=1925), 82.3% for osteopathies and chrondropa-
thies (n=629), and 47.6% for soft tissue disorders
(n=832), when compared with the uninjured cohort.
Examination of more specific subconditions showed a

large and significant increase in the rate of admissions
for disorders of bone density (IRR, 95% CI 13.87, 9.89
to 19.44), along with increases in infectious arthropa-
thies (IRR, 95% CI 1.98, 1.46 to 2.69) and inflammatory

Table 1 Baseline demographic and pre-existing health status factors for the burn injury (total) and the frequency matched

non-injury (total) cohorts

Characteristics

No injury

N (%)

Burn injury

N (%) p Value

Total 70 758 17 753

Demographic

Aboriginality

Yes 809 (1.1) 2139 (12.0) <0.001

Social disadvantage quintiles*

Quintile 1 (most disadvantaged) 8307 (11.8) 3716 (21.4) <0.001

Quintile 2 15 623 (22.1) 5536 (31.8)

Quintile 3 12 930 (18.3) 3681 (21.2)

Quintile 4 12 988 (18.4) 2207 (12.7)

Quintile 5 (least disadvantaged) 20 738 (29.4) 2255 (13.0)

Remoteness†

Major city 53 358 (75.6) 8965 (51.5) <0.001

Inner regional 6564 (9.3) 1954 (11.2)

Outer regional 6036 (8.6) 2783 (16.0)

Remote 2789 (4.0) 1913 (11.0)

Very remote 1839 (2.6) 1803 (10.4)

Health status

Comorbidity†

Any (Charlson Comorbidity Index, CCI≥1) 4,132 (5.8) 2833 (16.0) <0.001

Prior admission for disease of musculoskeletal system§ 3889 (5.5) 2455 (13.8) <0.001

*Socio-economic Indexes for Areas (SEIFA) socioeconomic disadvantage quintiles; missing values 2% burn, 0.2% no injury.
†Accessibility Remoteness Index for Australia (ARIA+) remoteness classification; missing values 1.9% burn, 0.02% no injury.
‡Based on CCI using 5-year look-back.
§Principal diagnosis record of hospitalisation for musculoskeletal diseases (ICD9 710–739; ICD10 M00-M99) using 5-year look-back period.
ICD, International Classification of Diseases and Related Health.

Table 2 Number of admissions (%) for musculoskeletal

diseases classified by ICD subchapter codes in the

non-injury and burn injury cohorts

Musculoskeletal

subconditions

Number of admissions

(%)

No injury Burn injury

Total 20 223 10 761

Arthropathies 9513 (47.0) 4362 (40.5)

Infectious arthropathy 82 (0.4) 153 (1.4)

Inflammatory

polyarthropathy

620 (3.1) 795 (7.4)

Osteoarthritis 3706 (18.3) 1346 (12.5)

Other joint disorders 5105 (25.2) 2068 (19.2)

Dorsopathies 5620 (27.8) 3584 (33.3)

Spondylopathies 1571 (7.8) 747 (6.9)

Other dorsopathies 3918 (19.4) 2747 (25.5)

Osteopathies and

chrondropathies

772 (3.8) 764 (7.1)

Disorders of bone density

and structure

366 (1.8) 355 (3.3)

Soft tissue disorders 3809 (18.8) 1747 (16.2)

Disorder of muscles 95 (0.5) 79 (0.7)

Disorders of synovium/

tendons

833 (4.1) 324 (3.0)

Other soft tissue disorders 2881 (14.2) 1344 (12.5)

Connective tissue disorders 143 (0.7) 64 (0.6)

Other 366 (1.8) 243 (2.3)

ICD, International Classification of Diseases and Related Health.
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Figure 1 Unadjusted rates of

hospital admissions and

cumulative length of stay (per 100

person-years (PYs)) for

musculoskeletal diseases (total)

among adults with burn injury

versus no injury.

Figure 2 Unadjusted rates (per 100 person-years (PYs)) of hospital admissions by musculoskeletal disease subgroup for adults

with burn injury versus no injury.
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polyarthropathies (IRR, 95% CI 3.82, 2.61 to 5.59) for
those hospitalised with a burn injury.
A similar picture was shown for the length of time

spent in hospital, with longer cumulative length of stay
after a burn hospitalisation with arthropathies (IRR,
95% CI 1.64, 1.54 to 1.75), dorsopathies (IRR, 95% CI
2.16, 1.93 to 2.41), osteopathies and chondropathies
(IRR, 95% CI: 5.64, 4.56 to 6.97), and soft tissue disor-
ders (IRR, 95% CI 1.91, 1.76 to 2.06). Those with a burn
injury spent almost 50 times longer in hospital with dis-
orders of bone density compared to the uninjured
cohort (IRR, 95% CI 49.24, 28.72 to 84.42), with
increases in cumulative time spent in hospital also found
for infectious arthropathies (IRR, 95% CI 13.1, 5.62 to
30.56) and inflammatory polyarthropathies (IRR, 95%
CI 1.98, 1.46 to 2.69). No significant difference was
found between the burn and uninjured cohorts for
length of time in hospital with connective tissue disor-
ders (IRR, 95% CI 0.65, 0.23 to 1.85).
Analysis by TBSA severity (see table 3) showed that

increased hospitalisation rates were associated with
severe and minor burns, with those with minor burns
having higher admission rates for arthropathies, dorso-
pathies, osteopathies and chondropathies, and soft tissue
disorders when compared with the uninjured cohort.

Incidence—survival analysis
Analysis of time until first musculoskeletal admission
(post-burn) was performed on the burn and uninjured
cohorts who did not have a prior record of musculoskel-
etal hospitalisation, with the additional exclusion from
the burn cohort of those with a record of a principal
diagnosis injury admission. There were 10 440 indivi-
duals in this reduced burn cohort, of which 1779 had a
first time (incident) musculoskeletal admission within
the study period. The uninjured comparison cohort
comprised of 66 869 controls, of which 9689 had an inci-
dent musculoskeletal admission in this study period.
Results of multivariate Cox regression modelling for

an incident musculoskeletal (combined diseases)

admission revealed evidence of non-proportionality. First
time musculoskeletal (combined diseases) admissions
were most frequent immediately after burn and while
remaining significantly elevated, decreased over the
study period. Adjusted analyses conducted on parti-
tioned time windows found significant HRs for the first
6 months after burn (HR, 95% CI 2.51, 2.04 to 3.11),
from 6 months to 2 years after burn (HR, 95% CI 1.77,
1.53 to 2.05), and from 2 to 15 years after burn (HR,
95% CI 1.32, 1.23 to 1.42). Differences were found for
severe (HR, 95% CI 4.37, 2.32 to 8.25), minor (HR, 95%
CI 2.25, 1.68 to 3.01) and unknown TBSA (HR, 95% CI
2.42, 1.74 to 3.37) for the first 6 months; only minor
burns (HR, 95% CI 6 months–2 years; 1.68, 1.39 to 2.04,
2–15 years; 1.44, 1.30 to 1.59) and unknown TBSA burns
(HR, 95% CI 6 months–2 years; 1.83, 1.54 to 2.17, 2–
15 years; 1.28, 1.17 to 1.41) showed increased admissions
over the first 15 years.
After adjustment for confounders, both males (HR,

95% CI 0–6 months; 2.62, 2.03 to 3.39, 6 months–
2 years; 1.83, 1.54 to 2.17, 2–15 years; 1.31, 1.21 to 1.42)
and females (HR, 95% CI 0–6 months; 2.09, 1.35 to
3.23, 6 months–2 years; 1.68, 1.27 to 2.23, 2–15 years;
1.34, 1.17 to 1.53) with burns showed significant
increases over the first 15 years post-burn, compared
with uninjured males and females, respectively.
In the burn cohort, there were 968 first time admis-

sions for arthropathies, 468 for dorsopathies, 155 for
osteopathies and chrondropathies (n=70 bone density
disorders), 541 for soft tissue disorders and 8 first time
admissions for connective tissue disorders. First time
admissions for infectious arthropathy and inflammatory
polyarthropathy accounted for 24 and 67 of the total
incident arthrropathy admissions, with median (IQR)
times to incident admission of 8.4 years (3.4–16.3) and
9.4 years (3.8–16.9), respectively. Results for adjusted
Cox regression models for incident musculoskeletal
subconditions are shown in table 4. Evidence of non-
proportionality was common for numerous subcondi-
tions, with higher rates of admissions in the burn cohort

Table 3 Adjusted IRR and 95% CIs for recurrent admissions musculoskeletal subconditions, by burn severity compared with

the uninjured cohort

Musculoskeletal subconditions

Severe burns*

IRR (95% CI)†

Minor burns*

IRR (95% CI)

Unspecified severity*

IRR (95% CI)

Arthropathies 1.54 (1.20 to 1.99) 1.56 (1.41 to 1.73) 1.71 (1.58 to 1.85)

Infectious arthropathy 6.20 (1.54 to 24.87) 8.05 (4.37 to 14.82) 2.23 (1.49 to 3.35)

Inflammatory polyarthropathy 2.91 (1.22 to 6.91) 1.99 (1.21 to 3.28) 2.06 (1.48 to 2.86)

Dorsopathies 1.69 (1.06 to 2.68) 1.98 (1.68 to 2.33) 2.38 (2.07 to 2.73)

Osteopathies and chondropathies 3.32 (1.80 to 6.10) 8.44 (6.27 to 11.36) 3.97 (3.18 to 4.95)

Disorders of bone density and structure 5.09 (0.82 to 31.50)† 22.22 (13.08 to 37.74) 9.89 (6.89 to 14.19)

Soft tissue disorders 2.41 (1.70 to 3.42) 1.99 (1.77 to 2.24) 1.86 (1.69 to 2.05)

Connective tissue disorders (no admissions) 0.98 (0.38 to 2.54) 0.92 (0.44 to 1.90)

*Severe: TBSA 20%+; minor TBSA<20%; unspecified: TBSA unknown.
†All models were adjusted for sociodemographic (age group, gender, Aboriginal status, social disadvantage, remoteness), index year and
health (comorbidity, prior musculoskeletal admission) status.
IRR, incidence rate ratios; TBSA, total body surface area.
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more immediately after the burn injury. All subcondi-
tions showed significantly higher rates of first admissions
in the first 20 years after burn. The AR% calculated
suggested that 567 first admissions to hospital for muscu-
loskeletal diseases could be attributed to burn injury.
The largest proportion of these incident admissions
attributable to the burn injury were for arthropathies
(35.4%), followed by diseases of soft tissue (30.0%), dor-
sopathies (20.0%) and finally, osteopathies and chron-
dropathies (14.5%).

DISCUSSION
This study quantifies the increased population-based
long-term hospital use for musculoskeletal disorders
experienced by adults hospitalised with burn injury,
after controlling for demographic and pre-existing
comorbidities. Members of the burn injury cohort had
1.98 times the rate of hospitalisations and 3.70 times the
length of stay in hospital for combined musculoskeletal
disorders post-burn when compared with the uninjured
cohort. Arthropathies and dorospathies combined
accounted for 74% of all readmissions (prevalent and
incident disease admissions) for musculoskeletal
disorders. After controlling for sociodemographic and
pre-existing health status, the burn cohort experienced
significantly higher rates of hospitalisations post-burn for
arthropathies, dorsopathies, osteopathies and chrondro-
pathies and soft tissue disorders. No difference was

found for admission rates for diseases of the connective
tissue when compared with the uninjured cohort.
Assessment of the impact of burn severity on recurrent

admissions for musculoskeletal diseases identified signifi-
cantly elevated rates of similar magnitude for severe and
minor burn injury for arthropathies, dorsopathies and
soft tissue disorders. However, while admission rates for
osteopathies and chrondropathies were significantly ele-
vated for severe burns (3.32 times higher), minor burns
were associated with an admisson rate of 8.44 times that
observed for the uninjured cohort over the study period.
This lack of a dose–response relationship may in part be
due to the small numbers of burn survivors with severe
burns in this patient population, the TBSA classification
used and/ or a ‘healthy’ survivor effect. An additional
possibility is that patients with severe burns have support-
ive treatments to mitigate systemic inflammatory and
endocrine responses and are more likely to have higher
levels of continued post-burn care that may lead to
earlier diagnoses and management of secondary path-
ologies, resulting in reduced hospitalisations for more
serious presentations. The impact of minor burn injury
on musculoskeletal disease admissions is interesting in
light of recent evidence of less severe burn causing
depletion of trabecular bone volume.27

To exclude any potential additive systemic impacts asso-
ciated with other non-burn injury among members of
the burn cohort,43 44

first time admissions for musculo-
skeletal diseases post-burn were examined excluding

Table 4 Adjusted HRs for first time post-burn admissions for musculoskeletal subconditions, comparing the burn cohort with

the uninjured cohort

Musculoskeletal subconditions† HR (95% CI)*

Attributable

risk %*

Number of admissions

attributable to burn

injury

Arthropathies

0–1 year after burn 2.02 (1.58 to 2.57) 50.5 47

1–20 years after burn 1.26 (1.17 to 1.37) 20.6 154

Infectious arthropathy

0–20 years after burn 2.34 (1.33 to 4.10) 57.3 11

Inflammatory polyarthropathy

0–33 years after burn 1.68 (1.27 to 2.21) 40.5 27

Dorsopathies

0–20 years after burn 1.39 (1.24 to 1.55) 28.1 114

Osteopathies and chondropathies

0–1 year after burn 6.99 (3.94 to 12.41) 85.7 23

1–5 years after burn 3.08 (2.12 to 4.48) 67.5 31

5–20 years after burn 1.69 (1.29 to 2.23) 40.8 28

Disorders of bone density and structure

0–2 years after burn 7.14 (4.11 to 12.40) 86.0 11

2–33 years after burn 1.78 (1.27 to 2.51) 43.8 18

Soft tissue disorders

0–10 years after burn 1.74 (1.52 to 1.99) 42.5 120

10–33 years after burn 1.24 (1.08 to 1.42) 19.4 50

Total 567

*Models used data for time after burn discharge (study start) and all models were adjusted for sociodemographic (age group at index, gender,
Aboriginal status, social disadvantage, remoteness), index year and comorbidity.
†No analysis for connective tissue disorders due small numbers.
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those in the burn cohort with a principal diagnosis injury
admission. After adjustment for sociodemographic and
health factors, significantly elevated rates of first time
post-burn hospitalisations for musculoskeletal disorders
were identified. The adjusted AR% for incident post-
burn musculoskeletal disease admissions suggested that
567 first time admissions experienced in the burn cohort
after discharge, could be attributed to burn injury.
Gender-specific analyses found males and females with
burn injury to have significantly elevated admission rates.
Long-term admissions for infectious and inflammatory

arthropathies were assessed as a means to investigate the
potential for chronic impacts of the initial systemic
inflammatory and immune response to burn injury.45–47

Significantly increased incident admission rates for infec-
tious and inflammatory arthropathies post-burn were
identified with effects persisting for at least 20 years, sug-
gesting that burn patients are at increased long-term sus-
ceptibility to infectious and inflammatory diseases. The
increases in inflammatory and infectious diseases may
be related to the immune suppression induced by burn
injury;46 48 49 however, recent evidence also suggests
long-term changes in the immune response post-burn,
including reduced dendritic cell activation and inability
of dendritic cells to activate T cells.44 While the findings
of considerably elevated incident admission rates for
bone density disorders during the first 2 years post-burn
were consistent with other research,7 11 14 15 21 22 the
burn cohort continued to experience significantly ele-
vated incident admissions over the 33-year study period.
Burn injury affects multiple systems of the body includ-
ing the immune, metabolic and endocrine systems, and
the pathophysiological mechanisms that underlie the dif-
ferent musculoskeletal conditions discussed in this
paper are most likely variable. Future research will be
important to identify how burn injury triggers different
mechanisms in order to inform early intervention and
prevent these long-term pathologies.

Strengths and limitations
Through the use of linked administrative health data, we
performed a large scale population-based study with a
long follow-up time, accurate pre- and post burn injury
measures,50 a non-injured comparison group and
sample size sufficient for quantitative analyses. The ana-
lytical strategy of the study was based on the assumption
that after controlling for confounders, any excess in hos-
pital use for musculoskeletal diseases in the burn cohort
(compared to the non-injured), was an outcome princi-
pally associated with the incident burn. We were able to
include variables of health, social disadvantage and geo-
graphic access to services, to determine the individual
burden of hospital readmissions for musculoskeletal dis-
orders and quantify at the population level. While
health administrative datasets do not include variables of
risk-taking behaviour, analyses undertaken of the burn
cohort excluding members with a record of a non-burn
injury admission and potentially those of high risk-taking

behaviour, also found significantly elevated incident
musculoskeletal admission rates. Likewise, models were
adjusted for social disadvantage, a factor previously cor-
related with lifestyle risk factors (eg, nutrition, smoking,
alcohol)51 52 that could be associated with the burn
exposure and the outcomes measured. Changes in ICD
coding and incomplete TBSA% data may have limited a
complete understanding of burn severity on long-term
hospital use; however, significantly increased admission
rates were observed for severe and minor burns and
burns of unspecified TBSA. Any differential effect of
burn injury on the incidence of fractures could not be
evaluated in this study due to the exclusion of any injury
admissions (including fractures) in the comparator
uninjured cohort. Further research is planned that will
include a non-burn injury cohort where differences in
long-term musculoskeletal morbidity will be examined,
including fractures.
The out-of-state migration for Western Australia is con-

sistently low at levels below 3%; such losses were not
anticipated to bias the results.53 This study represents
burn injury and musculoskeletal diseases serious enough
to require hospitalisation and the results may underesti-
mate the impact of burn injury experienced in the com-
munity. Research of functional outcomes and
quality-of-life of burn patients in Western Australia have
provided valuable data on patients during the first year
after discharge;54 55 however, this study has generated
new information on the longer-term musculoskeletal
morbidity experienced long after healing of the burn
wound and cessation of attendance at outpatient burn
clinics. Further work that links individuals’ pharmaceut-
ical and or primary care data with hospital data will
provide a clearer picture of the time of diagnosis of sec-
ondary musculoskeletal pathologies and treatment path-
ways post-burn. We expect that these results would be
generalisable to other countries of similar demographics
and healthcare systems.
After adjustment of confounders, increased rates of

first time admissions and readmissions for musculoskel-
etal diseases were identified for those with severe and
minor burns when compared with a non-injured cohort.
These findings highlight long-term effects of burn
injury, including minor burn injury, on musculoskeletal
morbidity. Further research is required that facilitates
identification of at-risk patients, the mechanisms that
may be responsible for these long-term effects and
appropriate treatment pathways, to reduce the long-term
morbidity associated with burns.
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3.1. Recent developments in record linkage methodology: a survey of 

the literature  

As discussed in Chapter 1, the task of record linkage is complex. Methods which 

ensure high linkage quality are sought to ensure validity of research results, and 

reduce the considerable burden that manual methods entail. Timely approaches 

are required due to the large processing overhead. Issues of privacy remain a 

concern to many members of the public.  

This chapter aims to provide a critical review of the recent literature in record 

linkage methods. To gain a general sense of the overall trends and focus of the 

literature, papers on record linkage methodology published in the previous 21 

years (between 1995 and 2015) were sourced from Google Scholar and classified 

based on their content1.  

Figure 4 plots the number of publications on record linkage methodology over 

time. There has been a large increase in record linkage methodology research over 

the last 21 years, with the number of papers increasing more than three-fold. 

There appear two periods of increase; a large increase occurring around 2002, 

followed by a smaller increase around 2009. These correspond to identifiable 

trends within the literature. The year of 2002 saw the beginning of a burgeoning 

interest in machine learning methods for record linkage (some 13 papers were 

published on this topic from 2002-2004, compared to only one in the previous 

seven years). At the same time, the field of entity resolution was emerging, with 

numerous publications devoted to this development. The increase in publications 

from 2009 appears to result from an increased focus on methods for privacy 

                                                      
 

 

1 The search terms ‘record linkage’ and ‘record linkage methodology’ were used as input into Google 

Scholar, with results examined by year. Only papers that discussed the methodology of record 

linkage were counted and further classified – papers discussing the details of a specific linkage were 

excluded. The search for relevant papers per year was halted when results no longer appeared 

fruitful. For each year and search term, a minimum of 200 papers were examined.  

    

The determination of appropriate classifications and the act of classification of individual papers 

was carried out entirely at the author’s discretion. Given the diverse nature of record linkage, there 

are undoubtedly a number of relevant publications not found through our literature search; the 

selection of publications identified is hopefully representative of the entirety of the record linkage 

literature.  
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preserving record linkage; there were on average nine publications per year on 

this issue after 2008, as compared with a total of nine in the five years prior.  

 

 

 

Figure 4: Number of record linkage methodology publications by year 

 

Topic common within the literature are listed in Table 1. Some key trends are 

visible. Methods for improving privacy protection and linkage quality remain at 

the forefront of record linkage research, with a lesser focus on methods to improve 

the efficiency of record linkage. The presentation of novel linkage methods made 

up over a fifth of all papers on record linkage methodology.  

 

Table 1: Common subject matter in 533 papers on record linkage published 1995-2015 

Topic Number of papers 

General review 110 

 

Methods for Improving Linkage Quality 92 

String comparison methods 36 

Data cleaning methods 18 

Comparing non-western names 7 

Estimating linkage parameters 17 

Lack of independence of variables 5 

Extensions to probabilistic linkage methods 14 

Grouping 10 

  

New linkage methods 108 

Comparing and evaluating linkage methods 29 
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Machine learning approaches 43 

Entity resolution 43 

 

Methods for Improving Speed 48 

Blocking 38 

Parallel processing 7 

 

Methods for Improving Privacy  89 

Presentation of novel privacy preserving protocols 57 

Evaluation of privacy preserving protocol 14 

  

Presentation of record linkage software 36 

Evaluation of record linkage software 9 

  

Effective of linkage quality on research outcomes 35 

Bayesian methods for record linkage 24 

Automating linkage functions 24 

Methods for linkage quality estimation 10 

Synthetic data generation 6 

  

 

The major topics identified in Table 1 are explored in more detail below.  

  

Methods for improving linkage quality 

Research has been conducted on all aspects of the linkage process, including data 

cleaning, matching, grouping, and post-linkage quality evaluation. These 

improvements typically aim to improve overall quality, but can also involve 

improvements to automate tasks that are typically manual and time-consuming. 

Data cleaning involves the transformation of linkage variables prior to linkage to 

improve linkage quality. Several papers have aimed to extend the standard data 

cleaning methods; these include the development of modern algorithms for 

address and name standardisation (the splitting of these fields into their 

component parts) [83], and the development of robust systems to perform manual 

lookups (as well as other data transformations based on particular values) [84]. 

As the determination of rules for data cleaning is highly manual, there has been 

focus on automating these procedures. These typically involve use of 

unsupervised machine learning approaches, including the automatic 

development of lookup tables (for instance, nickname lookup tables, which 

contain a diminutive name along with their more common version) and the 

automated development of data cleaning rules from the data itself [85-87]. 
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Despite widespread use, there has been little evaluation of the usefulness of data 

cleaning. One evaluation involved the use of lookup tables for names. It showed 

that results are highly dataset dependent [88], with the authors suggesting 

further testing is required to determine the overall effect of data cleaning on 

record linkage quality. As many data cleaning techniques are heavily manual and 

thus expensive and time consuming, any improvement in linkage quality must be 

weighed against these costs.   

The use of different comparison types to account for uncertainty is common within 

probabilistic record linkage. As well as simple exact matching, string similarity 

techniques are regularly used on alphabetic fields to tolerate error. For instance, 

the values Kate and Katie would receive a high score using string similarity 

measures, but would be deemed incorrect using exact matching. The use of string 

similarity measures typically results in a large increase in linkage quality [89, 

90], and is now considered standard practice. There have been several evaluations 

of string comparison techniques [89, 91-94], with the Jaro-Winkler string 

comparison algorithm emerging as the gold standard [89, 94]. New comparison 

techniques, aimed at particular problem sets, are still regularly developed [95-

97]. 

Several works have explored additional string comparison techniques with 

parameters which adapt based on the nature of the data in question [98-101]. 

This approach achieves high quality, although it requires the use of a training 

dataset of known correct and incorrect pairs of fields. This requirement adds a 

layer of manual complexity which may limit its adoption.  

The development of privacy preserving record linkage (discussed later in this 

Chapter and also in Chapter 5) has also resulted in a focus on privacy preserving 

string similarity measures. While privacy preserving options for standard 

measures such as the Jaro- Winkler comparator have been explored [102], q-gram 

based methods have been shown to be simple to implement in a privacy 

preserving setting [14], and achieve quality similar to standard un-encrypted 

techniques [94]. 

The comparison of non-Western names has received some attention in the 

literature.  A number of phonetic encoding techniques such as Soundex [103] and 

NYSIIS [104] are used in record linkage. Phonetic encoding techniques aim to 
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remove variation so that words which sound the same receive the same 

representation. The commonly used phonetic encoding techniques were originally 

developed for Western names, and most similarity measures have only been 

evaluated on Western names [105]. These methods will not necessarily provide 

accurate results for non-Western names. Alternate methods have been developed 

for use in non-English speaking countries [106-108] and in Western countries 

which now have higher levels of immigrations and thus a  preponderance of non-

Western names [109, 110]. Research has shown record linkage for immigrant 

groups in Western nations to be of poorer quality [7, 111]; as such, these 

developments are valuable.  

Estimating linkage parameters  

While there are a variety of linkage methods in use, all require some level of 

parameters as input into the linkage process. The process of determining these 

parameters is not always straightforward. For probabilistic record linkage, 

parameters are typically estimated by manual review (a time consuming process) 

or by re-using the parameters that have been used previously [112]. An alternate 

method suggested in the literature is to generate ‘synthetic’ data; made up records 

designed to imitate real administrative data, with the same types of error. This 

data could be generated with a truth set or ‘answer sheet’, identifying which 

records actually do belong to the same individual. The synthetic data can be 

linked using the estimated parameter settings, with the answer sheet used to 

evaluate their effectiveness [113] (with the assumption that these settings will 

also be valid on real data). Synthetic data can also be used as training data for 

estimating linkage parameters in linkage approaches which utilise machine 

learning, thereby removing the need to create a training set through manual 

review (machine learning approaches are described below) [114]. The EM 

algorithm has been used to estimate field weights for probabilistic linkage [112], 

achieving quite accurate results in many circumstances [115, 116]. The advantage 

of this algorithm is that it automates the estimation of parameters. However, 

there are instances where the EM model fails to converge, and research has 

looked at ways of ensuring the robustness of this method [117]. Methods for 

estimating the threshold setting for probabilistic record linkage, also often carried 

out manually, have been explored [116, 118]. Parameter estimation for other 
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linkage techniques have been explored in the literature [119, 120]; as each linkage 

method has different parameters, each requires its own estimation method.  

The accurate estimation of linkage parameters without manual intervention has 

become especially important in more recent times. Automation of record linkage 

procedures is increasingly important as demand for linkage services increases, 

and dataset numbers and sizes increase. Furthermore, the development of 

privacy preserving record linkage requires non-manual parameter estimation 

procedures, as manual review is not possible where input data is encrypted (this 

is discussed further in Chapter 5).  

Probabilistic linkage methods appear capable of full automation when utilising 

the EM algorithm [116]. Future studies will be required to determine how 

accurate this fully automated method remains over time.  

Extensions to probabilistic record linkage 

As the most common form of record linkage, much research has focused on 

extending and enhancing the probabilistic method.  

One of the key assumptions of probabilistic record linkage is the independence of 

variables for non-matching records; that is, having the same value of one field 

does not increase the likelihood of having the same value of a second field [121]. 

However this assumption clearly does not hold in typical record linkage; for 

instance, a person’s first name provides information on their gender, and 

individuals with the same address are more likely to have the same surname. 

Research suggests this has the ability to bias results in certain circumstances 

[64]. Regression based methods have been used successfully to adjust for 

conditional dependencies [122, 123]. These methods improve linkage quality 

where the proportion of correct matches is high, or the level of conditional 

dependence is high [122].   

The use of string comparison techniques [124] instead of exact matching has 

required the development of methods to determine appropriate settings [90, 125]. 

The use of weights based on individual field values (i.e. weighting a match on a 

common surname like ‘SMITH’ lower than a match on an unusual surname) also 

requires methods to determine appropriate parameter settings [126], although 

there has been some question as to the effectiveness of this technique, as 

evaluations have shown limited improvement  [65, 127].  
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Grouping 

The matching process generates a set of record-pairs; these are pairs of records 

thought to belong to the same individual. It is the grouping process which 

amalgamates these pairs into a more practical form - a linkage map listing which 

record belongs to which individual. The most common grouping strategy, known 

as transitive closure or merge-based grouping, amalgamates all record pairs above 

an accepted threshold, with all connected records classified as belonging to the 

same individual. 

Several other alternate approaches to grouping have been put forward in the 

literature. Many of these alternate grouping methods utilise information about 

the relationships between all records to decide whether to accept or reject a pair 

[128-130]; however these techniques have not received any follow-up validation. 

An additional challenge occurs when each dataset being linked has pre-defined 

groups of records which belong to the same person; in this case, the grouping 

algorithm may wish to take into account the pairs formed between all members 

of one group with all members of another [131]. Methods have also been 

suggesting for ongoing record linkage, where incoming data is linked to a 

repository of previously created. These grouping methods aim to ensure that 

groups within the repository are not merged together [132, 133].  

While matching nearly always occurs on a pairwise basis, full pairwise 

comparison may not be efficient enough for very large linkage involving hundreds 

of millions or billions of records. An alternate grouping algorithm reduces the 

number of comparisons by only conducting pair comparisons where records have 

not already been grouped together [134]. This method appears superior to the 

standard transitive closure methods, with improved efficiency but no change in 

results.  

Linkage methods 

Probabilistic record linkage, as well as deterministic rules based linkage, have 

been the two most common methods for matching. However, research into 

alternate methods for record linkage has appeared regularly in the record linkage 

literature. The two main techniques that have received focus have been record 

linkage methods utilising machine learning algorithms, and record linkage 

methods focusing on entity resolution (both described further below). A range of 
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other approaches have been proposed, including statistical approaches including 

mixture models [135] and Bayesian methods [136-138], as well as approaches 

from the database literature [139, 140].  

Machine learning 

Machine learning algorithms form the basis of modern robotics and internet 

search amongst numerous other fields. Their defining feature is that they learn 

based on the supplied data. Supervised machine learning requires a ‘training 

dataset’ for which the answers are known. The algorithm first uses the training 

set to learn how to correctly carry out the task, before it is applied to data without 

an answer sheet. Unsupervised machine learning approaches refer to the class of 

algorithms which do not require a training dataset, but can be applied directly to 

the data at hand.  

A large number of machine learning techniques have been suggested for record 

linkage. Supervised techniques include decision tree methods [114], support 

vector machines [141], maximum entropy modelling [142], the K nearest 

neighbour algorithm [143], random forests [144], the Electre Tre method [145], 

classification rule learning [146] and neural networks [147]. Unsupervised, or 

semi-supervised techniques include methods for support vector machines [148], 

K means clustering [149], cluster based decision models [150], bagging, bumping 

and Multiview methods [151], hierarchical graphical models [152]  and an active 

learning process, which attempts to use provided secondary datasets as sources 

of additional information [153]. 

The machine learning record linkage methods presented within the literature 

have generally not been evaluated against other approaches (including [114, 141, 

142, 144-147, 151, 153]). Support vector machines have showed promising results 

for certain linkage scenarios, compared to traditional probabilistic linkage [154]. 

One evaluation of machine learning methods suggests the best techniques are 

dataset dependent, but show that support vector machines and naïve Bayesian 

classifiers perform well [155]. Given the paucity of evaluations, there is little 

knowledge about which of these methods offer improvements over the standard 

probabilistic approach. As such, it is not surprising that most linkage software 

packages do not implement machine learning approaches (ChoiceMaker being the 

key counterexample [142]). These methods have also received little follow up 
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within the literature; rather than building on previously established techniques, 

researchers have instead created their own approaches. Work by Christen on 

support vector machines [148] is one of the few examples of work building on 

previous approaches [149].  

One of the key issues of the machine learning approach is the requirement for 

training datasets; these are necessary in supervised learning approaches for the 

procedures to internally set parameters, but generally require extensive manual 

effort to create. Several papers have focused on methods for automating some or 

all of this process. The use of synthetic data (generated with answers) as a 

training set has been suggested [113, 149], as have fully automated methods to 

determine test data [156] and methods which select only those training examples 

which will have the greatest impact, lowering the burden of manual review [157, 

158]. Such developments will likely improve the adoption of machine learning 

approaches.   

Entity Resolution 

Entity resolution seeks to determine entities (i.e. the same ‘things’) between and 

within datasets. Entity resolution can be considered a broader field within which 

record linkage is contained. While in record linkage each record pertains to a 

single entity (typically an individual), the field of entity resolution does not 

require this assumption. A simple example of entity resolution would be to extract 

all the authors, papers and journals from a corpus of references. Here each record 

consists not of a single individual, but of a number of authors, a title, and a 

journal. The aim is to map these entities to a created canonical listing of authors, 

titles and journals.   

Approaches to entity resolution are often sub-domain specific, with each approach 

aiming to make use of additional information unique to that set of problems. This 

includes approaches for online comparison shopping [159], personal information 

management [160], bibliographic data [161], extracting entity information from 

free text [162],  identifying individuals based on behaviour, such as that found in 

transactional logs [163] and identifying individuals from social network 

information (where records of people with the same friends are more likely to be 

the same person) [164]. Several generic approaches to entity resolution have also 

been presented [165, 166].  
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There appears to be a disconnect between the entity resolution literature, mainly 

found in the computer science domain, and the record linkage literature, closer to 

the statistical and health domains. A number of entity resolution papers 

essentially deal with record linkage problems, without much reference to the 

record linkage literature [167-170]. Similarly, the record linkage literature has 

essentially ignored any work on entity resolution. Much could be gained by the 

cross-pollination of ideas from both of these sub-areas.  

Comparing Linkage Methods   

There have been relatively few comparisons of record linkage methods in the 

literature. There have been several comparison of deterministic (rules-based) 

record linkage and probabilistic record linkage, with results tending to favour 

probabilistic methods [171-174], although some find little difference between the 

methods [175], and others suggest each are useful for specific problems [25].  

There are several challenges to comparing linkage methods. Firstly, record 

linkage datasets tend not to be publically available or shareable, meaning that 

different evaluations are carried out on different datasets, and new methods 

cannot be directly compared to the results of previous evaluations. The 

development and use of realistic synthetic data goes some way to solving this 

issue, as this data can be created with a truth set and shared [176]. A second and 

more difficult issue lies with determining the appropriate parameters when 

evaluating a linkage. Record linkage methods typically have a large numbers of 

parameters – for probabilistic record linkage alone there is the choice of the 

number of blocks and their composition, the comparison fields, the comparison 

methods, and the agreement and disagreement weight given for each field, as well 

as the final threshold method. Poor parameter selection will produce poor quality 

linkages, irrespective of the method used. This provides a challenge when 

evaluating the comparisons found in the literature. One solution to this problem 

is to adopt a particular method for determining parameters for each linkage 

method; the research question then becomes ‘Is this linkage method, along with 

this method for determining its parameters, better or worse than this other 

linkage method, along with this other method for determining parameters?’ By 

placing these assumptions at the forefront of the research question, readers can 

better assess the claims of an evaluation.  
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A final challenge is in determining the sensitivity of a linkage method to changes 

in parameters. Linkage methods need to perform similarly on different datasets, 

and not be susceptible to large changes in linkage quality due to small changes in 

linkage parameters. Such methods would be unlikely to perform well in realistic 

scenarios where estimating parameters may not be straightforward. This vital 

aspect has generally been overlooked in evaluations.  

Linkage quality and research outcomes  

Maximising linkage quality is not an end in itself; for health record linkage, the 

ultimate aim is to ensure reliable research outcomes. Several papers have 

observed the large effect that poor linkage quality can have on research outcomes 

[177, 178]; however knowledge of how errors (and different types of errors) 

directly affect particular methods of analysis is limited.  False positive errors in 

one-to-one linkage of registry and death information have been shown to 

underestimate survival, while false negative errors will overestimate survival 

[179]. The relationship between these types of errors and more complex analyses 

is unknown. Gaining a greater understanding of the impact of false positives and 

negatives on particular methods of analysis, including whether either of these 

error types play a greater role in biasing outcomes, is an important research goal. 

While not strictly an error of linkage quality, one study (Publication 2 of this 

thesis) [60] has measured the proportion of health records which occur outside a 

state jurisdiction (record linkage in Australia is typically conducted within 

states). Between 3% and 5% of individuals residing in one state were found to 

have hospital records in another state; as such, any state-based study of these 

individuals will necessarily be missing hospital records. The effect that this has 

in biasing research outcomes is not known, however.  

A second related research question is to determine how a researcher can adjust 

or control for these errors, given their likely existence. Researchers currently 

make the assumption that linkage contains no errors, and do not attempt to 

adjust for linkage error. This may not be appropriate or correct, as linkage error 

is known to exist to some extent, and there is evidence that some subpopulations 

are more prone to linkage error than others, such as women [7, 180], the elderly 

[7], ethnic minorities [7, 111], certain geographic areas (from recording 

differences in specific localities) and those from lower socioeconomic groups [181]. 
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Several methods for adjusting for linkage errors have been proposed within the 

literature. A team led by Chambers has presented a series of methods for different 

variations of one-to-one record linkage (linkage of two datasets, where each 

dataset contains at most one record per person). These methods include an 

estimation of linkage errors as an additional factor within regression analysis 

[182-184].  Several additional methods for including linkage error within 

regression analysis utilising Bayesian statistics have also been proposed [119, 

185]  A second approach, led by Goldstein, has been to utilise all record-pair 

associations, along with their confidence, in one-to-one matching rather than only 

the highest [186, 187]. This approach introduces the linkage error variation into 

the estimation of clinical variables, which are then used in statistical analysis. 

There has been limited empirical evaluation of these methods to date, and no 

comparison. The separation of personal identifiers from clinical information has 

made this research difficult to carry out in practice. Further work is required in 

this area, especially to extend this work to include linkages which involve 

datasets containing multiple records per person.  

Methods for improving speed 

The comparison of every record in one dataset to every record in another is too 

time-consuming to be practical. Blocking techniques are used to reduce the 

comparison space. Typically a set of blocking variables is chosen; only record-pairs 

which have exactly the same values of these variables will be compared further. 

Several sets of blocking variables are used, with record-pairs compared if and only 

if they have exactly the same values on one of these sets [10].  

The development of new, improved blocking techniques, which compare fewer 

record-pairs without compromising record linkage quality, has received much 

attention. New techniques include blocking using suffix-arrays [62, 188], sorted 

neighbourhood methods [189, 190], canopy clustering [191], locality sensitive 

hashing [61] and q-grams [22]. Several reviews of blocking methods can be found 

in the literature [22, 192]. The adoption of more efficient blocking techniques is 

likely to become important with the linkage of extremely large datasets (100 

million to billions of records) where speed may become a factor, or in specific 

linkage scenarios where speed is vital, such as real time linkage. However for 

typical health record linkage, where datasets are typically in the tens of millions 

of records, the time taken for matching is only a small part of the overall 
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processing time [60]. The traditional blocking approach has been considered fast 

enough, and these alternate methods do not appear to have received adoption.   

A second focus of research has examined automating choices of blocking variables 

[193-198] as well as comparison variables [199]. These techniques are most useful 

for linkages involving unusual variables or unusually large datasets. Standard 

record linkage typically involves the same variables (names, dates of birth, gender 

and address information); the use of default blocking criteria and comparison 

variables has likely been robust enough for automated record linkage. 

A final aspect of research into blocking has looked at privacy preserving blocking, 

which seeks to provide ways to cluster records for comparison without revealing 

any identifying information. Simple methods involve the use of hashed (encoded) 

blocks [200]; however, in this case, block size may reveal a small amount of 

information. Some alternate methods have been proposed including the use of 

multibit trees [63, 201], clustering methods [202, 203], locality sensitive hashing 

[204] and reference datasets [205]. This is currently an active area of research. 

Methods for improving privacy protection 

The advancement of methods to further protect the privacy of individuals in 

record linkage remains a priority2. Privacy preserving record linkage involves 

carrying out record linkage on encrypted or encoded data; in this process, the 

linkage unit has no access to full personal identifiers, but only to some form of 

encoded information. As no personally identifying information is released by the 

data custodian, the privacy risk involved is much lower.  

Privacy preserving record linkage is a popular area of current research, with an 

increasing number of protocols being proposed, each with different aims, 

approaches, and applicable scenarios. A comprehensive review of these methods 

has been undertaken [13]. This review highlights that most techniques are 

applicable to the linkage of two datasets only, and that privacy protections offered 

                                                      
 

 

2 The requirement for privacy in record linkage, its legal implications, and common 

operational methods for ensuring privacy are discussed in Chapter 5. This section focuses 

only on new developments in the literature regarding privacy, namely privacy preserving 

record linkage.  
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by these methods require “honest parties”; that is, it requires that there is no 

collusion between a linkage unit and a data custodian to learn about a second 

custodian’s data.  

Privacy preserving protocols presented in the literature utilise either a two or 

three party model [13]. Under a two-party protocol, only those organisations that 

hold data participate in the linkage – there is no independent third party acting 

as linkage unit. This differs from almost all current models of record linkage used 

today, such as those in the UK [206], Canada [207] and Australia [59], which 

utilise third parties. These protocols typically require a greater amount of 

communication than three-party protocols [14].  

Privacy preserving protocols also differ in the level of privacy protection they 

provide. The least privacy preserving techniques simply amalgamate parts of a 

person’s identifiers into a single variable [15]. Although not quite as identifiable 

as no privacy preserving method at all, it is a trivial exercise for a person 

undertaking linkage or a malicious individual to determine whether an individual 

exists within a database of these codes. 

Another class of privacy techniques encrypt data so that those with access cannot 

learn any information directly from the encrypted values; however, these 

encrypted values can be vulnerable to frequency attacks [16]. For instance, a 

protocol may encrypt fields separately, all in a particular way – every instance of 

‘John’ will have the same encrypted value. As John is the most common name, it 

is possible to count the frequency of encrypted values to work out which value 

corresponds to this name. These protocols are significantly more complex to 

break, and typically only some percentage of information can be revealed. 

Hashing (a type of irreversible data transformation) is the most common 

technique used in these circumstances [13, 14, 208, 209]. 

A final class of privacy techniques encrypts data in such a way that it is not 

possible to learn any information about individuals. Such methods utilise strong 

cryptographic techniques (the same as those used to ensure security in other 

domains such as finance and the internet) for which there are no known attacks. 

Unfortunately, while protocols using these techniques exist [210-212], they are 

currently impractical for all but the smallest applications of record linkage [213].   
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Another important difference in these record linkage privacy protocols is the 

method of matching. Protocols either perform an exact match on a particular set 

of identifiers, or perform similarity matches on particular fields. As discussed 

earlier, approximate similarity matching is vital to obtain high linkage quality. 

Several methods have been suggested to allow privacy preserving string 

comparisons, including embedding identifiers within a metric space [214, 215], 

using public reference datasets [216, 217], and hash based methods utilising 

Bloom filters [14].  

A final difference found amongst these protocols is the extent to which they have 

been used in practice. Almost all the privacy preserving linkage methods that 

have been used in operational settings have involved an exact match on particular 

attributes of a dataset [218, 219], which are generally hashed to ensure privacy 

[208, 220, 221]. These methods are efficient, and relatively simple to implement, 

although the resulting linkage quality is sub-optimal [222].  

In line with other aspects of the record linkage literature, while there have been 

a large number of proposed protocols, very few have received any strong empirical 

evaluation, especially using large real administrative datasets. Without this, it is 

unlikely that these methods will be adopted by operational linkage units. In 

addition, few methods have received follow up in the literature; a notable 

exception is the work of Schnell, who first proposed the use of Bloom filters for 

approximate privacy preserving linkage [14]; this seminal work has resulted in 

the development of  a number of other protocols [223-225], as well as extensions 

and comparisons of the method [94, 226-229].   

Based on the available evidence, the privacy preserving method using Bloom 

filters appears to be the most likely of the numerous privacy preserving protocols 

to receive adoption by operational linkage units. Evaluations have shown equal 

linkage quality and similar efficiency to traditional unencrypted probabilistic 

linkage [200]. The security of the protocol has been investigated in detail [16, 230, 

231], with numerous refinements made to strengthen it [229].  

Conclusions 

From examining the literature on methods for record linkage, there are several 

identifiable trends.  
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The record linkage literature has predominantly focussed on creation of methods 

rather than evaluation of methods. This can clearly be seen in the development of 

machine learning methods for record linkage, and the development of privacy 

preserving protocols. In both of these areas, a very large number of new methods 

have been presented, all of which attempt to solve the same problem. 

Notwithstanding their novelty, few of the methods have been evaluated to 

determine whether they offer significant improvement over current approaches. 

As a result, many of these methods are essentially orphaned, receiving no further 

evaluation or follow-up by the research community.  

Further systematic testing of new linkage methods is necessary if new methods 

are to receive adoption. Rigorous testing and comparison of machine learning 

methods against currently used linkage approaches appears to be an important 

next step if such methods are to be adopted in practice. These methods would 

need to be evaluated not only for quality and efficiency, but also in terms of the 

difficulty of determining appropriate parameters (or creating appropriate 

training data) as well as the methods sensitivity to changes in parameters.  

The privacy preserving linkage literature appears to be better placed, with 

research coalescing around the Bloom filter method. Further research is required 

to determine how to correctly estimate parameters in a privacy preserving 

context, and to ensure linkage quality remains high in light of security 

improvements to the protocol. The development of further protocols which provide 

higher security at a similar level of accuracy and speed would also be an 

important development.  

Many methods which have not received evaluation may still have merit. For 

instance, it seems unlikely that the probabilistic record linkage method, now over 

50 years old, would outperform state of the art machine learning methods, a huge 

area of advancing research over the last 20 years. However without detailed, 

rigorous effort to test these methods, practitioners have little choice but to 

continue with known and well-tested methodology.  

The reason for this focus on creation rather than evaluation of methods is not 

clear, but several causes are suspected. It may be partly explained by a type of 

publication bias, where academic journals are possibly more reluctant to publish 

evaluations of previously published methods, preferring ‘original research’ 
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articles. A similar publication bias has been noted in the literature for replication 

studies [232]. There is no requirement by reviewers for detailed evaluations of 

new methods and protocols, as can be seen by the number of papers without these. 

High quality evaluation itself is difficult, requiring access to large real-world 

datasets with “known” answers. Such datasets are difficult to source and almost 

impossible to share, making comparative evaluation difficult [176].  The use of 

synthetic data with known answers may be one way around this issue [176]. 

Carrying out evaluations will also occasionally determine that the proposed novel 

methods are not actually better than previous methods; indeed, there is evidence 

to suggests that null results are much harder to publish [233].  

There may also be a disconnect between theory and practice. Research into record 

linkage methodology typically occurs within academia, while most record linkage 

units are located within government. The communication between these two 

groups could be improved; academia has long been described as an ‘ivory tower’, 

disconnected from practical concerns [234]. It is possible that academic 

researchers do not realise the necessity of evaluations of their methodology for it 

to be used in practice. Record linkage practitioners usually reside in government, 

which has traditionally been considered risk averse [1] and hostile to innovation 

[235]. Record linkage units require a certain level of confidence in a new technique 

before they invest in evaluation or implementation. Greater collaboration 

between academics and practitioners would be one of the most important ways to 

improve adoption of new record linkage methods in practice.  

Despite these misgivings, it is clear that great strides have been made in record 

linkage methodology. Dataset sizes, and dataset numbers have grown 

dramatically and methods to handle this increase have kept pace. The literature 

is replete with methods to handle further orders of magnitude increases in 

dataset sizes [22, 134]. Probabilistic record linkage methods have been further 

refined, and while new linkage methods have not received proper evaluation, once 

this occurs there will undoubtedly be methods which further extend the state of 

the art. Privacy-preserving methods appear close to ready for use in operational 

settings, with the adoption of these methods likely to lead to greater dataset 

access for researchers. With a greater focus on evaluation and collaboration with 

practitioners, these significant developments will undoubtedly improve linkage 

quality and access to datasets.  
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4.1. Measuring and reporting linkage quality 

Achieving high linkage quality is essential to ensure the validity of any research 

utilising linked data. Linkage quality here refers to the proportion of errors found 

within a linkage. There are two possible types of errors. Firstly there are false 

positives, where two records are designated as belonging to the same person, 

whereas in reality, they belong to two different people. Secondly, there are false 

negatives, where two records are designated as belonging to two separate people 

when in truth they belong to the same individual. 

There is often limited reporting by linkage units regarding the quality of their 

linkage to researchers, and it is not clear that researchers have much 

understanding regarding linkage quality. Linkage errors are not evenly 

distributed throughout the population, but tend to cluster around specific 

demographics; women [7], ethnic minorities [7], and those from lower 

socioeconomic groups [181], providing greater potential to bias results in these 

populations. Further research in this area is needed. These issues are explored in 

Publication 8: Understanding the origins of record linkage errors and how they 

affect research outcomes [236].  

The two types of errors found in record linkage (false positives and false 

negatives) are typically measured as precision (the proportion of matches found 

that were correct) and recall (the proportion of correct matches that were found) 

[237]. A linkage with a high precision will have few false positives, while a linkage 

with high recall will have few false negatives. The F-measure of a linkage is the 

harmonic mean of precision and recall; it provides a single value with which we 

can compare results.  

To be able to calculate the precision and recall of a linkage, we need to know in 

advance whether individual record-pairs have been correctly identified or not. 

However in practice, this information is not known. One proposed solution to this 

problem involves sampling record-pairs at different threshold scores, and 

manually reviewing these samples. This new method is presented and evaluated 

in Publication 9: A simple sampling method for estimating the accuracy of large 

scale record linkage projects [238]. This sampling based method appears highly 

accurate. 
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While there is often little reporting of overall linkage quality to researchers, 

efforts to optimise linkage quality play a large role in linkage operations. Current 

methods can involve manual review of record-pairs to ensure quality [8, 9], a 

costly and time consuming process. By determining best practices for record 

linkage operations with regard to linkage quality, and by developing new methods 

to optimise quality and reduce the manual processing burden, this thesis aims to 

allow higher linkage quality to be achieved more quickly and at lower cost. In 

order to tackle this issue, this thesis has focused on specific constituent parts of 

the record linkage process.  

4.2. The linkage process 

The record linkage process is presented in Figure 5.  

 

 

If poor linkage quality, repeat processes with modified parameters

Return Data/
Update Linkage 

Map

Data Receipt & 
Verification

Quality 
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Figure 5: The record linkage process 

 

 

Once data is received, it is cleaned and standardised, a process where individual 

fields of the dataset are modified, replaced or removed in order to improve the 

underlying data quality. The matching process follows; individual records are 

compared, typically in a pairwise fashion, to determine whether the two records 

belong to the same person. This process results in a list of pairs of records believed 

to belong to the same person.  

The grouping process then merges these record-pairs into its final format; a 

listing of each record and the individual to which it belongs (a linkage map).  

Once the linkage map is created, methods are used to measure and improve 

linkage quality. If linkage quality is low, one approach is to repeat previous steps 

of the linkage process with alternate parameter settings. Manual methods such 
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as clerical review are often used by linkage units to improve quality; however 

these are very slow and thus expensive. Manual methods also do not scale easily; 

in a large linkage of many millions of individuals, the manual resolution of an 

incorrect linkage of one individual will have a miniscule if any effect on overall 

quality.  

Each of these components is discussed in further detail below.  

Data cleaning and preparation 

Data cleaning involves the transformation of the information received for linkage 

into a standardised format that is most appropriate for matching. A variety of 

techniques are used to prepare data for linkage; these can be found in various 

linkage software packages and in the literature [10, 239, 240].    

Data of higher quality (containing fewer errors and ambiguities) will result in 

fewer mistakes in linkage, and thus return higher linkage quality. Improvements 

in data quality should therefore translate into improvements in linkage quality. 

Despite this widely held view, there has been surprisingly little empirical 

evaluation of the effect of data cleaning on overall record linkage quality, or of 

which particular data cleaning techniques are most useful. 

Publication 10: The effect of data cleaning on record linkage quality [241] outlines 

methods for data cleaning and their prevalence, and evaluates the impact of these 

methods on linkage quality, using both synthetic and real administrative data. 

The results suggest that rather than lead to noticeable improvements in linkage 

quality, heavy data cleaning can reduce the overall quality of linkage.  

Given these findings, the allocation of significant resources to data cleaning (up 

to 75% of time by some estimates [10]) may not be warranted. These results also 

suggests that the use of particular techniques, (such as name lookups) should 

rarely, if ever, be used as they are likely to lead to an overall decrease in linkage 

quality. Further testing on additional datasets will shed more light on exactly 

how generalizable these results are.  

Matching 

The matching process takes as input the cleaned and prepared datasets, and in 

turn produces a list of record-pairs, where each record in a pair is considered to 

belong to the same individual [10]. Matching can occur between two or more files, 
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or within a single file (known as de-duplication); the process is essentially the 

same in either scenario. A simple approach to this problem is the use of 

deterministic matching [10]. In deterministic matching, a combination of 

personal identifiers is chosen such that if two records have all of these values in 

common, they are designated to belong to the same individual. Each single 

combination of personal identifiers is known as a rule. In practice, a series of rules 

are typically used, in order to allow some tolerance of missing, incorrect or 

changing values. While deterministic linkage is intuitive and quick, it is less 

versatile and achieves lower linkage quality than probabilistic record linkage 

[174], the most common method for record linkage. 

Probabilistic linkage  

Probabilistic linkage, so called because it uses conditional probabilities to 

compute likelihoods, presents a more formal and less intuitive approach to 

linkage. In this approach, records are compared on a pairwise basis. A comparison 

of two records involves comparing all the individual field. Each field comparison 

results in a score based on specific weights assigned to that field. These scores are 

summed up for the pair comparison, and if this summed score is over a specific 

threshold, the two records are designated a match (see Figure 3) [121].  

 

record001
record002

Sean
Sean

Mark
Richard

Randall 11
11

21 Alma Street
4 Little Howard 

Fremantle
Subiaco

6160
6050Jones

08
02

1986
1986

Score +6 -5 +2 -1 -1 -1-8 -3 +5 = -6
Total

Less than threshold of +10
Not a Match

 

Figure 6: An example of a record-pair comparison in probabilistic linkage.  

 

Probabilistic linkage removes the difficulties of creating large sets of rules and 

determining the validity of each rule. However the process still requires a number 

of parameters to be accurately estimated to ensure high quality linkage.  

In probabilistic linkage and many other approaches, the comparison of every 

record in one dataset to every record in another quickly becomes infeasible as 

dataset sizes increase. For example, a relatively small linkage of 1 million records 

to a second dataset of 1 million records would involve 1 trillion record pair 

comparisons. The vast majority of these potential comparisons would involve 

120



121 
 

records that belong to different people. Techniques known as blocking are used to 

dramatically reduce this comparison space, while keeping all (or very nearly all) 

comparisons which have a possibility of belonging to the same individual [10]. 

The typical method of blocking is to choose a set of fields (blocking variables); only 

record-pairs which have exactly the same values of these variables will be 

compared further [10].   

Grouping 

The matching process results in a set of record-pairs; these are pairs of records 

thought to belong to the same individual. The grouping process amalgamates 

these pairs into a more usable form - a linkage map listing which records belongs 

to which individual. 

The standard grouping strategy is merge grouping or transitive closure [242]. In 

this process, all record pairs above the accepted threshold are amalgamated, with 

all connected records classified as belonging to the same individual (see Figure 

7). Indirect relationships can be formed between records, where despite not 

forming a record pair themselves, they are joined by an intermediate record which 

has formed a pair with both. This method is intuitive, and is most commonly used 

when de-duplicating a file or linking files together which each contain multiple 

records per person.  
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Figure 7: The merge grouping process 

 

As linkage units grow, they typically move to an on-going repository model, where 

a single linkage map is created and maintained over time (see Publication 1 for 

more detail on this approach). This linkage map is then used for multiple research 

projects. This approach can improve overall linkage quality, as the impact of 

quality intervention and manual assessment is not lost after each research 

project. As such, linkage units often have high confidence in their stored results.  
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An alternate grouping approach may be useful in scenarios where new data is 

being linked to a repository of previous linked data [132]. This alternate approach 

would ensure that the results of previous linkages are maintained, rather than 

potentially merge together groups of records when there is already evidence that 

they are separate people.  Alternative methods of grouping have been proposed 

which would solve this problem [132], but few have been fully articulated, and 

fewer still have been formally evaluated. 

Publication 11: Grouping methods for ongoing record linkage [243] outlines 

existing methods for grouping with a repository of previously linked data, and 

proposes an additional new method.  The paper evaluates these methods using 

real administrative datasets. Results suggest that alternate ‘best-link’ 

approaches achieve substantially better quality. These methods should be 

recommended in scenarios where incoming is linked to an ongoing repository.  

The grouping process produces a complete linkage map, listing each record with 

a corresponding person identifier. Before the linkage map can be used for its 

ultimate purpose (to extract health data for researchers), its quality must be 

evaluated. Additional techniques for improving quality can also be conducted.  

Techniques for improving quality after linkage 

The discovery of common types of errors through manual checking of results can 

often identify issues that can best be solved through altering the parameters of 

the linkage process and re-running these steps. This could include the 

modification of matching weights, editing the blocking parameters, or utilising 

additional cleaning techniques.  

At record-pair scores close to the threshold cut-off, the likelihood of an incorrect 

classification (either a false positive or a false negative) is highest. Instead of 

using a single threshold score to determine which records are correct, some 

organisations use both a lower and upper thresholds score – those record-pairs 

that score in between these thresholds are manually reviewed [121]. This large-

scale manual review process results in high linkage quality, but requires a 

significant amount of time and expense. Human manual review is slow, and for 

large datasets this method is infeasible. The exploration and establishment of 

additional techniques to reduce and remove the burden of large-scale manual 

review is an important area for development. 
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The creation of record-pairs and their amalgamation into a linkage map provides 

additional information unavailable during linkage that has potential utility for 

improving linkage quality. One source of additional information is in the 

structure of the pairwise-relationships formed through matching. These may 

convey additional information useful in identifying groups likely to contain false 

positive errors. If groups that are in error can be identified with high accuracy, 

corrective action can be more effectively targeted, thereby reducing the burden of 

clerical review.  

An intuitive hypothesis is that groups of records which are more sparsely linked 

and held together may be more likely to contain false positive links, as compared 

with groups which are dense or fully saturated with pairs. The non-existent 

record-pairs in sparser groups likely had the opportunity to form a record-pair in 

linkage, but did not, potentially suggesting we should have a lower confidence in 

this group.  Metrics from graph theory, the branch of mathematics which studies 

the structure of pairwise relations, could be used to identify these groups. 

Publication 12: Use of graph theory measures to identify errors in record linkage 

[244] adopts several metrics from graph theory and applies these to linked groups 

of real world data. These metrics accurately identify groups containing errors, 

and present superior precision to traditional threshold setting methods. Results 

from this research provide the foundation for developing new methods for 

resolving these errors automatically.  

Conclusion 

Once the quality of the linkage is deemed satisfactory, the process is complete 

and the data is ready to be used by researchers.  

Linkage processing is complex and is made up of a number of discrete parts. Each 

of these parts influences the overall linkage quality. The publications in this 

section have focused on particular record linkage processes, with an aim to either 

evaluate current practice with respect to its effect on linkage quality, or to develop 

new methods to improve overall linkage quality. This exploration of methods to 

improve linkage quality is by no means comprehensive or complete, but each 

development is significant in its own right. The methods presented here aim to 

reduce the burden of significant manual intervention. Improving linkage quality 

through these methods can both significantly decrease the cost of linkage 
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operations, allowing more researchers access to data, and increase the confidence 

in research outcomes derived from linked data.  
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The effect of data cleaning on record linkage
quality
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Abstract

Background: Within the field of record linkage, numerous data cleaning and standardisation techniques are
employed to ensure the highest quality of links. While these facilities are common in record linkage software
packages and are regularly deployed across record linkage units, little work has been published demonstrating the
impact of data cleaning on linkage quality.

Methods: A range of cleaning techniques was applied to both a synthetically generated dataset and a large
administrative dataset previously linked to a high standard. The effect of these changes on linkage quality was
investigated using pairwise F-measure to determine quality.

Results: Data cleaning made little difference to the overall linkage quality, with heavy cleaning leading to a
decrease in quality. Further examination showed that decreases in linkage quality were due to cleaning techniques
typically reducing the variability – although correct records were now more likely to match, incorrect records were
also more likely to match, and these incorrect matches outweighed the correct matches, reducing quality overall.

Conclusions: Data cleaning techniques have minimal effect on linkage quality. Care should be taken during the
data cleaning process.

Keywords: Data cleaning, Data quality, Medical record linkage
Background
Record linkage in context
Record linkage is the process of bringing together data
relating to the same individual from within or between
datasets. This process is non-trivial when unique person
based identifiers do not exist, and linkage is instead
performed using probabilistic or other techniques that
compare personally identifying information such as
name and address, which may include error or change
over time.
While record linkage is frequently performed in a

business or administrative context to remove duplicate
entries from person based datasets, it has also been
widely used to enable health researchers to gain event
based longitudinal information for entire populations. In
Australia, research carried out using linked health data
has led to numerous health policy changes [1,2], and the
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success of previous linkage efforts has led to the deve-
lopment of national linkage infrastructure [3].
Record linkage methodology
Approaches used in record linkage fall across a spectrum
between deterministic and probabilistic methods. Deter-
ministic linkage methods range from simple joins of
datasets by a consistent entity identifier to sophisticated
stepwise algorithmic linkage which includes additional
information to allow variation between records that
match i.e. it does not rely on an exact match of the en-
tity identifier. Probabilistic methods, on the other hand,
use various fields between data sets to calculate the odds
that two records belong together [4]. These odds are
represented as probability weights or scores which are
calculated (summed) for each pair of records as they are
compared. If the total score for a record pair is greater
than a set matching threshold, then they are deemed to
be a match – the records belong to the same person.
The probabilistic approach allows for inconsistencies
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between records with missing matches i.e. it has the ca-
pacity to link records with errors in the linking fields.
Several studies have demonstrated that probabilistic

linkage techniques are more robust against errors, and
result in better linkage quality than deterministic me-
thods [5-7]. Probabilistic methods are also more adap-
table when large amounts of data require linkage [8].

Data cleaning in record linkage
Irrespective of which linkage approach is being used, the
linkage process is usually preceded by a data cleaning
phase. Data cleaning (sometimes called standardisation
or data cleansing) involves correcting, removing or in
some way changing fields based on their values. These
new values are assumed to improve data quality and
thus be more useful in the linkage process.
There is evidence that improvements in the quality of

the underlying data lead to improvements in the quality
of the linkage process. For example, early studies of
probabilistic linkage in health research demonstrated
that greater amounts of personal identifying data greatly
improved the accuracy of linkage results [9,10]. Studies
have also shown that data items with more discrimina-
ting power lead to better linkage results [11,12].
In the absence of strongly identifying personal infor-

mation, data cleaning has been recognised as one of the
key ways to improve the quality of linkage [13]. The rec-
ord linkage literature identifies data cleaning as one of
the key steps in the linkage process [14-17], which can
take up to 75% of the effort of record linkage itself [18].

Data cleaning techniques
A variety of data cleaning techniques are used in record
linkage [18-20]. Some data cleaning techniques seek to
increase the number of variables by splitting apart free
text fields. Others seek to simply transform variables
into a specific representation, without actually changing
the information. Further techniques aim to change the
information in the fields, either by removing invalid
values, changing values, or imputing blank values. Based
on a review of five institutions conducting linkage in
Australia and eight linkage software packages [19], the
following data cleaning techniques were identified.

Reformatting values
Data values can be simply changed to a new format
without actually creating or removing information. This
ensures that all data is in a common standard for com-
parison during linkage. For example, two datasets which
store dates in a different format (such as ‘11/08/86’ and
‘11th August 1986’), would need to be changed to a com-
mon format for comparison. No data is changed by this
transformation, only the representation of the data. This
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technique is essential for ensuring matching fields can
be compared [18].

Removing punctuation
Unusual characters and punctuation are typically removed
from alphabetic variables. Names with spaces, hyphens or
apostrophes may be more likely to be misrepresented, and
removing these values can remove any differences bet-
ween these values.

Removing alternative missing values and uninformative
values
Datasets can often contain specially coded input values
when no information is available – for instance ‘9999’
for a missing postcode. Other datasets may contain in-
formation that is not useful to the linkage process - hos-
pital admission records may contain ‘Baby of Rachael’ in
a forename field, or ‘NO FIXED ADDRESS’ in an
address field. These are commonly removed [18]. In
traditional probabilistic linkage, two variables that agree
on a value (for instance, both are marked ‘UNKNOWN
ADDRESS’) will receive a positive score, which in this
case, may be inappropriate. A comparison involving a
missing or blank value will typically not result in any
positive or negative score.

Phonetic encoding
By creating an encoding of the phonetic information en-
capsulated in an alphabetic variable (such as a surname)
names that are recorded as different spellings but sound
the same will be brought together. Phonetic encoding is
a common technique in record linkage. Common encod-
ing algorithms used in record linkage include Soundex
[21], NYSIIS [22] and Metaphone [23]. NYSIIS has been
used for record linkage in Canada [13], while in the
Oxford Record Linkage Study the Soundex value of the
NYSIIS code is used in their linkage [18].

Name and address standardisation
Name standardisation or name parsing is the process of
breaking down a person’s full name into its individual
components. For instance, a name field with the entry
‘Dr John Harry Williams’ could be broken down into
title, first name, middle name and last name, and these
components could be individually compared.
Similarly, an address can be broken down into its con-

stituents such as street number, street name and street
type. By creating multiple variables in this way, small dif-
ferences between records such as a different order may
have less effect in bringing these records together. Ty-
pically the process of breaking the address into separate
components has been carried out using a set of rules
[24], but the application of statistical methods has also
proved useful [25].
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Nickname lookups
A nickname file, containing common nicknames and di-
minutive names for given names can be used to translate
forenames to a common value. Using a nickname look-
up, a person recorded as Bill on one dataset and William
on another could be given the same first name, poten-
tially bringing these records together [18].

Sex imputation
A record with a missing sex value can have this value
imputed based on their first name. This requires a look-
up table which equates common first names with sex.

Variable and field consistency
Records containing variables which are inconsistent can
be edited to remove this inconsistency [20]. For instance,
a record with suburb of Sydney and postcode of 6000 is
inconsistent, as this is the incorrect postcode for this
suburb. It is not often clear which variable to change in
order to resolve this inconsistency.

Prevalence of data cleaning
These techniques encapsulate those found in linkage
software packages or in use by dedicated linkage units in
Australia during our environmental scan. All techniques
listed here were either in use or under consideration by
at least one institution conducting linkage in Australia,
and all institutions asked used at least one of these tech-
niques to clean their data.
A review of the data cleaning features found in lin-

kage software packages can be found in Table 1. These
linkage packages vary from enterprise level commercial
packages (IBM’s QualityStage [26]), smaller commercial
packages (Linkage Wiz [27] and the now freely available
Choicemaker [28]), free university developed software
(Febrl [29], FRIL [30], The Link King [31]) and govern-
ment developed software obtained for evaluation (LINKS
[32], BigMatch [33]). Linkage engines are probabilistic
(BigMatch, FRIL, Linkage Wiz, FEBRL) a combination
of both rules based and probabilistic (LINKS, Link
King) or using modern machine learning techniques
(ChoiceMaker, FEBRL). Nearly all packages implement
Table 1 Availability of data cleaning functionality across a sa

Linkage Wiz Febrl BigMatch

Reformat values Yes Yes No

Remove punctuation Yes Yes No

Remove alt. missing values Yes Yes No

Phonetic encoding Yes Yes No

Name/Address Standardisation Yes Yes No

Nickname lookup Yes Yes No

Sex imputation Yes Yes No
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data cleaning as a set of functionality which the operator
can choose to apply on specified variables in a dataset. In
some packages (for instance, The Link King) data cleaning
is performed as an automated part of linkage itself, with
the operator having little manual control over the steps
taken.
Data cleaning functionality in linkage software pac-

kages ranges from non-existent (BigMatch, LINKS) to
comprehensive (Febrl. QualityStage, Linkage Wiz). Tech-
niques available for reformatting variables typically include
trimming, splitting and merging fields, classifying values,
and reformatting dates.
Packages which remove specific values typically use a

default invalid value list, which can then be added to by
the user (for example Febrl, Link King, QualityStage,
Linkage Wiz). Phonetic encoding algorithms available
typically include Soundex at a minimum, with NYSIIS
also common. Additional available techniques include
‘backwards NYSIIS’, metaphone and double metaphone.
The lack of data cleaning functionality in some packages
tended to be the result of a design decision to split this
functionality into a separate software package rather
than a value judgement about its usefulness.

Advantages of data cleaning
In a record linkage context, the aim of data cleaning is
to improve linkage quality [18,34]– that is, reduce the
number of false positives (two records incorrectly identi-
fied as belonging to the same person) and false negatives
(two records incorrectly identified as not belonging to
the same person). Without data cleaning, many true
matches would not be found, as the associated attributes
would not be sufficiently similar [35].
Despite its widespread availability in linkage software

packages, its use by numerous linkage groups, and its
recognition as a key step in the record linkage process,
the record linkage literature has not extensively explored
data cleaning in its own right. Particular methods of
cleaning data variables have been evaluated previously.
Churches et al. [25] compared rule based methods of
name and address standardisation to methods based
on probabilistic models, finding more accurate address
mple of linkage packages

Link king FRIL LINKS ChoiceMaker QualityStage

Yes Yes No Yes Yes

Yes Yes No Yes Yes

Yes Yes No Yes Yes

Yes Yes No Yes Yes

No No No Yes Yes

Yes No No No Yes

Yes No No No Yes
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information when cleaned using probabilistic models.
Wilson [36] compared phonetic algorithms and hand cu-
rated mappings on a genealogical database, finding the
hand-curated mappings more appropriate for name
matching. To our knowledge there has been no syste-
matic investigation of the extent to which data cleaning
improves linkage quality, or which techniques are most
effective.

Objectives
Implicit in the data cleaning process is the assumption
that data cleaning will improve linkage quality. However
there is limited literature that has quantified the extent
of improvement arising from data cleaning. Moreover,
little is known about the relative effectiveness of various
techniques. The current study attempts to answer these
questions through a systematic investigation of the effect
of data cleaning on linkage quality using two datasets –
a ‘synthetic’ dataset and a large-scale ‘real world’ admi-
nistrative dataset.
Since real world datasets for which the ‘answers’ are

known are both difficult to source and virtually impos-
sible to share, we opted to generate and use a synthetic
dataset. The synthetic data files contain artificially cre-
ated records that have characteristics that closely resem-
ble the attributes of real world datasets. Such datasets
are typically use in benchmarking or systems testing.

Methods
This study aimed to investigate both the overall com-
bined effect of data cleaning, as well as the individual
effects of specific data cleaning techniques. Firstly to in-
vestigate the overall quality, a highly cleaned, a minim-
ally cleaned, and an uncleaned version of each of the
two datasets was produced. These were each internally
linked, with the resulting linkage quality measured. To
investigate the effect of specific data cleaning techniques,
Synthetic Dataset

Real Administrative
Dataset

No Clean
Synthetic Da

A version of each dataset
was produced employing a

high level of cleaning,
another with a minimal level

of cleaning, and finally a
version that was not cleaned

Minimal Clea
Synthetic Da

High Clean
Synthetic Da

No Cleani
Synthetic Da

Minimal Clea
Synthetic Da

High Clean
Synthetic Da

Figure 1 Road map for measuring overall linkage quality.
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the relative improvement of each transformation on the
above datasets was measured and averaged Figure 1.

Datasets
The synthetically generated data set consisted of 400,000
records, containing multiple records belonging to the
same person. The synthetic data was generated using an
amended version of the FEBRL data generator [37]. As a
first step, the generator creates a user specified number
of original records. These are created randomly, based
on frequency lookup tables. Duplicate records are cre-
ated in a second step, based on the original records. Du-
plicate records are created by randomly selecting an
original record, then randomly choosing the number of
duplicates to be created from it, and then randomly
introducing errors according to user-specified parame-
ters. An additional probability distribution specifies how
likely data items or attributes are selected for introdu-
cing errors (it is possible for data items to have no errors
at all).
The synthetic data file was based on frequency distri-

butions obtained from the Western Australian electoral
roll. As voting is compulsory in Australia, the electoral
rolls are highly representative of the population. To
avoid the potential of identifying individuals from the
electoral data, the frequency list was truncated so that
frequency counts below five were excluded.
Each record in the dataset comprised the following

data items: surname, first name, sex, date of birth and
postcode. Records in each dataset were generated with
errors typically found in administrative data. Ascertai-
ning representative rates of different types of errors such
as duplications, omissions, phonetic alterations and le-
xical errors involved abstracting errors manually from a
number of real world datasets and extrapolating these to
the artificial data. Real world errors were applied to the
synthetic data using user-specified parameters which are
ing
taset

Each dataset was then linked
to itself using a best practice
standard linkage strategy,

with the overall linkage
quality measured

ning
taset

ing
taset

ng
taset

ning
taset 

ing
taset
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part of the Febrl data generator. Errors in the final
dataset included the use of equivalent names, phonetic
spellings, hyphenated names, first and last name re-
versals, change of surname, partial matches, typographi-
cal errors, incomplete or inaccurate addresses (postcode
only) and change of address (postcode only). As Table 2
demonstrates, the synthetic datasets were highly repre-
sentative of the source population.
This dataset had previously been used for an eval-

uation of linkage software [38]. An advantage to the use
of synthetic datasets is that they are transportable, and
so allow easier validation, and the ‘answers’ as to which
records belong to the same person are available, unlike
in real administrative data. This dataset is freely available
(see Additional file 1).
Ten years of ‘real world’ hospital admissions data was

sourced from one Australian state. This consisted of al-
most 7 million records. This dataset comprised the fol-
lowing fields: first name, middle name, surname, date of
birth, sex, address, suburb, postcode and state. This data
had previously been linked to a very high standard using
probabilistic linkage along with a rigorous manual re-
view of created links, and a quality assurance program
to analyse and manually review likely errors. Based on
quality assurance procedures, the estimated error rate of
this linkage is 0.3% [39]. Furthermore, these links have
been validated through this datasets use in a large num-
ber of research projects and published research articles
[1]. The links created during this original linkage allowed
us to evaluate our linkage quality in comparison.
Both synthetic data and real administrative data have

advantages and disadvantages comparison data sets. Syn-
thetic data may not manage to capture all the complexity
Table 2 A comparison of the most common fields in the creat

Surname (top 5) Synthetic Original

Per cent Per cent

Missing value 1.98

Smith 0.92 0.94

Jones 0.55 0.55

Brown 0.46 0.46

Williams 0.46 0.46

Taylor 0.44 0.44

Female forename (top 5) Synthetic Original

Per cent Per cent

Missing value 1.99

Margaret 1.57 1.56

Susan 1.35 1.34

Patricia 1.22 1.22

Jennifer 1.19 1.20

Elizabeth 1.05 1.05
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of errors that real administrative data can. Using real ad-
ministrative data requires relying on the results of previ-
ous linkages as a standard by which to compare which
may not be entirely accurate, whereas synthetic data gives
a known, accurate standard. By using both of these
datasets in our analysis, we hope to avoid both of
these issues, and gain the best of both worlds.

Cleaning techniques
For each dataset, two sets of cleaned variables were
computed – a minimally cleaned set and a heavily
cleaned set. Information on the specific techniques used
in each dataset can be found in Table 3. The generation
of some variables required the creation of additional
lookup tables: a nickname table, and a sex imputation
table.
A nickname lookup table was developed based on

similar nickname lookup tables found in linkage packages
and as used by Australian linkage units. A sex imputation
table was developed by examining the frequency of each
given name in the data files and calculating the probability
of the person being male or female. A record with a mis-
sing sex value was then given the most common gender
value for this name.

Linkage strategy
The linkage strategy chosen was based on a previously
published default strategy used for an evaluation of lin-
kage software [38]. A probabilistic linkage approach was
used with two blocks (Soundex of surname with first ini-
tial, and date of birth) and all possible comparison var-
iables were computed in each block. A String similarity
measure (the Jaro-Winkler string comparator [40]) was
ed synthetic data and the original data it was based on

Male forename (top 5) Synthetic Original

Per cent Per cent

Missing value 1.99

John 3.44 3.47

David 3.09 3.09

Michael 2.95 2.95

Peter 2.87 2.88

Robert 2.47 2.47

Postcode (top 5) Synthetic Original

Per cent Per cent

Missing value 1.01

6210 2.84 2.84

6163 2.33 2.34

6027 2.06 2.05

6155 2.02 2.02

6065 2.00 1.98



Table 3 Specific data cleaning techniques used on each dataset

Synthetic data

Fields available for linkage: forename, surname, date of birth, sex, postcode

No cleaning Minimal cleaning High cleaning

Reformat values: Reformat values: Reformat values:

Not required Not required Not required

Remove alt. missing values and uninformative values: Remove alt. missing values and uninformative values:

Invalid dates of birth removed Invalid dates of birth removed

Invalid postal code values removed Invalid post code values removed

Remove punctuation: Remove punctuation:

Both forename and surname fields had all punctuation and
spaces removed

Both forename and surname fields had all punctuation and
spaces removed

Nickname lookup:

Nicknames were changed to their more common variant.

Sex Imputation

Records with missing sex had a value imputed based on their
first name.

Hospital admissions data

Fields available for linkage: forename, middle name, surname, sex, date of birth, address, suburb, postcode, state

No cleaning Minimal cleaning High cleaning

Reformat values: Reformat values: Reformat values:

Date of birth
reformatted.

Date of birth reformatted Date of birth reformatted.

Remove alt. missing values and uninformative values: Remove alt. missing values and uninformative values:

Invalid dates of birth were removed Invalid dates of birth were removed

Invalid postcode values were removed (‘9999’ etc.) Invalid postcode values were removed (‘9999’ etc.)

Uninformative address and suburb values removed (‘NO FIXED
ADDRESS’, ‘UNKNOWN’ etc.)

Uninformative address and suburb values removed (‘NO FIXED
ADDRESS’, ‘UNKNOWN’ etc.)

Birth information encoded in first name removed (‘TWIN ONE
OF MARTHA’ etc.)

Birth information encoded in first name removed (‘TWIN ONE
OF MARTHA’ etc.)

Remove punctuation: Remove punctuation:

Forename, middle name surname and suburb fields had all
punctuation and spaces removed

Forename, middle name surname and suburb fields had all
punctuation and spaces removed

Nickname lookup:

Nicknames were changed to their more common variant.
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used for all alphabetic variables (names, address and
suburb) with exact matches being carried out on all
other variables. Day, month and year of birth were all
compared separately. Correct agreement and disagree-
ment weights for probabilistic linkage [41] were cal-
culated for each variable and used in linkage. The
threshold setting was adjusted multiple times with the
linkage quality computed for each adjustment, with the
highest result (i.e. the largest F-measure) reported. The
threshold was adjusted in both directions in increments
of 0.5, until it was clear all future adjustments would
continue to worsen the F-measure. This linkage strategy
was based on a previously published ‘default’ linkage
strategy [38].
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Linkage methods
As probabilistic record linkage techniques provide ro-
bust matching results for data which contain inconsist-
encies or incomplete data, these have been used
throughout the study to match both the synthetic and
‘real world’ data sets. Following the traditional prob-
abilistic linkage approach, pairs of records were com-
pared and classified as matches if the matching score
is above the threshold.
To calculate the matching score reached by a pair of

records, each field (for instance first name or post-
code) has been compared. Scores for each individual
field were computed using agreement and disagree-
ment weights. The agreement weight expresses the



Table 4 Overall linkage quality results

Synthetic data

F-measure

No cleaning 0.883

Minimal cleaning 0.882

High cleaning 0.875

Hospital admissions data

F-measure

No cleaning 0.993

Minimal cleaning 0.993

High cleaning 0.992
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likelihood that records which belong to the same per-
son have the same value for this field. The disagree-
ment weight expresses the likelihood that records
which do not belong to the same person have the
same value on this field. The sum of these individual
field scores has been computed and compared to the
matching threshold to determine matches or non-
matches [15].

Linkage engine
BigMatch, developed by the US Bureau of Census [42]
was used as the linkage engine for the analysis.
BigMatch was chosen as it is fast, can handle large
volumes, has a transparent linkage process based on
probabilistic methods, and importantly, does not con-
tain any automatic inbuilt data cleaning. The software
had previously been evaluated and found to perform
well against other linkage software packages [38].

Measuring linkage quality
There are two types of errors that can be made in
record linkage. Firstly there are incorrect matches,
whereby two records are designated as belonging to
the same person when they should not be (a false
positive). Secondly there are missed matches, whereby
two records are not designated as belonging to the
same person when they should be (a false negative).
These two types of errors can be measures as preci-
sion (the proportion of matches found that were cor-
rect) and recall (the proportion of correct matches
that were found). A linkage with a high precision will
have few false positives; similarly a linkage with high
recall will have few false negatives. The F-measure of
a linkage is the harmonic mean between precision and
recall. This gives us a single equation with which we
can compare linkage quality. These measures have
been recommended as suitable for record linkage [43],
and have been used previously in record linkage stud-
ies [38]. The calculations for these measures can be
seen below.

Precision ¼ Total number of correct pairs found
Total number of pairs found

Recall ¼ Total number of correct pairs found
Total number of correct pairs

f �measure ¼ 2� Precision� Recall
Precision þ Recall

Measuring the quality of a single variable
A similar approach to the one described above can be
used when measuring the quality of a single variable. A
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variable which nearly always has the same value for all
records belonging to the same person, but nearly always
has a different value than all records belonging to other
people, would be much more useful in the linkage
process than one which seldom had these properties.
Put in another way, a variable with a high precision
(here measured as the proportion of times that two var-
iables which have the same value belong to the same
person) and a high recall (the proportion of times two
records matching each other had the same value of the
variable in question) will be more useful than one with
lower precision and recall.
As some data cleaning techniques may increase pre-

cision and lower recall, we can determine which tech-
nique will have the overall best effect on predictive
accuracy by using the F-measure of these two values.
Furthermore we can measure the relative improvement
of a data cleaning technique by comparing its individual
F-measure before and after data cleaning.
Results
The overall linkage quality results can be seen in Table 4.
This represents the highest possible F-measure in each
cleaning condition after testing multiple thresholds.
The differences found when manipulating the level of
data cleaning were very small. For both synthetic and
hospital admissions data, a high level of data cleaning
resulted in a decrease in linkage quality. Minimal
cleaning resulted in a slight decrease in linkage quality
for synthetic data, while remaining the same for hos-
pital admissions data.
Data cleaning techniques were further investigated to

determine their individual effect in improving or de-
creasing linkage quality. Each variable had its predictive
ability determined by calculating its own precision, recall
and F-measure, where two values were said to match if
they were exactly the same. The percentage difference in
predictive ability between the cleaned variables and the



Table 5 Improvement in predictive ability of data
cleaning techniques

Hospital
admissions data

Synthetic
data

Remove punctuation −a0.08% +0.08%

Remove alt. missing values +0.5% 0%

Nickname lookup −28% −33%

Sex Imputation NA −5%
a Negative sign (-) refers to decrease in predictive ability, positive sign (+)
refers to increase in predictive ability compared to baseline.
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original variables was then computed, with the average
percentage change for each cleaning technique shown in
Table 5. As there were no missing values for sex in the
hospital admissions data, this technique was not used.
While removing missing values and uninformative

values seemed to increased predictive ability, all other
techniques displayed mixed or worse results. Using
name variables that had nicknames and diminutive
names replaced with their original names resulted in a
large 30% decrease in that variable’s predictive value.
A sample of the precision and recall of the variables

used is shown in Table 5. For individual transforma-
tions, the amount of correct matches found typically
increases with data cleaning (increased recall), while
the number of incorrect matches found also increases,
resulting in lower precision. In general, the decrease
in precision more than offsets the increase in recall,
resulting in a decreased overall result. For instance,
while the Soundex of surname (Table 6) resulted in
an increase in the amount of correct matches found
compared to the original surname field (from 98.8%
to 99.4%, an increase of 0.6%), the percentage of
matches found that were correct dropped 65% from
2.53% to 0.88%. This pattern is seen for most other
transformations, and appears to be the reason for the
decrease in linkage quality.
Table 6 Examples of single variable changes in predictive abi
admission data

Hospital admissions data

Percentage difference from original variable

Given name original

Given name with removed punctuation

Given name with nicknames removed

Surname original

Soundex of surname

Address original

Address with alternate missing values and uninformative values removed
b Down arrow symbol (↓) refers to decreased percentage change, up arrow (↑) refer
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Discussion
Overall, it was found that the effect of data cleaning on
linkage quality was very small. If there was any effect at
all, it appeared to decrease linkage quality. While some
techniques led to small improvements, many others led
to a large decrease in quality.
These results were not as expected. Data cleaning is

assumed to improve data quality and thus to increase
linkage quality. Examining the effect individual transfor-
mations had on a single variable’s predictive ability al-
lows us to explain why this occurred. While the number
of correct matches that were brought together increased
with data cleaning, the number of incorrect matches also
increased, in most cases dramatically. By removing the
variability between records we are reducing our ability
to distinguish one record from another.
Data cleaning techniques typically reduce the variabi-

lity between values of the field in question. By removing
nicknames, a smaller variety of names will be found in
the dataset. By removing differences created by punctu-
ation, this variability will be removed. As anticipated [7]
this leads to a greater number of correct matches found;
however this also leads to the identification of more in-
correct matches.

Strengths and limitations
Given the acceptance of data cleaning as an integral part
of the linkage process, it was assumed that data cleaning
would improve quality in general. The results obtained
appear to contradict the conventional wisdom that data
cleaning is a worthwhile procedure due to its ability to
improve linkage quality.
Through the use of multiple representative datasets

and the analysis of both linkage quality and individual
transformations, these results seem robust. Measuring
the effect of data cleaning in linkage is complex, as there
are a multitude of parameters which can be altered that
could affect the outcome of linkage quality. A potential
lity for individual cleaning techniques in hospital

Precision Recall F-measure

0.006575 0.946085 0.013059

0.006573↓b0.03% 0.947188↑0.11% 0.013056↓0.02%

0.004357↓33.7% 0.953738↑0.81% 0.008675↓33.5%

0.025265 0.98824 0.049271

0.008845↓65% 0.994926↑0.67% 0.017533↓64.4%

0.687066 0.669649 0.678246

0.687398↑0.05% 0.709426↑5.9% 0.698238↑2.9%

s to increased percentage change.
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concern is that some untested threshold value or other
linkage parameter changes could drastically change these
results. However, when analysed on their own, indivi-
dual variables showed decreased predictive ability. If we
accept that record linkage variables are independent
(something which is an assumption of probabilistic re-
cord linkage) then it seems unlikely that any changes to
linkage parameters will lead to linkage quality greater
than that found in uncleaned data. On the other hand,
the independence of variables used in linkage is often
questionable, in which case the lower predictive ability
of the individual variables is at the very least supportive
of our conclusion.
The linkage strategy adopted here made heavy use of

string similarity metrics. String similarity metrics may
reduce the need for data cleaning, as they allow finer
grained measures of similarity compared to exact mat-
ching, where variables with very slight differences will be
treated as non-matches. A linkage strategy using exact
matching only will have more need for data cleaning to
bring correct records together, and this linkage strategy
was not tested. However, the analysis of predictive ability
of individual variables and their cleaned versions was
carried out with exact matching only, which showed a
decrease in predictive ability. This suggests data cleaning
would not affect results any differently for those using
an exact matching linkage strategy.
The linkages conducted simply replaced the original

variables with the cleaned variables. An alternative me-
thod may be to use both the original and cleaned ver-
sions as variables in linkage. While this method violates
the assumptions of independence underlying probabilis-
tic record linkage [41], linkage variables are almost never
independent, and such techniques have been imple-
mented in some linkage packages. Further work would
be required to determine the effect of using cleaned var-
iables in conjunction with original uncleaned variables.
The f-measure was used as the sole measure of linkage

quality. An underlying assumption of using this measure
is that a single false positive is as equivalently undesir-
able as a single false negative. While this seems a sens-
ible starting point, it should be noted that in numerous
practical applications of record linkage this is not the
case. For instance, if linking registry information to
inform patients of their condition, it is much more im-
portant to reduce false negatives than false positives.
Further analysis using additional metrics may be re-
quired to ensure these results hold using other linkage
quality metrics. The key reason why cleaning failed to
improve quality was the reduced variability of each field.
Other data cleaning techniques not investigated here
such as address standardisation increase the number of
variables available for comparison and these techniques
may improve quality.
145
Avenues for further research
From this work it is clear that data cleaning does not al-
ways lead to increased linkage quality. Without further
testing on a wide variety of datasets, it is hard to draw
any further conclusions about the use of data cleaning in
record linkage. Repeating this research on a wide variety
of datasets is important. Further research into the use of
cleaned as well as uncleaned variables together in the
same linkage, into the use of further cleaning technique
such as name and address standardisation is required.
This research suggests that there are some situations
where data cleaning transformations are helpful and
others where they are not – determining a way of identi-
fying when a transformation is likely to be helpful would
be an important and useful finding.

Conclusion
Data cleaning encompasses a variety of techniques which
will be appropriate in specific circumstances. Care should
be taken when using these techniques.
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ABSTRACT
The grouping of record-pairs to determine which records be-
long to the same individual is an important part of the record
linkage process. While a merge grouping approach is com-
monly used, other methods may be more appropriate when
linking to a repository of previously linked data.

In this paper, we applied a number of grouping strategies
to three large scale hospital datasets (comprising around
27 million records), each with a known truth set. These
datasets were linked against a created ‘repository’ whose
quality was varied.

Experimental results show that alternate grouping meth-
ods can yield very large benefits in linkage quality, espe-
cially when the quality of the underlying repository is high.
Best link methods can remove between 25-90% of matching
errors, depending on the characteristics of the underlying
datasets.

Categories and Subject Descriptors
H.3.3 [Information Storage and Retrieval]: Information
Search and Retrieval

General Terms
Algorithms, Experimentation

Keywords
Record linkage, grouping

This paper was presented at the First International Workshop on Population
Informatics for Big Data (PopInfo’15), Sydney, 10 August 2015. Copyright
of this work is with the authors.

1. INTRODUCTION
Widely utilised in health research, record linkage involves
identifying records which belong to the same individual
within and across administrative datasets. By linking to-
gether records from hospital and emergency collections, pri-
mary care facilities, and birth, death and disease registries,
researchers can construct a chronological sequence of events
for a particular individual. The linkage process provides
researchers with an enriched, cost effective, longitudinal re-
search dataset for the study of entire populations.

In the absence of a unique identifier, linkage involves match-
ing records using personal identifiers (e.g. name, address,
and date of birth). As this information changes, and/or can
be in error, statistical techniques are used to ensure links of
the highest quality [4]. Ensuring high quality is critical in
record linkage, as research outcomes can be affected. Cur-
rent methods used to maintain linkage quality [15, 3] are
heavily manual which is both costly and time-consuming.
Identifying methods to improve quality that do not rely on
manual review is of high interest [12].

Specialised linkage units often provide the infrastructure and
expertise required to carry out record linkage. These units
carry out linkage on an on-going basis, creating a list of
all records and the person identifier to whom they belong.
Incoming datasets are linked to the repository which is up-
dated with this new information.

During the linkage process, incoming data is first cleaned
to ensure consistency and reliability. The files are then
matched using a defined linkage strategy, resulting in pairs
of records designated as belonging to the same person.
A grouping or clustering process then amalgamates these
record-pairs into groups to identify the full set of records
belonging to the same individual.

The traditional grouping process uses transitive closure to
merge all identified record-pairs, with all connected records
being assigned to the same individual. Transitive or indi-
rect links are formed where records which did not form a
pair relationship nonetheless are assigned to the same indi-
vidual, for instance because they form record-pairs with a
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third record.

The merge based grouping process treats the repository as
simply another set of records. However there is reason to
believe that existing groups of records within the repository
should rarely be merged together by incoming records - these
groups have already been validated and are unlikely to be
in error.

2. OBJECTIVES
We hypothesise that the use of grouping methods which re-
duce or remove the opportunity for groups within a repos-
itory to be joined together should result in higher linkage
quality than the traditional merge based method. One
such method has been suggested previously [9]; however
this method (best link grouping) has never been evaluated
against the traditional merge approach used in many oper-
ational linkage units across the world.

In this paper, we present an alternate best-link algorithm
for grouping, and evaluate this algorithm against both the
merge based and best link algorithms using real world
datasets. We hypothesise that the appropriateness of these
grouping techniques for on-going linkage will depend on the
overall quality of the repository used. To test this, repos-
itories of differing quality were used in the evaluation to
allow us to determine the circumstances in which particular
methods are appropriate.

3. METHODS
3.1 Grouping Methods
3.1.1 Merge Based Grouping

Merge grouping amalgamates all record pairs above the
accepted threshold, with all connected records belonging
to the same individual. Indirect or transitive links are
formed where records which did not form a pair relationship
nonetheless are marked as belonging to the same individual,
for instance because they are both linked to a third record.
If multiple groups in the repository are linked together in
this way, these are merged. There is no limit to the length
of indirect links accepted, although this can be used as a
potential indicator of groups containing errors [12].

3.1.2 Best Link
In the approach presented by Kendrick [9], grouping is car-
ried out in the order in which the records are matched. Each
record from the incoming file is matched in turn against
records in the repository. If the record from the incoming
file matches to multiple records in the repository file, only
the highest weighted match is accepted, and the record from
the incoming file is added to this group. If the record does
not link to any records in the repository, a new group is cre-
ated, of which it is the sole member. The incoming record is
then added to the repository, and subsequent records in the
incoming file are able to match against this added record.

3.1.3 Weighted Best Link
Our modified grouping strategy which we will refer to as
weighted best link, involves a linkage of records from the in-
coming file to the repository (along with a de-duplication of
the incoming file) where all record pairs are created and eval-
uated. Once the linkage is completed, accepted record pairs

Algorithm 1 Best link

Input: Incoming file, Repository
1: for each record in Incoming File do
2: link record to Repository
3: if there is one pair found then
4: add record to that group
5: else if there are multiple pairs found then
6: choose the highest pair
7: add record to that group
8: else if there are no pairs found then
9: mark record as belonging to a new group

10: add record to Repository

Algorithm 2 Weighted best link

Input: Incoming file, Repository
1: Link Incoming file to Repository
2: Deduplicate Incoming file
3: Concatenate pairs from (1) and (2)
4: Sort output of (3) in weight descending order
5: for each pair in sorted pairs do
6: if accepting will merge two repository groups then
7: ignore pair
8: else
9: accept pair

are amalgamated in weight order. The pairs are examined
in order from highest to lowest; a record-pair is accepted as
valid provided it does not result in multiple groups from the
repository merging together.

Both best link methods assume that record-pairs have some
ordinal attribute which identifies how likely they are to be-
long to the same individual. In probabilistic linkage, this is
the weight attached to each record-pair [11]. For determin-
istic linkage (another common method of record linkage),
these grouping strategies can be used by ordering rules by
strictness.

Both best-link algorithms are similar, and in many situa-
tions return the same results. An example of their difference
is shown in Figure 1. Using the best link approach, the first
record A is matched to record Z and joins this group. The
second record B matches to both A and Y. Of these, A is the
highest weighted, so record B will join the same group as A
and Z. In the weighted best link method, the first accepted
pair is that joining the incoming records A and B. The next
pair joins B and Y; A, B and Y are now linked together.
The final pair linking A to Z is ignored, as this would bring
together two groups from the repository.

The advantage of the modified weighted best link methods
is that it will consistently produce the same results irre-
spective of the order of records being processed. The best
link method described by Kendrick [9] will produce differ-
ent grouping results if the linkage of the incoming records is
executed in a different order.

3.2 Evaluation Datasets
Three large hospital admissions datasets were used in this
evaluation, for which we had pre-existing and accurate in-
formation about which records belonged to the same person.
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Figure 1: An example of the difference between best
link algorithms. The number between records rep-
resents the weight of the record-pair comparison.

This information acted as the ‘truth set’ for each dataset and
was used to compute differences in the performance of the
three grouping algorithms. Ten years of Western Australian
(WA) Hospital Admissions data, along with ten years of New
South Wales (NSW) Admitted Patient Data and eight years
of South Australian (SA) Hospital Admissions data were
used in the evaluation. These datasets contained the typical
data quality errors found in administrative data, including
misspellings, name variations, missing data, changes in per-
sonal identifiers and incorrect values. Each dataset had been
previously de-duplicated (by the WA Data Linkage Branch
[8], the Centre for Health Record Linkage [10], and SA-NT
DataLink respectively) utilising a variety of methods includ-
ing exact matching, probabilistic linkage and intensive cler-
ical review. All the linkage units employ rigorous manual
reviews of created links, and a quality assurance program
to analyse and review likely errors [3, 15] These links are
further validated through use in a large number of research
projects and published research articles [2]. Both WA and
NSW have been operational for many years while in compar-
ison SA data has only recently been linked, and has there-
fore been subject to less review by both clerical assessors
and researchers. The data was made available as part of
the Population Health Research Network Proof of Concept
project [1]. A summary of the datasets is provided in Table
1.

3.3 Matching Strategy
A single matching strategy was used for all linkages in the
study. This strategy utilised a probabilistic approach and
was based on a previously published ‘default’ linkage strat-
egy [7]. Two sets of blocks were used: Soundex of surname
with first initial, and full date of birth. All variables were
used in comparisons; string similarity measures were used
for alphabetic variables (name, address and suburb) with
exact matches used for all other variables. Agreement and
disagreement weights were estimated.

3.4 Measuring Linkage Quality
Linkage quality was evaluated using saturated pairwise pre-
cision, recall and f-measure. Precision refers to the propor-
tion of found links that were correct, and thus provides a

measure of false positives. Recall is the proportion of all
correct links found, and thus measures false negatives. The
F-measure is the harmonic mean between precision and re-
call, giving a single figure from which we can compare re-
sults. These measures have been recommended for use in
record linkage [5].

3.5 Repository Creation
To simulate linkage of an incoming file to a central reposi-
tory, it was necessary to create repositories (datasets with
coverage of close to the whole population). A repository
for each of the original data sources was created by first
randomly selecting one record per person from the hospital
admissions file. This repository was ‘complete’ in the sense
that it had coverage of the whole population being linked,
and did not contain records for the same individual in more
than one group.

Additional repositories of degraded quality were created by
both removing records from the ‘complete’ repository, and
by adding additional records belonging to a person already
in the repository, as a separate person. Additional ‘dupli-
cate’ records were specifically chosen so that differences ex-
isted in the personal identifiers between the records in the
repository belonging to the same person.

Four repositories in total were created from each original
dataset, differing in the number of errors they contained.
These included a ‘complete’ repository, a repository with
1% of records missing and 1% of groups duplicated, a repos-
itory with 2.5% records missing and 2.5% groups duplicated,
and a repository with 5% records missing and 5% of groups
duplicated.

3.6 Evaluation Strategy
The linkage of the three datasets to their corresponding
repositories was conducted separately; there was no linkage
between hospital datasets.

‘Incoming files’ for linkage were constructed by breaking the
hospital admissions records into batches containing admis-
sion records for a three month period. The batches were
then linked to the repository in temporal order, to simulate
on-going linkage. Records that were used to create reposi-
tories did not form part of the incoming files.

Each linkage of a batch of incoming records to the corre-
sponding repository was grouped using three different meth-
ods - the traditional merge based method, best link and the
new weighted best link approach.

Linkages were conducted using four different repositories,
with three different grouping strategies, on the three state-
based datasets, for a total of 36 linkage runs. The quality of
each run was measured using the metrics described above.

4. RESULTS
The optimal F-measures of the overall linkage (after all
batches were added) for each linkage run are shown in Fig-
ure 2. The figure displays the maximum F-measure achieved
across a range of possible threshold settings.
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Table 1: Dataset characteristics
Missing Values NSW Morbidity WA Morbidity SA Morbidity

Surname 31.9% <0.1% 5.3%
Given Names 33.9% <1.0% 5.5%

Sex <0.1% <0.1% <0.1%
DOB <0.1% <0.1% 0

Suburb <1.0% <1.0% 6.9%
Address 7.5% <0.1% 8.1%
Postcode <1.0% <1.0% 8.5%

N 19,874,083 records 6,772,949 records 2,509,914 records
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Figure 2: Results of grouping by repository quality

As can be seen, the effectiveness of merge-based grouping as
compared with best link methods depended heavily on both
the dataset used and the quality of the repository. For all
datasets, the best link methods were superior when using a
repository with an error rate of 2.5% or less. For an error
rate of 5%, the most effective grouping strategy varied with
the dataset.

Merge based grouping was not affected by repository qual-
ity, whereas the linkage quality of the best link methods de-
creased as the quality of the repository was degraded. This
is unsurprising, as merge based grouping accepts all record-
pairs above a certain threshold, without regard for the con-
stitution of the repository, whereas best link methods will
specifically reject certain record-pairs above the threshold
based on records found in the repository.

Little difference was observed in the maximum F-measure
between the two best link methods. This was a consistent
finding across all datasets and all levels of repository quality.

Figure 3 shows the overall F-measure for each threshold
value, for all grouping methods and for all repositories;
displayed threshold are those found through probabilistic
record linkage using the method of Fellegi-Sunter [6]. For
higher valued thresholds, there was no difference between
the merge based strategy and either of the best link strate-
gies; however, for lower chosen thresholds the F-measures

diverged, with merge based grouping scores rapidly decreas-
ing, while best link scores improved.

As the threshold decreases, the number of false-positive pairs
increase. The merge grouping method includes these false-
positive pairs, resulting in lower linkage quality. Best link
methods only accept these false-positives pairs if the incom-
ing record has not already linked to a record in the repos-
itory. As this is nearly always the case, the vast majority
of these false-positives are ignored, and so linkage quality
remains relatively unchanged. For higher thresholds where
there are fewer false-positives, there are smaller differences
between these approaches.

A final notable difference is the much greater threshold range
over which the F-measure for best link grouping is at a max-
imum.

5. DISCUSSION
The results of this study show that when optimising for link-
age quality, the most appropriate grouping strategy depends
on the underlying quality of the repository. If the reposi-
tory is not representative of the study population or of poor
quality with little confidence in the established groups, the
merge based method can be considered as a possible group-
ing strategy. However, for better quality repositories, best
link methods result in much higher linkage quality. It would
be expected that most data repositories, or well-maintained
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Figure 3: Results of grouping by threshold score

datasets with high population coverage, would contain only
a small level of error, making best link the most appropriate
grouping strategy to adopt. As the results indicate, best
link methods have the added advantage of being insensitive
to threshold changes. This increased tolerance reduces the
likelihood of threshold estimation errors and suggests that
these grouping methods could be useful in situations where
determining thresholds is difficult, such as in privacy pre-
serving linkage [13].

Our results were also highly dataset dependent, with best
link methods proving superior on NSW data for all repos-
itories. This is likely to be a reflection of the lower data
quality (the NSW data has much higher rates of missing
values; see Table 1).

Results showed little difference between the two best link
methods. Factors other than linkage quality may be more
appropriate in determining which of these methods should
be used in ongoing linkage. The weighted best link method
has the advantage that results are repeatable and not de-
pendent on the order of incoming records. This means that
it is possible to retrace and understand the sequence of links
that were created over time without knowing the order in
which records arrived. The weighted method also has the
advantage that grouping decisions are made independently
of matching decisions. This de-coupling of processes may be
important in the design and development of linkage systems.

Given the dataset-specific nature of the results from this
study, additional testing against other datasets may be re-
quired to gain a full understanding of the relationship be-
tween linkage quality, grouping strategy and population
repository quality.

Our results show that the choice of grouping strategy can
make a large difference to linkage quality. Within this eval-
uation, best link methods were able to remove between 25%
(SA) to 90% (NSW) of matching errors using a high quality
repository. This is an extremely large improvement in link-
age accuracy, yielding far larger gains than other techniques
in the literature [14, 12].

6. CONCLUSION
The effect of grouping methods on linkage quality is an un-
derstudied area of research. By adopting an appropriate
grouping strategy, vast improvements in linkage quality can
be achieved. The weighted best link strategy presented here
shows large improvements against the merge strategy cur-
rently in operation, while providing practical benefits over
the previous best link method.

Current methods of improving quality present as process-
ing bottlenecks. Methods which improve the overall quality
of linked data without impacting on performance will ulti-
mately lead to more accurate and reliable research outcomes
and increased utilisation of this resource by researchers.
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5.1. Record linkage and privacy in Australia 

The issue of privacy remains a key concern of record linkage practitioners. 

Fundamentally, this is because record linkage generally involves the use of 

personal information about an individual without their direct consent. There are 

several reasons why consent has been considered impractical to obtain. The 

exclusion of individuals who refused consent would likely systematically bias any 

research findings [245, 246], limiting their usefulness. Many patients would likely 

be deceased or not contactable at the time of seeking consent [245]. The 

prohibitive economic cost of contacting hundreds of thousands of individuals 

would no doubt severely reduce the number of studies utilising linked data.   

Advocates for privacy take another view. They argue that privacy protections are 

required to ensure patients present for treatment and are honest with their 

clinicians, that privacy risks are heightened in our increasingly digital age, and 

that there is little community awareness (and thus no mandate) for the use of 

private information for public benefit [247].  

Privacy and Australian law  

Privacy in Australia is governed by several statutes, existing at both the federal 

and state levels. Health specific privacy legislation also exists at the state level 

[67]. The overarching federal legislation, the Privacy Act 1988, governs the 

collection, storage, use and disclosure of personal information, defined as 

information “about an identified individual, or an individual who is reasonably 

identifiable” (Sect 6) [248].  

The Privacy Act 1988 provides a mechanism for release of data for health research 

without consent, where the balance of the public interest in the proposed research 

outweighs to a substantial degree the public interest in the protection of privacy, 

as determined by a human research ethics committee [249]. Similar criteria exist 

in state-based statutes [250].  

In the absence of consent, anonymisation provides an alternate route for data 

release. Several decisions by the Commonwealth Privacy Commissioner and the 

Victorian Civil and Administrative Tribunal have asserted that anonymous 

health information does not meet the criteria of personal information for the 

purposes of privacy legislation [247]; as such, it does not have these statutory 

protections. The key question is as to when data can be said to be anonymised. 
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Case law suggests data can be considered anonymised based on whether personal 

identity can be reasonably ascertained from the information. This ‘must not 

involve taking more than moderate steps’ to determine identity [247 p. 75]. In 

this criteria, the perspective is taken from the person who will be accessing the 

data, rather than for instance, any member of the public (which would provide a 

more stringent criteria for anonymisation).  

Along with anonymous and identifiable data, data can also be characterised as 

re-identifiable; that is, the data contains no directly identifiable information, but 

contains a code or key which allows the individual to be identified when connected 

to a specific second information source [251]. Case law suggests that re-

identifiable data can be considered anonymous provided it meets the above 

criteria; that is, it involves more than moderate steps to determine identity [247].   

In general, record linkage studies operate under the release mechanism for health 

research, whereby the research benefits outweigh the privacy risk. Under this 

mechanism, further improvements to privacy (such as the use of the ‘separation 

principle’, or the release of encrypted identifiers for linkage only, described below 

in Chapter 5.2) will lower the hurdle required for the research benefit to outweigh 

the privacy risk.   

The anonymisation of data provides an alternate mechanism for data release. 

This may be especially useful for research which does not fall under the domain 

of health, for instance research into education or criminal justice. All data used 

in record linkage is re-identifiable, including data in a privacy preserved state; 

however the data can still be considered anonymised if re-identifiable [247]. It 

has been suggested that a simple method to ensure more than moderate steps are 

required to determine identity would be to create legal or career consequences 

(through signed agreements) for those who re-identify data – breaking the law, or 

putting a career in jeopardy would be considered taking more than moderate 

steps to undermine privacy [247].  

Privacy and culture 

Privacy laws exist to protect individuals; however it is not always clear how much 

concern there is regarding the use of private information for research without 

consent. It is clear that the public values research highly as evidenced by the 
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increasing proportion of donations towards medical research [252]; the question 

that arises is to what extent privacy is a concern.  

Numerous surveys have attempted to gauge public attitudes on this issue. The 

results of these are often contradictory. A recent survey by the Office of the 

Australian Information Commissioner found a sizable proportion of Australians 

were unhappy with the transfer of health information for the treatment of their 

condition without direct consent [253]. Previous surveys from the Information 

Commissioner found the majority did not support the use of de-identified data for 

medical research [254, 255]. Similarly a study commissioned by the Australian 

Medical Association showed that over 80% of respondents believed consent should 

be required before de-identified information was released for health research 

[256]. However, research conducted by the National Health and Medical Research 

Council indicated majority support for approved researchers to link information 

from different databases; support was higher when using de-identified data [257]. 

Consumer groups have shown support for record linkage [258], and the record 

linkage community has engaged with consumers through their inclusion within 

record linkage governance frameworks [259]. It has been suggested that the  

framing of the question may play a large role in determining responses [247]. If 

this is true, it could be supposed that most members of the public have reflected 

little about the use of collected health data, and few have strong opinions.  

Public attitudes toward the importance of privacy can seem contradictory when 

much of modern behaviour involves the releasing of personal information. Most 

Australians have a social media profile; the business model of social media is the 

selling of personal information about individuals [1]. Similarly, many have 

rewards cards, which trade personal information for occasional discounts [1]. 

Social norms regarding the sharing of information appear to be in a state of flux, 

and opinions regarding personal information may not have caught up with 

current behaviour.  

It has been noted that a culture of risk aversion exists within government [260], 

which has likely resulted in reduced access to government datasets for research 

[1]. Government agencies often choose not to release information for fear that it 

could be re-identified, over taking steps to mitigate this risk [1]. Mistakes within 

the public sector can cause significant reputational damage for the government 

of the day. There can also be fears over loss of control once data is released [1]. 
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Risk aversion regarding data release is likely common across governments: 

surveys conducted in Canada indicate health data custodians have a much higher 

concern for privacy than the general public [261].  

Within government too, attitudes appear to be changing. Recently, the Australian 

government has taken steps towards increasing the availability of public and 

private sector data, commencing an inquiry into the availability and use of data 

[1]. The report (currently in draft form) suggests numerous reforms to increase 

data use, including a new Data Sharing and Release Act, a National Data 

Custodian, and a number of Accredited Release Authorities across government 

sectors [1]. This strong push towards data release, occurring at the top levels of 

government, presents an enormous opportunity for the future of linked research 

in Australia.  

 

5.2. Methods for ensuring privacy 

The advancement of methods to further protect privacy in record linkage remains 

an active area of research. Efforts to ensure privacy range from governance and 

IT provisions, to utilising specific data flows (such as the separation principle) 

and finally in the development of privacy preserving record linkage. These efforts 

are discussed in detail in Publication 13:  Application of Privacy-Preserving 

Techniques in Operational Record Linkage Centres [222].  

The separation principle 

The ‘separation principle’ enhances privacy by ensuring that personally 

identifying information is held separately to clinical information [44]. It follows 

the observation that access to personal identifiers without the associated clinical 

information dramatically reduces the risk to privacy. In some instances this 

privacy risk can still be large (the existence of an individual in a data collection 

may itself reveal sensitive information – for instance a record of an individual in 

a mental health collection or a cancer registry). In the best case scenario, little 

more information is provided than is publically available. Similarly, access to 

clinical information without personal identifiers does not allow easy identification 

of individuals.  
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Under the separation principle, only the data custodian has access to both 

personally identifying information, and clinical content data (see Figure 8). The 

personal identifiers are given to the linkage unit, to match against other records. 

The clinical information is handed to researchers as required for authorised 

research projects. The linkage map (the record identifier along with the newly 

created person identifier) is also passed to the researcher, either directly by the 

linkage unit, or indirectly through the data custodian. While these data flows 

increase the complexity of linkage, they also significantly reduce the risk to 

privacy. The separation principle is used throughout Australian linkage units [8, 

44].   

 

 

 

Figure 8: The separation principle 

 

 

Privacy preserving record linkage 

Privacy preserving record linkage involves carrying out record linkage on 

encrypted or encoded data; in this process, the linkage unit has no access to full 

personal identifiers, only some form of encoded information. As no personally 

identifying information is released by the data custodian (only encrypted 

Data Custodian

Personal Identifiers Content variables

Dataset A

Personally identifying 
information sent to linkage unit only

Linkage Unit Researcher

Clinical information
 sent to researcher only
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identifiers to one organisation, and clinical data to another), there is a much lower 

privacy risk involved. These techniques can also allow record linkage to take place 

where there are legal requirements against the release of unencrypted 

information. 

Privacy preserving record linkage is a popular area of current research, with a 

vast array of new protocols appearing, each with different aims, approaches and 

applicable scenarios. Comprehensive reviews of these methods exist in the 

literature [13].  

This thesis aims to develop and evaluate practical methods for privacy preserving 

record linkage. To develop a method which is practical, we first need some 

understanding of the requirements of such a protocol (these requirements are 

discussed at greater length in Publication 13: Application of Privacy-Preserving 

Techniques in Operational Record Linkage Centres [222]).  

Privacy preserving protocols can be divided into those which utilise an 

independent third party (such as a linkage unit) and those that do not (so called 

two party protocols). While two party protocols are an important development, 

their usefulness in Australia for health record linkage may be limited. A data 

custodian’s role is not to conduct linkage, but to manage their specific data 

collections; the use of their data in linked research has no direct benefit to them. 

While custodians are generally accepting of the use of their datasets for linked 

research, it is unlikely they would be willing to dedicate the resources to conduct 

linkage when this does not directly add value for the custodian. Two party privacy 

preserving protocols are typically complex, and any such protocol would require 

significant time investment by data custodians. Give this background, protocols 

utilising an independent third party, which are far simpler for custodians, have 

more chance of success within a health data context.  

A successful protocol will also have certain requirements with regard to efficiency, 

quality and security.  

In practical terms, while there is no set standard for efficiency, record linkage is 

computationally expensive, and as dataset sizes increase, the time taken for 

linkage can increase dramatically. For a privacy preserving linkage method to be 

practical for all dataset sizes, it would need to have a runtime roughly equivalent 

to that of unencrypted linkage. Similarly, although privacy and security is the 
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premise of privacy preserving protocols, there is generally no specific ‘level’ of 

privacy required; different levels of security are required in different contexts, 

and all else being equal, a more secure protocol is preferred over one which is less 

secure. Finally in terms of linkage quality, protocols which utilise approximate 

matching techniques along with field based weights are likely to provide much 

higher linkage quality than those which solely rely on exact matching on 

identifiers [222].  

Based on these requirements, one privacy preserving method which appears to 

show significant promise is privacy  preserving record linkage using Bloom filters 

[14]. This three-party protocol provides a method for approximate string 

comparison.  Its flexibility means it could be adapted into a probabilistic record 

linkage framework, allowing the use of field based weights; as such it is likely to 

achieve high quality. As all data is hashed, no personal identifiers are released or 

made ‘reasonably identifiable’.  

Publication 14: Privacy preserving linkage on large real world datasets [200] 

outlines the original Bloom filter method, proposes extensions to this method to 

allow full probabilistic record linkage on encrypted identifiers, and tests the new 

method on large real-world datasets. The presented method achieves results 

equal to that achieved by probabilistic linkage on full unencrypted identifiers 

within a comparable time frame. These results suggest that privacy preserving 

record linkage may serve as a genuine alternative to the traditional unencrypted 

approach.  

One linkage approach which is used in practice in Australia is the Statistical 

Linkage Key-581 (SLK). The SLK was developed in Australia as a method of 

safeguarding data privacy [15]. This ‘key’ is an amalgamation of components of 

particular personal identifiers; first and last names, date of birth and sex (see 

Figure 9). Records can be matched on SLK (those with exactly the same SLK are 

considered to be the same person). This approach thus allows record linkage to 

occur with somewhat obfuscated identifiers. While this approach provides some 

privacy protection, it is less than that provided by the Bloom filter method 

described above, in which all identifiers are obfuscated. As the key is an exact 

match on particular attributes, its linkage quality also may not be as high as that 

achievable using approximate matching in a probabilistic record linkage 

framework. 
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Figure 9: The Statistical Linkage Key (SLK) 

 

The privacy safeguards and attainable linkage quality of the SLK method and the 

Bloom filter method are evaluated in Publication 15: Limited privacy protection 

and poor sensitivity: is it time to move on from the Statistical Linkage Key-581? 

[262]. The Bloom filter method is shown to achieve a higher linkage quality and 

provide greater privacy that the SLK method.  

While the Bloom filter method provides greater privacy safeguards compared to 

the alternatives used in practice, it has been suggested that it may be vulnerable 

to frequency attacks [16]. Frequency attacks use the fact that certain identifiers 

are more common than others (for instance, the first name ‘John’) to learn 

information about the encrypted data. While the Bloom filter method remains 

superior to the currently practiced alternatives, a method which improves upon 

its security could have appeal and utility. 

An alternate protocol with a higher level of security is presented in Publication 

16: Privacy preserving record linkage using homomorphic encryption [263]. In this 

paper, a novel protocol is developed which builds on the previous Bloom filter 

protocol, but provides greater security guarantees; in particular, it is immune to 

frequency based attacks. The proposed method is shown to provide the same level 

of linkage quality as the previous Bloom filter method; however, a drawback is 

that it is slower.  

The Bloom filter method presented in these publications is a clear improvement 

over techniques for ensuring privacy that are currently in use. Nevertheless, 

further research is required to ensure this method functions across a range of 

datasets and linkage conditions. In addition, robust methods are required to 

estimate appropriate linkage parameters and ensure quality; standard methods 

for these problems may no longer work when the data is obfuscated. However 
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these challenges are not insurmountable. The Bloom filter method presents an 

important opportunity to improve the privacy safeguards of record linkage, and 

thereby ultimately increase access to administrative datasets.   
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ABSTRACT
The bloom filter method for privacy preserving record link-
age [24] has been shown to be both efficient, and pro-
vide equivalent linkage quality to that achievable with un-
encoded identifiers [23]. However in some situations, the
bloom filter method may be vulnerable to frequency attacks,
which could potentially leak identifying information [18]. In
this paper we extend the bloom filter protocol to include a
homomorphic encryption step which removes the vulnerabil-
ity to frequency attacks. We evaluate our method by con-
ducting a de-duplication of emergency presentation data.

Categories and Subject Descriptors
H.2.7 [Database Management]: Database Administra-
tion - Security, integrity, and protection

General Terms
Algorithms, Security

Keywords
Record linkage, privacy preserving record linkage, homomor-
phic encryption

1. INTRODUCTION
Record linkage is the process of identifying which person-
based records from disparate data collections belong to the
same individual. Throughout Australia, numerous opera-
tional record linkage units carry out this process, provid-
ing linked datasets to researchers, administrators and plan-
ners. Traditionally, linkage for research purposes has pre-
dominantly focused on the health sector, where it has had a

This paper was presented at the First International Workshop on Population
Informatics for Big Data (PopInfo’15), Sydney, 10 August 2015. Copyright
of this work is with the authors.

significant impact on medical knowledge, and led to changes
in health policy [5].

Administrative health data is highly sensitive, containing
both medical and personal information collected about an
individual during contact with health services and systems.
The use of record linkage methods which implement pri-
vacy preserving techniques aims to satisfy privacy concerns
regarding the release of named information, while allowing
record linkage to take place.

Privacy preserving record linkage involves conducting record
linkage on ‘scrambled data’, whereby records are identified
as belonging to the same individual without the disclosure of
personally identifying information. While these techniques
provide safeguards around spontaneous recognition, they do
not completely remove the privacy risk associated with large
and complex datasets which are still susceptible to disclosure
through unique combinations of the ‘content’ data.

Privacy preserving record linkage has recently become a pop-
ular area of research, with an array of protocols emerging.
These protocols differ in their methods, maturity, practical-
ity and suitability for large scale linkages. Comprehensive
reviews of these methods exist in the literature [29].

1.1 Privacy preserving protocols - differences
and requirements

Privacy preserving protocols can be divided into which
utilise the data owners only (often known as two-party pro-
tocols) and those which include one or more independent
third parties, who do not own data (often known as three-
party protocols). Under a two-party protocol, only the or-
ganisations that hold data are involved in the linkage pro-
cess. Under a three party model, data custodians provide
encoded or encrypted data to an independent third party,
which perform a specialised linkage of this data.

In Australia, when linking administrative data, the useful-
ness of two-party protocols appears limited. Two-party pro-
tocols require data custodians to take a substantial and ac-
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tive part in the linkage process. However, data custodians
exist to manage the quality and security of their collections
and linking data is not part of their core business. While
custodians are often happy for their datasets to be used for
linked research, they typically do not have the resources to
undertake linkage themselves, and in many cases conducting
linkage does not offer them any direct benefit. At the same
time, there are already a number of dedicated ‘third party’
linkage centres around Australia with significant expertise,
and the resources to undertake record linkage [13, 1, 4].

Privacy preserving protocols also differ in the level of pri-
vacy they provide. The lowest level of privacy are provided
by techniques such as the statistical linkage key (SLK) [16],
which simply amalgamate personally identifying attributes
(like name, date of birth and gender) into one variable in
clear text. The next level of privacy techniques encodes data
using hash functions so that those with access cannot learn
any information directly from the encoded values; however
these encoded values are vulnerable to frequency attacks,
which can leak personally identifying information. A final
class of privacy techniques encrypts data in such a way that
it is not possible to learn any information about individu-
als. Such methods utilise cryptographic techniques similar
to those used in modern computing. Few methods such as
these exist, and those that do typically require data custodi-
ans to carry out multiple computations and communication
steps [29, 7, 31].

For a privacy preserving record linkage protocol to be prac-
tical, it needs to be secure, efficient and provide high linkage
quality; ideally both linkage efficiency and quality would be
comparable to what can be achieved with un-encoded per-
sonal identifiers. Record linkage is computationally expen-
sive, and while tight turnaround times are not always re-
quired for record linkage processing, slower algorithms can
result in impractical processing times and unworkable so-
lutions [10]. In addition to responsive linkage services, re-
searcher expectations also include high quality matching to
ensure they can draw the correct conclusions from their re-
search [12].

1.2 Privacy preserving record linkage using
Bloom filters

A protocol for privacy preserving linkage that appears most
promising utilises Bloom filters to encode data in a way that
is both efficient, and allows string similarity measures (im-
portant for ensuring high linkage quality) to be computed.
The use of Bloom filters for privacy preserving record link-
age was first proposed by Schnell in 2009 [24]. Since then,
there have been numerous variants, extensions and evalua-
tions of this protocol [23, 25, 19, 8, 30, 15]. The method has
been shown to provide similar linkage quality to that found
in probabilistic record linkage with un-encoded identifiers,
and to be efficient enough for large scale linkages [23].

However recent evaluations have shown this method may be
vulnerable to frequency attacks; first in its original field level
form [22, 19], and then later for record level Bloom filters
[18]. As such, in situations where very high levels of privacy
are required, this method may not be sufficient.

1.3 Objectives of this paper
In this paper we outline an extension to the generic Bloom
filter protocol, which utilises a somewhat homomorphic en-
cryption scheme that allows us to calculate a similarity met-
ric on fully encrypted identifiers. We implement and eval-
uate this method on a sample of real data sourced from
hospital emergency departments.

2. PROTOCOL
2.1 Overview
Our proposed protocol is a ’four party’ protocol; it utilises
two independent parties to conduct linkage. One has respon-
sibility for conducting the actual linkage (the linker), while
the second has responsibility for decrypting the similarity
score of the resulting record-pairs (the decrypter). In our
protocol, data is first encoded into Bloom filters using the
methods developed by Schnell [24]. We utilise record level
Bloom filters [25] (where all fields from a record are placed
within a single Bloom filter) although our method would also
work with field level Bloom filters. These Bloom filters are
then encrypted using the system described below, again at
an individual record level. This encryption will use as input
a public key supplied by the decrypting third party. This
two-stage encryption process (personal identifiers encoded
into Bloom filters which are then encrypted) is carried out
by the data custodians. It should be noted that our proto-
col does not limit the number of data custodians to two; any
number of data custodians can be involved in the linkage.

The encrypted data is then sent to the linker, who conducts
the required linkage. The output of this linkage (a list of the
record-pairs which have been compared along with their en-
crypted similarity score) is then sent to the decrypter, who,
with possession of the private key, can decrypt the similarity
score. The role of the decrypter must be separate from the
linker, as giving the linker access to the private key to de-
crypt the encrypted similarity score would also allow them
to decrypt the encrypted Bloom filters. An outline of these
data movements is shown in Figure 1.

2.2 Bloom filter method
A Bloom filter is a binary vector of a set length with all
values initially set to zero. Using the method outlined by
Schnell [24], bigrams (overlapping sets of two letters) of per-
sonal identifiers are hashed, with their modulus taken with
respect to the length of the Bloom filter. The correspond-
ing position in the Bloom filter is then set to 1. There are
several variations to this method; in our implementation all
personally identifying fields (i.e. first name, surname, date
of birth, sex, and address) are placed within a single large
Bloom filter.

Bloom filters can be compared using typical set similarity
comparisons. In this implementation we focus on the dice
coefficient metric, outlined in section 2.6.

2.3 Homomorphic encryption
A homomorphic encryption scheme allows computations to
be carried out on encrypted data producing encrypted re-
sults; when this encrypted data is finally decrypted, the de-
crypted results match the results of those same operations
performed on an unencrypted version of the data. While
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1. Data custodians each encode 
their data first to bloom filters 

before encrypting it and sending it 
to the linker

Data Custodians

2. The linker conducts linkage, 
computing the encrypted 
similarity score for each 
record-pair comparison

Decrypter

Linker

3. The decrypter decrypts the 
similarity scores for each 
record-pair comparison

Figure 1: Data movements for the proposed protocol

homomorphic encryption protocols have existed for many
years, protocols prior to 2000 only supported simple opera-
tions of either addition or multiplication. In 2009, Gentry
developed the first fully homomorphic encryption system
which allowed arbitrary calculations [11], and since then
a large number of advances in this area have been made.
However fully homomorphic systems are still too slow to be
practical for most purposes [20].

Somewhat homomorphic encryption schemes only support
a limited number of operations on encrypted data; how-
ever they are much faster and thus far more practical. In
this paper we utilise a somewhat homomorphic encryption
scheme developed by Lauter, Naehrig and Vaikuntanathan
[20], along with a packing method for encrypting data devel-
oped by Yasuda [32] which allows us to compute similarity
measures.

2.4 Encryption method
This scheme of Lauter, Naehrig and Vaikuntanathan [20]
bases its security on the ring learning with errors problem.
In colloquial terms, this problem is based on the difficulty
of distinguishing a true signal (in this case, the secret) from
noisy data. The problem, while relatively recent, is believed
to be exponentially hard [20], and forms the basis for nu-
merous modern cryptosystems [2, 21].

The scheme used in this paper allows an arbitrary number
of additions of encrypted values, along with a set number of
multiplications.

The system utilises several parameters. These include;

- The dimension n, which is a multiple of 2, and the corre-
sponding cyclotomic polynomial f(x) = xn + 1.

- The modulus q, a prime. Together, q, n and f(x) define

the rings R := Z[x]/f(x) and Rq := R/qR = Zq[x]/f(x).

- The standard deviation σ of a discrete Gaussian error dis-
tribution χ.

- An integer t < q, which defines the message space.

Description of the algorithms key generation, encryption and
decryption are given below. These are taken verbatim from
Yasuda et al [32].

Key Generation We choose an element R 3 s ← χ and
sample a random element a1 ∈ Rq along with an error R 3
e← χ. We define the public key pk as (a0, a1), where a0 :=
−(a1 · s+ t · e), and we define the secret key sk as s.

Encryption For a plaintext message m ∈ Rt, with public
key (a0, a1), the encryption samples R 3 u, f, g ← χ and
computes Enc(m, pk) = (c0, c1) = (a0u+tg+m, a1u+tf) ∈
(Rq)

2, where m ∈ Rt is considered an element of Rq.

Decryption For a ciphertext ct = (c0, ..., cξ) ∈ (Rq)
ξ+1

(homomorphic multiplication will increase ciphertext size),
with private key s, decryption is computed by Dec(sk, ct) =

[m̃]qmod t ∈ Rt where m̃ =
∑ξ
i=0 cis

i ∈ Rq.

2.5 Packing method
The homomorphic encryption scheme described above will
allow us to encrypt individual numbers, and perform oper-
ations on these encrypted numbers. It is possible then to
use the scheme to compute the dice coefficient of two Bloom
filters, by first encrypting each element in the two Bloom
filters individually, multiplying the elements of each posi-
tion together, and summing these results. However such a
scheme would be extremely slow, requiring a large number
of encryptions and computations for every comparison.
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Packing methods provide an alternative, allowing a vector
of values to be encrypted in a single operation. Operations
can then be homomorphically computed on this vector. In
this work we utilise a packing method developed by Yasuda
[32]. This method allows us to encrypt an entire Bloom filter
(essentially a binary vector) at once, and compute its inner
product using a single multiplication operation.

For a Bloom filter A of length n with elements A0, . . . , An−1

we define two packed ciphertexts.

ForwardPack(A) =

n−1∑
i=0

Aix
i

BackwardPack(A) = −
n−1∑
i=0

Aix
n−i

where Σ refers to the regular summation operator. Both of
these polynomials are then encrypted as described in 2.4.
Each Bloom filter is both forward and backward packed;
that is, there are two encrypted values for each Bloom filter.

We can compute the inner product of two Bloom filters by
multiplying one Bloom filter’s forward packing by the others
backward packing, as shown below.

ForwardPack(A)×BackwardPack(B)

= (

n−1∑
i=0

Aix
i)× (−

n−1∑
i=0

Bix
n−i)

= · · · − (

n−1∑
i=0

AiBix
n) + . . .

= · · ·+A ·B + . . .

in Rt, since xn = −1 with all other terms non-constant.
Thus after a multiplication, upon decryption, the value of
the constant term in the resulting polynomial will be our
inner product.

2.6 Computing similarity measures
The most common metric used in Bloom filter similarity
calculations is the dice coefficient, typically expressed as

Dice CoefficentA,B =
2h

a+ b

where h refers to the number of positions in both bloom
filters set to 1, and a and b refer to the number of positions
set to 1 in bloom filters A and B respectively.

This equation can be re-written as

Dice CoefficentA,B =
2A ·B

A ·A+B ·B
where · refers to the inner product operation. This allows
us to compute the dice coefficient using the packing method
described above.

The cryptosystem employed does not allow integer division;
instead, we calculate the encrypted values of the numera-
tor and denominator separately. Both of these values are
provided (encrypted) to the decrypter for each record pair.
Once decrypted, the decrypter can calculate the dice coeffi-
cient from these two provided values.

2.7 Related work
Our protocol aims to allow linkage to be conducted with
only the minimum participation of data custodians, and to
a level of security where frequency based information is not
available to the independent third parties.

There have been a number of related works published in the
literature. A range of secure set intersection protocols have
been proposed [26, 27, 17], many of which adopt homomor-
phic encryption methods to ensure security. While these
methods have strong security equivalent to our protocol,
they operate without the use of an independent third party,
and instead require multiple communication steps from data
custodians.

The closest protocol to the one described in this paper is by
Kantaricioglu et al. [14], who provides a method for privacy-
preserving joins utilising homomorphic encryption and two
independent third parties. Similar to our work, in this proto-
col data custodians are only required to encrypt and trans-
fer their data, taking no further part in the protocol. A
uniquely identifying key is used to determine whether two
records should be joined. A homomorphic subtraction oper-
ation is then performed when comparing individual records;
where this subtraction (when decrypted) equals to 0, the two
records have the same unique identifier, and so are joined.

The main difference between our method and Kantari-
cioglu’s is that ours is aimed at the problem of record linkage,
where we do not have keys which uniquely identify individ-
uals across distinct datasets. Our proposed method toler-
ates the full range of ‘noisy’ data, utilising approximately
matching techniques to handle missing values, misspellings,
incorrect values and changing values over time. Previous
evaluations of the approximate matching method used in
our protocol have shown it to perform as well as probabil-
stic linkage on un-encoded identifying information [23].

3. EVALUATION
3.1 Evaluation details
We evaluated this system by performing a deduplication of
275,626 event records (one years’ worth) from an emergency
presentation data collection. First name, surname, date of
birth, sex, address and postcode fields were used in linkage.
These fields were mapped into a single 512 bit bloom filter,
using weighting methods developed by Durham et al [9]. A
standard blocking method was used to enable timely linkage;
the date of birth field was used as the sole block.

Bloom filters were then encrypted using the encryption
scheme described above. Our system utilised the param-
eters n = 1024, σ = 8, t = 512, and q, a 54 bit prime. These
parameters were chosen to be the most efficient possible,
while both ensuring correctness of results, and a security
level equivalent to 128 bits; the detail of determining ac-
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Table 1: Results from de-duplication of emergency presentation data
Linkage Type Precision Recall F-Measure

Linkage on un-encoded identifiers 0.985 0.978 0.981
Linkage with unencrypted bloom filters 0.985 0.977 0.981
Linkage with encrypted bloom filters 0.985 0.977 0.981

curate and secure parameters is described in Lauter et al
[20].

Our linkage quality results were evaluated using precision
and recall measures, as recommended in the record linkage
literature [6]. Efficiency and privacy were also evaluated
with reference to measures described within the privacy pre-
serving literature [28]. The emergency presentation dataset
had been previously independently linked by a data linkage
unit with their results made available to us. The results were
used as the ‘truth set’ with which we compared our results.

Encryption, linkage and decryption were performed on a 64-
bit Windows Server virtual machine with an Intel Xeon E5-
2609 CPU at 2.4GHz, with 32GB of memory. Our imple-
mentation utilised a single core.

3.2 Results
The results for the linkage of emergency presentation data
using encrypted Bloom filters, unencrypted Bloom filters,
and un-encoded personal identifiers are shown in Table 1.
As expected, there was no difference in quality between en-
crypted Bloom filters and unencrypted Bloom filters. The
Bloom filter methods result in linkage quality equal to that
achieved by linkage with un-encoded identifiers.

The encrypted Bloom filter linkage took slightly over 12
hours to complete, while the encryption step took 4 hours
and 20 minutes, and the decryption of the answer file took
almost 17 hours. A total of 1,164,305 record comparisons
were performed.

In terms of individual operations, a single inner product cal-
culation took, on average, 31 milliseconds, while encryption
of a single record took 58 milliseconds, and decryption of a
single record-pair took 52 milliseconds.

Our implementation was significantly slower than the more
optimised implementation reported on by Yasuda et al [32].
Using equivalent parameters, our inner product calculation
(i.e. our linkage) was 27 times slower, while our encryp-
tion and decryption of data was 23 and 14 times slower, re-
spectively. While their CPU was slightly faster (Intel Xeon
X3480 at 3.07GHz), the majority of this difference appears
to be due to code optimisations.

In terms of privacy, using the privacy metrics of Vatsalan
[28], our protocol on its own has a degree of privacy of 0.0
(absolute privacy), as all records have completely different
ciphertext values. However our protocol is not complete; for
efficiency, it requires a blocking component to be used in
conjunction which itself may decrease privacy.

4. DISCUSSION
As expected, the linkage quality achieved through our pro-
tocol was the same as that achieved using the regular Bloom
filter method, and the same as that achieved through prob-
abilistic linkage. The advantage of the presented method-
ology is a far higher level of security over the Bloom filter
method. This method provides a level of security equiva-
lent to that provided by regular encryption algorithms, and
removes the possibility of frequency attacks; the same plain-
text value can encrypt to a very large number of ciphertext
values.

By building upon the Bloom filter methods previously pub-
lished, our methodology can be expected to achieve the same
level of linkage quality as other Bloom filter methods. It can
also leverage off the significant work already conducted to
improve and refine the Bloom filter methodology, such as
Durham’s weighting method (used in this paper) [9].

A key limitation to our proposed method is speed. As cur-
rently implemented, our method is only suitable for small
linkages. However, our naive implementation is approxi-
mately 14 to 27 times slower than the more optimised version
developed by Yasuda [32]. By optimising the code used in
our implementation, our method would be suitable for larger
dataset sizes. Additional performance improvements could
be made by using distributed computing techniques. Given
the high security level of our encryption method, it may also
be feasible to utilise public cloud computing resources to per-
form our inner product calculations, which would provide
substantial potential for scalability. The blocking method
used (comparing only records with the same date of birth)
is relatively strict, and similarly strict blocks may be a re-
quirement to ensure the efficiency of this method.

5. CONCLUSIONS
As far as we are aware, this is the first record linkage pro-
tocol which provides a demonstrably high level of security,
without requiring numerous communication steps by data
custodians. Future developments will focus on improving
performance to a comparable level with that achieved by
Yasuda et al [32].

This paper presents a protocol for record comparison, and
does not provide any recommendations for private blocking
systems. However, a private blocking scheme is necessary for
a complete private linkage system. Future work will explore
the use of more secure blocking methods.

Our protocol provides protection against attacks by the
third or fourth party; however it does not protect against
collusion by these two parties. Should these parties collude,
the security of our system reduces to that of the regular pri-
vacy preserving linkage using Bloom filters (which has been
evaluated previously [18]).

5

220

https://www.researchgate.net/publication/215992274_Quality_and_Complexity_Measures_for_Data_Linkage_and_Deduplication?el=1_x_8&enrichId=rgreq-a90d6c87cace9e5058e516e46ab580c4-XXX&enrichSource=Y292ZXJQYWdlOzI4MTEwMjc2OTtBUzoyNjQzMzkwMDExODAxNjBAMTQ0MDAzNDczNzIzMA==
https://www.researchgate.net/publication/268024872_A_FRAMEWORK_FOR_ACCURATE_EFFICIENT_PRIVATE_RECORD_LINKAGE?el=1_x_8&enrichId=rgreq-a90d6c87cace9e5058e516e46ab580c4-XXX&enrichSource=Y292ZXJQYWdlOzI4MTEwMjc2OTtBUzoyNjQzMzkwMDExODAxNjBAMTQ0MDAzNDczNzIzMA==
https://www.researchgate.net/publication/267395928_Automated_Cryptanalysis_of_Bloom_Filter_Encryptions_of_Health_Records?el=1_x_8&enrichId=rgreq-a90d6c87cace9e5058e516e46ab580c4-XXX&enrichSource=Y292ZXJQYWdlOzI4MTEwMjc2OTtBUzoyNjQzMzkwMDExODAxNjBAMTQ0MDAzNDczNzIzMA==
https://www.researchgate.net/publication/280216827_An_evaluation_framework_for_privacy-preserving_record_linkage?el=1_x_8&enrichId=rgreq-a90d6c87cace9e5058e516e46ab580c4-XXX&enrichSource=Y292ZXJQYWdlOzI4MTEwMjc2OTtBUzoyNjQzMzkwMDExODAxNjBAMTQ0MDAzNDczNzIzMA==
https://www.researchgate.net/publication/280216827_An_evaluation_framework_for_privacy-preserving_record_linkage?el=1_x_8&enrichId=rgreq-a90d6c87cace9e5058e516e46ab580c4-XXX&enrichSource=Y292ZXJQYWdlOzI4MTEwMjc2OTtBUzoyNjQzMzkwMDExODAxNjBAMTQ0MDAzNDczNzIzMA==
https://www.researchgate.net/publication/291099193_Practical_Packing_Method_in_Somewhat_Homomorphic_Encryption?el=1_x_8&enrichId=rgreq-a90d6c87cace9e5058e516e46ab580c4-XXX&enrichSource=Y292ZXJQYWdlOzI4MTEwMjc2OTtBUzoyNjQzMzkwMDExODAxNjBAMTQ0MDAzNDczNzIzMA==
https://www.researchgate.net/publication/291099193_Practical_Packing_Method_in_Somewhat_Homomorphic_Encryption?el=1_x_8&enrichId=rgreq-a90d6c87cace9e5058e516e46ab580c4-XXX&enrichSource=Y292ZXJQYWdlOzI4MTEwMjc2OTtBUzoyNjQzMzkwMDExODAxNjBAMTQ0MDAzNDczNzIzMA==
https://www.researchgate.net/publication/291099193_Practical_Packing_Method_in_Somewhat_Homomorphic_Encryption?el=1_x_8&enrichId=rgreq-a90d6c87cace9e5058e516e46ab580c4-XXX&enrichSource=Y292ZXJQYWdlOzI4MTEwMjc2OTtBUzoyNjQzMzkwMDExODAxNjBAMTQ0MDAzNDczNzIzMA==


6. ACKNOWLEDGMENTS
This project is supported by the Australian Government Na-
tional Collaborative Research Infrastructure Strategy’s Pop-
ulation Health Research Network.

The authors would also like to thank Wenjie Lu, whose pub-
lically available code formed an initial reference point for our
implementation of this cryptosystem.

7. REFERENCES
[1] J. H. Boyd, A. M. Ferrante, C. M. O’Keefe, A. J.

Bass, S. M. Randall, and J. B. Semmens. Data linkage
infrastructure for cross-jurisdictional health-related
research in australia. BMC health services research,
12(1):480, 2012.

[2] Z. Brakerski, C. Gentry, and V. Vaikuntanathan.
(leveled) fully homomorphic encryption without
bootstrapping. In Proceedings of the 3rd Innovations
in Theoretical Computer Science Conference, pages
309–325. ACM, 2012.

[3] Z. Brakerski and V. Vaikuntanathan. Fully
homomorphic encryption from ring-LWE and security
for key dependent messages, pages 505–524. Springer,
2011.

[4] E. Brook, D. Rosman, C. Holman, and B. Trutwein.
Summary report: research outputs project, WA data
linkage unit (1995–2003). Perth: WA data linkage
unit, 2005.

[5] E. L. Brook, D. L. Rosman, and C. D. J. Holman.
Public good through data linkage: measuring research
outputs from the western australian data linkage
system. Australian and New Zealand Journal of Public
Health, 32(1):19–23, 2008.

[6] P. Christen and K. Goiser. Quality and complexity
measures for data linkage and deduplication. In
Quality Measures in Data Mining, pages 127–151.
Springer, 2007.

[7] W. Du and M. J. Atallah. Secure multi-party
computation problems and their applications: a
review and open problems. In Proceedings of the 2001
workshop on New security paradigms, pages 13–22.
ACM, 2001.

[8] E. Durham, Y. Xue, M. Kantarcioglu, and B. Malin.
Quantifying the correctness, computational
complexity, and security of privacy-preserving string
comparators for record linkage. Information Fusion,
13(4):245–259, 2012.

[9] E. A. Durham. A framework for accurate, efficient
private record linkage. Thesis, 2012.

[10] A. Ferrante and J. Boyd. A transparent and
transportable methodology for evaluating data linkage
software. Journal of Biomedical Informatics,
45(1):165–172, 2012.

[11] C. Gentry. A fully homomorphic encryption scheme.
Thesis, 2009.

[12] K. Harron, A. Wade, R. Gilbert, B. Muller-Pebody,
and H. Goldstein. Evaluating bias due to data linkage
error in electronic healthcare records. BMC medical
research methodology, 14(1):36, 2014.

[13] K. A. Irvine and L. K. Taylor. The centre for health
record linkage: fostering population health research in
NSW. New South Wales public health bulletin,

22(2):17–18, 2011.

[14] M. Kantarcioglu, A. Inan, W. Jiang, and B. Malin.
Formal anonymity models for efficient
privacy-preserving joins. Data & Knowledge
Engineering, 68(11):1206–1223, 2009.

[15] A. Karakasidis and V. S. Verykios. Secure blocking+
secure matching= secure record linkage. JCSE,
5(3):223–235, 2011.

[16] R. Karmel. Data linkage protocols using a statistical
linkage key. Australian Institute of Health and
Welfare, 2005.

[17] L. Kissner and D. Song. Privacy-preserving set
operations. In Advances in Cryptology–CRYPTO
2005, pages 241–257. Springer, 2005.

[18] M. Kroll and S. Steinmetzer. Automated cryptanalysis
of bloom filter encryptions of health records. arXiv
preprint arXiv:1410.6739, 2014.

[19] M. Kuzu, M. Kantarcioglu, E. Durham, and B. Malin.
A constraint satisfaction cryptanalysis of bloom filters
in private record linkage. In Privacy Enhancing
Technologies, pages 226–245. Springer, 2011.

[20] K. Lauter, M. Naehrig, and V. Vaikuntanathan. Can
homomorphic encryption be practical? In Proceedings
of the 3rd ACM workshop on Cloud computing
security workshop, pages 113–124. ACM, 2011.

[21] V. Lyubashevsky, C. Peikert, and O. Regev. On ideal
lattices and learning with errors over rings. Journal of
the ACM (JACM), 60(6):43, 2013.

[22] F. Niedermeyer, S. Steinmetzer, M. Kroll, and
R. Schnell. Cryptanalysis of basic bloom filters used
for privacy preserving record linkage. Journal of
Privacy and Confidentiality, 6(2):3, 2014.

[23] S. M. Randall, A. M. Ferrante, J. H. Boyd, J. K.
Bauer, and J. B. Semmens. Privacy-preserving record
linkage on large real world datasets. Journal of
biomedical informatics, 50:205–212, 2014.

[24] R. Schnell, T. Bachteler, and J. Reiher.
Privacy-preserving record linkage using bloom filters.
BMC Medical Informatics and Decision Making,
9(41), 2009.

[25] R. Schnell, T. Bachteler, and J. Reiher. A novel
error-tolerant anonymous linking code. Report,
Working Paper Series No. WP-GRLC-2011-02.
Nürnberg, Germany: German Record Linkage Center,
2011.

[26] J. Vaidya and C. Clifton. Privacy preserving
association rule mining in vertically partitioned data.
In Proceedings of the eighth ACM SIGKDD
international conference on Knowledge discovery and
data mining, pages 639–644. ACM, 2002.

[27] J. Vaidya and C. Clifton. Secure set intersection
cardinality with application to association rule mining.
Journal of Computer Security, 13(4):593–622, 2005.

[28] D. Vatsalan, P. Christen, C. M. O’Keefe, and V. S.
Verykios. An evaluation framework for
privacy-preserving record linkage. Journal of Privacy
and Confidentiality, 6(1):3, 2014.

[29] D. Vatsalan, P. Christen, and V. S. Verykios. A
taxonomy of privacy-preserving record linkage
techniques. Information Systems, 38(6):946–969, 2013.

[30] D. Vatsalan, P. Christen, and V. S. Verykios. An

6

221

https://www.researchgate.net/publication/234009370_Data_linkage_infrastructure_for_cross-jurisdictional_health-related_research_in_Australia?el=1_x_8&enrichId=rgreq-a90d6c87cace9e5058e516e46ab580c4-XXX&enrichSource=Y292ZXJQYWdlOzI4MTEwMjc2OTtBUzoyNjQzMzkwMDExODAxNjBAMTQ0MDAzNDczNzIzMA==
https://www.researchgate.net/publication/234009370_Data_linkage_infrastructure_for_cross-jurisdictional_health-related_research_in_Australia?el=1_x_8&enrichId=rgreq-a90d6c87cace9e5058e516e46ab580c4-XXX&enrichSource=Y292ZXJQYWdlOzI4MTEwMjc2OTtBUzoyNjQzMzkwMDExODAxNjBAMTQ0MDAzNDczNzIzMA==
https://www.researchgate.net/publication/234009370_Data_linkage_infrastructure_for_cross-jurisdictional_health-related_research_in_Australia?el=1_x_8&enrichId=rgreq-a90d6c87cace9e5058e516e46ab580c4-XXX&enrichSource=Y292ZXJQYWdlOzI4MTEwMjc2OTtBUzoyNjQzMzkwMDExODAxNjBAMTQ0MDAzNDczNzIzMA==
https://www.researchgate.net/publication/234009370_Data_linkage_infrastructure_for_cross-jurisdictional_health-related_research_in_Australia?el=1_x_8&enrichId=rgreq-a90d6c87cace9e5058e516e46ab580c4-XXX&enrichSource=Y292ZXJQYWdlOzI4MTEwMjc2OTtBUzoyNjQzMzkwMDExODAxNjBAMTQ0MDAzNDczNzIzMA==
https://www.researchgate.net/publication/234009370_Data_linkage_infrastructure_for_cross-jurisdictional_health-related_research_in_Australia?el=1_x_8&enrichId=rgreq-a90d6c87cace9e5058e516e46ab580c4-XXX&enrichSource=Y292ZXJQYWdlOzI4MTEwMjc2OTtBUzoyNjQzMzkwMDExODAxNjBAMTQ0MDAzNDczNzIzMA==
https://www.researchgate.net/publication/220138781_Leveled_Fully_Homomorphic_Encryption_without_Bootstrapping?el=1_x_8&enrichId=rgreq-a90d6c87cace9e5058e516e46ab580c4-XXX&enrichSource=Y292ZXJQYWdlOzI4MTEwMjc2OTtBUzoyNjQzMzkwMDExODAxNjBAMTQ0MDAzNDczNzIzMA==
https://www.researchgate.net/publication/220138781_Leveled_Fully_Homomorphic_Encryption_without_Bootstrapping?el=1_x_8&enrichId=rgreq-a90d6c87cace9e5058e516e46ab580c4-XXX&enrichSource=Y292ZXJQYWdlOzI4MTEwMjc2OTtBUzoyNjQzMzkwMDExODAxNjBAMTQ0MDAzNDczNzIzMA==
https://www.researchgate.net/publication/220138781_Leveled_Fully_Homomorphic_Encryption_without_Bootstrapping?el=1_x_8&enrichId=rgreq-a90d6c87cace9e5058e516e46ab580c4-XXX&enrichSource=Y292ZXJQYWdlOzI4MTEwMjc2OTtBUzoyNjQzMzkwMDExODAxNjBAMTQ0MDAzNDczNzIzMA==
https://www.researchgate.net/publication/220138781_Leveled_Fully_Homomorphic_Encryption_without_Bootstrapping?el=1_x_8&enrichId=rgreq-a90d6c87cace9e5058e516e46ab580c4-XXX&enrichSource=Y292ZXJQYWdlOzI4MTEwMjc2OTtBUzoyNjQzMzkwMDExODAxNjBAMTQ0MDAzNDczNzIzMA==
https://www.researchgate.net/publication/220138781_Leveled_Fully_Homomorphic_Encryption_without_Bootstrapping?el=1_x_8&enrichId=rgreq-a90d6c87cace9e5058e516e46ab580c4-XXX&enrichSource=Y292ZXJQYWdlOzI4MTEwMjc2OTtBUzoyNjQzMzkwMDExODAxNjBAMTQ0MDAzNDczNzIzMA==
https://www.researchgate.net/publication/221355251_Fully_Homomorphic_Encryption_from_Ring-LWE_and_Security_for_Key_Dependent_Messages?el=1_x_8&enrichId=rgreq-a90d6c87cace9e5058e516e46ab580c4-XXX&enrichSource=Y292ZXJQYWdlOzI4MTEwMjc2OTtBUzoyNjQzMzkwMDExODAxNjBAMTQ0MDAzNDczNzIzMA==
https://www.researchgate.net/publication/221355251_Fully_Homomorphic_Encryption_from_Ring-LWE_and_Security_for_Key_Dependent_Messages?el=1_x_8&enrichId=rgreq-a90d6c87cace9e5058e516e46ab580c4-XXX&enrichSource=Y292ZXJQYWdlOzI4MTEwMjc2OTtBUzoyNjQzMzkwMDExODAxNjBAMTQ0MDAzNDczNzIzMA==
https://www.researchgate.net/publication/221355251_Fully_Homomorphic_Encryption_from_Ring-LWE_and_Security_for_Key_Dependent_Messages?el=1_x_8&enrichId=rgreq-a90d6c87cace9e5058e516e46ab580c4-XXX&enrichSource=Y292ZXJQYWdlOzI4MTEwMjc2OTtBUzoyNjQzMzkwMDExODAxNjBAMTQ0MDAzNDczNzIzMA==
https://www.researchgate.net/publication/221355251_Fully_Homomorphic_Encryption_from_Ring-LWE_and_Security_for_Key_Dependent_Messages?el=1_x_8&enrichId=rgreq-a90d6c87cace9e5058e516e46ab580c4-XXX&enrichSource=Y292ZXJQYWdlOzI4MTEwMjc2OTtBUzoyNjQzMzkwMDExODAxNjBAMTQ0MDAzNDczNzIzMA==
https://www.researchgate.net/publication/5561112_Public_good_through_data_linkage_Measuring_research_outputs_from_the_Western_Australian_Data_Linkage_System?el=1_x_8&enrichId=rgreq-a90d6c87cace9e5058e516e46ab580c4-XXX&enrichSource=Y292ZXJQYWdlOzI4MTEwMjc2OTtBUzoyNjQzMzkwMDExODAxNjBAMTQ0MDAzNDczNzIzMA==
https://www.researchgate.net/publication/5561112_Public_good_through_data_linkage_Measuring_research_outputs_from_the_Western_Australian_Data_Linkage_System?el=1_x_8&enrichId=rgreq-a90d6c87cace9e5058e516e46ab580c4-XXX&enrichSource=Y292ZXJQYWdlOzI4MTEwMjc2OTtBUzoyNjQzMzkwMDExODAxNjBAMTQ0MDAzNDczNzIzMA==
https://www.researchgate.net/publication/5561112_Public_good_through_data_linkage_Measuring_research_outputs_from_the_Western_Australian_Data_Linkage_System?el=1_x_8&enrichId=rgreq-a90d6c87cace9e5058e516e46ab580c4-XXX&enrichSource=Y292ZXJQYWdlOzI4MTEwMjc2OTtBUzoyNjQzMzkwMDExODAxNjBAMTQ0MDAzNDczNzIzMA==
https://www.researchgate.net/publication/5561112_Public_good_through_data_linkage_Measuring_research_outputs_from_the_Western_Australian_Data_Linkage_System?el=1_x_8&enrichId=rgreq-a90d6c87cace9e5058e516e46ab580c4-XXX&enrichSource=Y292ZXJQYWdlOzI4MTEwMjc2OTtBUzoyNjQzMzkwMDExODAxNjBAMTQ0MDAzNDczNzIzMA==
https://www.researchgate.net/publication/5561112_Public_good_through_data_linkage_Measuring_research_outputs_from_the_Western_Australian_Data_Linkage_System?el=1_x_8&enrichId=rgreq-a90d6c87cace9e5058e516e46ab580c4-XXX&enrichSource=Y292ZXJQYWdlOzI4MTEwMjc2OTtBUzoyNjQzMzkwMDExODAxNjBAMTQ0MDAzNDczNzIzMA==
https://www.researchgate.net/publication/215992274_Quality_and_Complexity_Measures_for_Data_Linkage_and_Deduplication?el=1_x_8&enrichId=rgreq-a90d6c87cace9e5058e516e46ab580c4-XXX&enrichSource=Y292ZXJQYWdlOzI4MTEwMjc2OTtBUzoyNjQzMzkwMDExODAxNjBAMTQ0MDAzNDczNzIzMA==
https://www.researchgate.net/publication/215992274_Quality_and_Complexity_Measures_for_Data_Linkage_and_Deduplication?el=1_x_8&enrichId=rgreq-a90d6c87cace9e5058e516e46ab580c4-XXX&enrichSource=Y292ZXJQYWdlOzI4MTEwMjc2OTtBUzoyNjQzMzkwMDExODAxNjBAMTQ0MDAzNDczNzIzMA==
https://www.researchgate.net/publication/215992274_Quality_and_Complexity_Measures_for_Data_Linkage_and_Deduplication?el=1_x_8&enrichId=rgreq-a90d6c87cace9e5058e516e46ab580c4-XXX&enrichSource=Y292ZXJQYWdlOzI4MTEwMjc2OTtBUzoyNjQzMzkwMDExODAxNjBAMTQ0MDAzNDczNzIzMA==
https://www.researchgate.net/publication/215992274_Quality_and_Complexity_Measures_for_Data_Linkage_and_Deduplication?el=1_x_8&enrichId=rgreq-a90d6c87cace9e5058e516e46ab580c4-XXX&enrichSource=Y292ZXJQYWdlOzI4MTEwMjc2OTtBUzoyNjQzMzkwMDExODAxNjBAMTQ0MDAzNDczNzIzMA==
https://www.researchgate.net/publication/2548493_Secure_Multi-Party_Computation_Problems_and_Their_Applications_A_Review_And_Open_Problems?el=1_x_8&enrichId=rgreq-a90d6c87cace9e5058e516e46ab580c4-XXX&enrichSource=Y292ZXJQYWdlOzI4MTEwMjc2OTtBUzoyNjQzMzkwMDExODAxNjBAMTQ0MDAzNDczNzIzMA==
https://www.researchgate.net/publication/2548493_Secure_Multi-Party_Computation_Problems_and_Their_Applications_A_Review_And_Open_Problems?el=1_x_8&enrichId=rgreq-a90d6c87cace9e5058e516e46ab580c4-XXX&enrichSource=Y292ZXJQYWdlOzI4MTEwMjc2OTtBUzoyNjQzMzkwMDExODAxNjBAMTQ0MDAzNDczNzIzMA==
https://www.researchgate.net/publication/2548493_Secure_Multi-Party_Computation_Problems_and_Their_Applications_A_Review_And_Open_Problems?el=1_x_8&enrichId=rgreq-a90d6c87cace9e5058e516e46ab580c4-XXX&enrichSource=Y292ZXJQYWdlOzI4MTEwMjc2OTtBUzoyNjQzMzkwMDExODAxNjBAMTQ0MDAzNDczNzIzMA==
https://www.researchgate.net/publication/2548493_Secure_Multi-Party_Computation_Problems_and_Their_Applications_A_Review_And_Open_Problems?el=1_x_8&enrichId=rgreq-a90d6c87cace9e5058e516e46ab580c4-XXX&enrichSource=Y292ZXJQYWdlOzI4MTEwMjc2OTtBUzoyNjQzMzkwMDExODAxNjBAMTQ0MDAzNDczNzIzMA==
https://www.researchgate.net/publication/2548493_Secure_Multi-Party_Computation_Problems_and_Their_Applications_A_Review_And_Open_Problems?el=1_x_8&enrichId=rgreq-a90d6c87cace9e5058e516e46ab580c4-XXX&enrichSource=Y292ZXJQYWdlOzI4MTEwMjc2OTtBUzoyNjQzMzkwMDExODAxNjBAMTQ0MDAzNDczNzIzMA==
https://www.researchgate.net/publication/230700496_Quantifying_the_Correctness_Computational_Complexity_and_Security_of_Privacy-Preserving_String_Comparators_for_Record_Linkage?el=1_x_8&enrichId=rgreq-a90d6c87cace9e5058e516e46ab580c4-XXX&enrichSource=Y292ZXJQYWdlOzI4MTEwMjc2OTtBUzoyNjQzMzkwMDExODAxNjBAMTQ0MDAzNDczNzIzMA==
https://www.researchgate.net/publication/230700496_Quantifying_the_Correctness_Computational_Complexity_and_Security_of_Privacy-Preserving_String_Comparators_for_Record_Linkage?el=1_x_8&enrichId=rgreq-a90d6c87cace9e5058e516e46ab580c4-XXX&enrichSource=Y292ZXJQYWdlOzI4MTEwMjc2OTtBUzoyNjQzMzkwMDExODAxNjBAMTQ0MDAzNDczNzIzMA==
https://www.researchgate.net/publication/230700496_Quantifying_the_Correctness_Computational_Complexity_and_Security_of_Privacy-Preserving_String_Comparators_for_Record_Linkage?el=1_x_8&enrichId=rgreq-a90d6c87cace9e5058e516e46ab580c4-XXX&enrichSource=Y292ZXJQYWdlOzI4MTEwMjc2OTtBUzoyNjQzMzkwMDExODAxNjBAMTQ0MDAzNDczNzIzMA==
https://www.researchgate.net/publication/230700496_Quantifying_the_Correctness_Computational_Complexity_and_Security_of_Privacy-Preserving_String_Comparators_for_Record_Linkage?el=1_x_8&enrichId=rgreq-a90d6c87cace9e5058e516e46ab580c4-XXX&enrichSource=Y292ZXJQYWdlOzI4MTEwMjc2OTtBUzoyNjQzMzkwMDExODAxNjBAMTQ0MDAzNDczNzIzMA==
https://www.researchgate.net/publication/230700496_Quantifying_the_Correctness_Computational_Complexity_and_Security_of_Privacy-Preserving_String_Comparators_for_Record_Linkage?el=1_x_8&enrichId=rgreq-a90d6c87cace9e5058e516e46ab580c4-XXX&enrichSource=Y292ZXJQYWdlOzI4MTEwMjc2OTtBUzoyNjQzMzkwMDExODAxNjBAMTQ0MDAzNDczNzIzMA==
https://www.researchgate.net/publication/268024872_A_FRAMEWORK_FOR_ACCURATE_EFFICIENT_PRIVATE_RECORD_LINKAGE?el=1_x_8&enrichId=rgreq-a90d6c87cace9e5058e516e46ab580c4-XXX&enrichSource=Y292ZXJQYWdlOzI4MTEwMjc2OTtBUzoyNjQzMzkwMDExODAxNjBAMTQ0MDAzNDczNzIzMA==
https://www.researchgate.net/publication/268024872_A_FRAMEWORK_FOR_ACCURATE_EFFICIENT_PRIVATE_RECORD_LINKAGE?el=1_x_8&enrichId=rgreq-a90d6c87cace9e5058e516e46ab580c4-XXX&enrichSource=Y292ZXJQYWdlOzI4MTEwMjc2OTtBUzoyNjQzMzkwMDExODAxNjBAMTQ0MDAzNDczNzIzMA==
https://www.researchgate.net/publication/51775783_A_transparent_and_transportable_methodology_for_evaluating_Data_Linkage_software?el=1_x_8&enrichId=rgreq-a90d6c87cace9e5058e516e46ab580c4-XXX&enrichSource=Y292ZXJQYWdlOzI4MTEwMjc2OTtBUzoyNjQzMzkwMDExODAxNjBAMTQ0MDAzNDczNzIzMA==
https://www.researchgate.net/publication/51775783_A_transparent_and_transportable_methodology_for_evaluating_Data_Linkage_software?el=1_x_8&enrichId=rgreq-a90d6c87cace9e5058e516e46ab580c4-XXX&enrichSource=Y292ZXJQYWdlOzI4MTEwMjc2OTtBUzoyNjQzMzkwMDExODAxNjBAMTQ0MDAzNDczNzIzMA==
https://www.researchgate.net/publication/51775783_A_transparent_and_transportable_methodology_for_evaluating_Data_Linkage_software?el=1_x_8&enrichId=rgreq-a90d6c87cace9e5058e516e46ab580c4-XXX&enrichSource=Y292ZXJQYWdlOzI4MTEwMjc2OTtBUzoyNjQzMzkwMDExODAxNjBAMTQ0MDAzNDczNzIzMA==
https://www.researchgate.net/publication/51775783_A_transparent_and_transportable_methodology_for_evaluating_Data_Linkage_software?el=1_x_8&enrichId=rgreq-a90d6c87cace9e5058e516e46ab580c4-XXX&enrichSource=Y292ZXJQYWdlOzI4MTEwMjc2OTtBUzoyNjQzMzkwMDExODAxNjBAMTQ0MDAzNDczNzIzMA==
https://www.researchgate.net/publication/260561298_Evaluating_bias_due_to_data_linkage_error_in_electronic_healthcare_records?el=1_x_8&enrichId=rgreq-a90d6c87cace9e5058e516e46ab580c4-XXX&enrichSource=Y292ZXJQYWdlOzI4MTEwMjc2OTtBUzoyNjQzMzkwMDExODAxNjBAMTQ0MDAzNDczNzIzMA==
https://www.researchgate.net/publication/260561298_Evaluating_bias_due_to_data_linkage_error_in_electronic_healthcare_records?el=1_x_8&enrichId=rgreq-a90d6c87cace9e5058e516e46ab580c4-XXX&enrichSource=Y292ZXJQYWdlOzI4MTEwMjc2OTtBUzoyNjQzMzkwMDExODAxNjBAMTQ0MDAzNDczNzIzMA==
https://www.researchgate.net/publication/260561298_Evaluating_bias_due_to_data_linkage_error_in_electronic_healthcare_records?el=1_x_8&enrichId=rgreq-a90d6c87cace9e5058e516e46ab580c4-XXX&enrichSource=Y292ZXJQYWdlOzI4MTEwMjc2OTtBUzoyNjQzMzkwMDExODAxNjBAMTQ0MDAzNDczNzIzMA==
https://www.researchgate.net/publication/260561298_Evaluating_bias_due_to_data_linkage_error_in_electronic_healthcare_records?el=1_x_8&enrichId=rgreq-a90d6c87cace9e5058e516e46ab580c4-XXX&enrichSource=Y292ZXJQYWdlOzI4MTEwMjc2OTtBUzoyNjQzMzkwMDExODAxNjBAMTQ0MDAzNDczNzIzMA==
https://www.researchgate.net/publication/51083636_The_Centre_for_Health_Record_Linkage_fostering_population_health_research_in_NSW?el=1_x_8&enrichId=rgreq-a90d6c87cace9e5058e516e46ab580c4-XXX&enrichSource=Y292ZXJQYWdlOzI4MTEwMjc2OTtBUzoyNjQzMzkwMDExODAxNjBAMTQ0MDAzNDczNzIzMA==
https://www.researchgate.net/publication/51083636_The_Centre_for_Health_Record_Linkage_fostering_population_health_research_in_NSW?el=1_x_8&enrichId=rgreq-a90d6c87cace9e5058e516e46ab580c4-XXX&enrichSource=Y292ZXJQYWdlOzI4MTEwMjc2OTtBUzoyNjQzMzkwMDExODAxNjBAMTQ0MDAzNDczNzIzMA==
https://www.researchgate.net/publication/51083636_The_Centre_for_Health_Record_Linkage_fostering_population_health_research_in_NSW?el=1_x_8&enrichId=rgreq-a90d6c87cace9e5058e516e46ab580c4-XXX&enrichSource=Y292ZXJQYWdlOzI4MTEwMjc2OTtBUzoyNjQzMzkwMDExODAxNjBAMTQ0MDAzNDczNzIzMA==
https://www.researchgate.net/publication/51083636_The_Centre_for_Health_Record_Linkage_fostering_population_health_research_in_NSW?el=1_x_8&enrichId=rgreq-a90d6c87cace9e5058e516e46ab580c4-XXX&enrichSource=Y292ZXJQYWdlOzI4MTEwMjc2OTtBUzoyNjQzMzkwMDExODAxNjBAMTQ0MDAzNDczNzIzMA==
https://www.researchgate.net/publication/223453656_Formal_anonymity_models_for_efficient_privacy-preserving_joins?el=1_x_8&enrichId=rgreq-a90d6c87cace9e5058e516e46ab580c4-XXX&enrichSource=Y292ZXJQYWdlOzI4MTEwMjc2OTtBUzoyNjQzMzkwMDExODAxNjBAMTQ0MDAzNDczNzIzMA==
https://www.researchgate.net/publication/223453656_Formal_anonymity_models_for_efficient_privacy-preserving_joins?el=1_x_8&enrichId=rgreq-a90d6c87cace9e5058e516e46ab580c4-XXX&enrichSource=Y292ZXJQYWdlOzI4MTEwMjc2OTtBUzoyNjQzMzkwMDExODAxNjBAMTQ0MDAzNDczNzIzMA==
https://www.researchgate.net/publication/223453656_Formal_anonymity_models_for_efficient_privacy-preserving_joins?el=1_x_8&enrichId=rgreq-a90d6c87cace9e5058e516e46ab580c4-XXX&enrichSource=Y292ZXJQYWdlOzI4MTEwMjc2OTtBUzoyNjQzMzkwMDExODAxNjBAMTQ0MDAzNDczNzIzMA==
https://www.researchgate.net/publication/223453656_Formal_anonymity_models_for_efficient_privacy-preserving_joins?el=1_x_8&enrichId=rgreq-a90d6c87cace9e5058e516e46ab580c4-XXX&enrichSource=Y292ZXJQYWdlOzI4MTEwMjc2OTtBUzoyNjQzMzkwMDExODAxNjBAMTQ0MDAzNDczNzIzMA==
https://www.researchgate.net/publication/220144223_Secure_Blocking_Secure_Matching_Secure_Record_Linkage?el=1_x_8&enrichId=rgreq-a90d6c87cace9e5058e516e46ab580c4-XXX&enrichSource=Y292ZXJQYWdlOzI4MTEwMjc2OTtBUzoyNjQzMzkwMDExODAxNjBAMTQ0MDAzNDczNzIzMA==
https://www.researchgate.net/publication/220144223_Secure_Blocking_Secure_Matching_Secure_Record_Linkage?el=1_x_8&enrichId=rgreq-a90d6c87cace9e5058e516e46ab580c4-XXX&enrichSource=Y292ZXJQYWdlOzI4MTEwMjc2OTtBUzoyNjQzMzkwMDExODAxNjBAMTQ0MDAzNDczNzIzMA==
https://www.researchgate.net/publication/220144223_Secure_Blocking_Secure_Matching_Secure_Record_Linkage?el=1_x_8&enrichId=rgreq-a90d6c87cace9e5058e516e46ab580c4-XXX&enrichSource=Y292ZXJQYWdlOzI4MTEwMjc2OTtBUzoyNjQzMzkwMDExODAxNjBAMTQ0MDAzNDczNzIzMA==
https://www.researchgate.net/publication/221355248_Privacy-Preserving_Set_Operations?el=1_x_8&enrichId=rgreq-a90d6c87cace9e5058e516e46ab580c4-XXX&enrichSource=Y292ZXJQYWdlOzI4MTEwMjc2OTtBUzoyNjQzMzkwMDExODAxNjBAMTQ0MDAzNDczNzIzMA==
https://www.researchgate.net/publication/221355248_Privacy-Preserving_Set_Operations?el=1_x_8&enrichId=rgreq-a90d6c87cace9e5058e516e46ab580c4-XXX&enrichSource=Y292ZXJQYWdlOzI4MTEwMjc2OTtBUzoyNjQzMzkwMDExODAxNjBAMTQ0MDAzNDczNzIzMA==
https://www.researchgate.net/publication/221355248_Privacy-Preserving_Set_Operations?el=1_x_8&enrichId=rgreq-a90d6c87cace9e5058e516e46ab580c4-XXX&enrichSource=Y292ZXJQYWdlOzI4MTEwMjc2OTtBUzoyNjQzMzkwMDExODAxNjBAMTQ0MDAzNDczNzIzMA==
https://www.researchgate.net/publication/267395928_Automated_Cryptanalysis_of_Bloom_Filter_Encryptions_of_Health_Records?el=1_x_8&enrichId=rgreq-a90d6c87cace9e5058e516e46ab580c4-XXX&enrichSource=Y292ZXJQYWdlOzI4MTEwMjc2OTtBUzoyNjQzMzkwMDExODAxNjBAMTQ0MDAzNDczNzIzMA==
https://www.researchgate.net/publication/267395928_Automated_Cryptanalysis_of_Bloom_Filter_Encryptions_of_Health_Records?el=1_x_8&enrichId=rgreq-a90d6c87cace9e5058e516e46ab580c4-XXX&enrichSource=Y292ZXJQYWdlOzI4MTEwMjc2OTtBUzoyNjQzMzkwMDExODAxNjBAMTQ0MDAzNDczNzIzMA==
https://www.researchgate.net/publication/267395928_Automated_Cryptanalysis_of_Bloom_Filter_Encryptions_of_Health_Records?el=1_x_8&enrichId=rgreq-a90d6c87cace9e5058e516e46ab580c4-XXX&enrichSource=Y292ZXJQYWdlOzI4MTEwMjc2OTtBUzoyNjQzMzkwMDExODAxNjBAMTQ0MDAzNDczNzIzMA==
https://www.researchgate.net/publication/221655641_A_Constraint_Satisfaction_Cryptanalysis_of_Bloom_Filters_in_Private_Record_Linkage?el=1_x_8&enrichId=rgreq-a90d6c87cace9e5058e516e46ab580c4-XXX&enrichSource=Y292ZXJQYWdlOzI4MTEwMjc2OTtBUzoyNjQzMzkwMDExODAxNjBAMTQ0MDAzNDczNzIzMA==
https://www.researchgate.net/publication/221655641_A_Constraint_Satisfaction_Cryptanalysis_of_Bloom_Filters_in_Private_Record_Linkage?el=1_x_8&enrichId=rgreq-a90d6c87cace9e5058e516e46ab580c4-XXX&enrichSource=Y292ZXJQYWdlOzI4MTEwMjc2OTtBUzoyNjQzMzkwMDExODAxNjBAMTQ0MDAzNDczNzIzMA==
https://www.researchgate.net/publication/221655641_A_Constraint_Satisfaction_Cryptanalysis_of_Bloom_Filters_in_Private_Record_Linkage?el=1_x_8&enrichId=rgreq-a90d6c87cace9e5058e516e46ab580c4-XXX&enrichSource=Y292ZXJQYWdlOzI4MTEwMjc2OTtBUzoyNjQzMzkwMDExODAxNjBAMTQ0MDAzNDczNzIzMA==
https://www.researchgate.net/publication/221655641_A_Constraint_Satisfaction_Cryptanalysis_of_Bloom_Filters_in_Private_Record_Linkage?el=1_x_8&enrichId=rgreq-a90d6c87cace9e5058e516e46ab580c4-XXX&enrichSource=Y292ZXJQYWdlOzI4MTEwMjc2OTtBUzoyNjQzMzkwMDExODAxNjBAMTQ0MDAzNDczNzIzMA==
https://www.researchgate.net/publication/221609120_Can_Homomorphic_Encryption_be_Practical?el=1_x_8&enrichId=rgreq-a90d6c87cace9e5058e516e46ab580c4-XXX&enrichSource=Y292ZXJQYWdlOzI4MTEwMjc2OTtBUzoyNjQzMzkwMDExODAxNjBAMTQ0MDAzNDczNzIzMA==
https://www.researchgate.net/publication/221609120_Can_Homomorphic_Encryption_be_Practical?el=1_x_8&enrichId=rgreq-a90d6c87cace9e5058e516e46ab580c4-XXX&enrichSource=Y292ZXJQYWdlOzI4MTEwMjc2OTtBUzoyNjQzMzkwMDExODAxNjBAMTQ0MDAzNDczNzIzMA==
https://www.researchgate.net/publication/221609120_Can_Homomorphic_Encryption_be_Practical?el=1_x_8&enrichId=rgreq-a90d6c87cace9e5058e516e46ab580c4-XXX&enrichSource=Y292ZXJQYWdlOzI4MTEwMjc2OTtBUzoyNjQzMzkwMDExODAxNjBAMTQ0MDAzNDczNzIzMA==
https://www.researchgate.net/publication/221609120_Can_Homomorphic_Encryption_be_Practical?el=1_x_8&enrichId=rgreq-a90d6c87cace9e5058e516e46ab580c4-XXX&enrichSource=Y292ZXJQYWdlOzI4MTEwMjc2OTtBUzoyNjQzMzkwMDExODAxNjBAMTQ0MDAzNDczNzIzMA==
https://www.researchgate.net/publication/221348435_On_Ideal_Lattices_and_Learning_with_Errors_over_Rings?el=1_x_8&enrichId=rgreq-a90d6c87cace9e5058e516e46ab580c4-XXX&enrichSource=Y292ZXJQYWdlOzI4MTEwMjc2OTtBUzoyNjQzMzkwMDExODAxNjBAMTQ0MDAzNDczNzIzMA==
https://www.researchgate.net/publication/221348435_On_Ideal_Lattices_and_Learning_with_Errors_over_Rings?el=1_x_8&enrichId=rgreq-a90d6c87cace9e5058e516e46ab580c4-XXX&enrichSource=Y292ZXJQYWdlOzI4MTEwMjc2OTtBUzoyNjQzMzkwMDExODAxNjBAMTQ0MDAzNDczNzIzMA==
https://www.researchgate.net/publication/221348435_On_Ideal_Lattices_and_Learning_with_Errors_over_Rings?el=1_x_8&enrichId=rgreq-a90d6c87cace9e5058e516e46ab580c4-XXX&enrichSource=Y292ZXJQYWdlOzI4MTEwMjc2OTtBUzoyNjQzMzkwMDExODAxNjBAMTQ0MDAzNDczNzIzMA==
https://www.researchgate.net/publication/259318476_Privacy-preserving_record_linkage_on_large_real_world_datasets?el=1_x_8&enrichId=rgreq-a90d6c87cace9e5058e516e46ab580c4-XXX&enrichSource=Y292ZXJQYWdlOzI4MTEwMjc2OTtBUzoyNjQzMzkwMDExODAxNjBAMTQ0MDAzNDczNzIzMA==
https://www.researchgate.net/publication/259318476_Privacy-preserving_record_linkage_on_large_real_world_datasets?el=1_x_8&enrichId=rgreq-a90d6c87cace9e5058e516e46ab580c4-XXX&enrichSource=Y292ZXJQYWdlOzI4MTEwMjc2OTtBUzoyNjQzMzkwMDExODAxNjBAMTQ0MDAzNDczNzIzMA==
https://www.researchgate.net/publication/259318476_Privacy-preserving_record_linkage_on_large_real_world_datasets?el=1_x_8&enrichId=rgreq-a90d6c87cace9e5058e516e46ab580c4-XXX&enrichSource=Y292ZXJQYWdlOzI4MTEwMjc2OTtBUzoyNjQzMzkwMDExODAxNjBAMTQ0MDAzNDczNzIzMA==
https://www.researchgate.net/publication/259318476_Privacy-preserving_record_linkage_on_large_real_world_datasets?el=1_x_8&enrichId=rgreq-a90d6c87cace9e5058e516e46ab580c4-XXX&enrichSource=Y292ZXJQYWdlOzI4MTEwMjc2OTtBUzoyNjQzMzkwMDExODAxNjBAMTQ0MDAzNDczNzIzMA==
https://www.researchgate.net/publication/26766263_Privacy-preserving_record_linkage_using_Bloom_filters?el=1_x_8&enrichId=rgreq-a90d6c87cace9e5058e516e46ab580c4-XXX&enrichSource=Y292ZXJQYWdlOzI4MTEwMjc2OTtBUzoyNjQzMzkwMDExODAxNjBAMTQ0MDAzNDczNzIzMA==
https://www.researchgate.net/publication/26766263_Privacy-preserving_record_linkage_using_Bloom_filters?el=1_x_8&enrichId=rgreq-a90d6c87cace9e5058e516e46ab580c4-XXX&enrichSource=Y292ZXJQYWdlOzI4MTEwMjc2OTtBUzoyNjQzMzkwMDExODAxNjBAMTQ0MDAzNDczNzIzMA==
https://www.researchgate.net/publication/26766263_Privacy-preserving_record_linkage_using_Bloom_filters?el=1_x_8&enrichId=rgreq-a90d6c87cace9e5058e516e46ab580c4-XXX&enrichSource=Y292ZXJQYWdlOzI4MTEwMjc2OTtBUzoyNjQzMzkwMDExODAxNjBAMTQ0MDAzNDczNzIzMA==
https://www.researchgate.net/publication/26766263_Privacy-preserving_record_linkage_using_Bloom_filters?el=1_x_8&enrichId=rgreq-a90d6c87cace9e5058e516e46ab580c4-XXX&enrichSource=Y292ZXJQYWdlOzI4MTEwMjc2OTtBUzoyNjQzMzkwMDExODAxNjBAMTQ0MDAzNDczNzIzMA==
https://www.researchgate.net/publication/2565691_Privacy_Preserving_Association_Rule_Mining_in_Vertically_Partitioned_Data?el=1_x_8&enrichId=rgreq-a90d6c87cace9e5058e516e46ab580c4-XXX&enrichSource=Y292ZXJQYWdlOzI4MTEwMjc2OTtBUzoyNjQzMzkwMDExODAxNjBAMTQ0MDAzNDczNzIzMA==
https://www.researchgate.net/publication/2565691_Privacy_Preserving_Association_Rule_Mining_in_Vertically_Partitioned_Data?el=1_x_8&enrichId=rgreq-a90d6c87cace9e5058e516e46ab580c4-XXX&enrichSource=Y292ZXJQYWdlOzI4MTEwMjc2OTtBUzoyNjQzMzkwMDExODAxNjBAMTQ0MDAzNDczNzIzMA==
https://www.researchgate.net/publication/2565691_Privacy_Preserving_Association_Rule_Mining_in_Vertically_Partitioned_Data?el=1_x_8&enrichId=rgreq-a90d6c87cace9e5058e516e46ab580c4-XXX&enrichSource=Y292ZXJQYWdlOzI4MTEwMjc2OTtBUzoyNjQzMzkwMDExODAxNjBAMTQ0MDAzNDczNzIzMA==
https://www.researchgate.net/publication/2565691_Privacy_Preserving_Association_Rule_Mining_in_Vertically_Partitioned_Data?el=1_x_8&enrichId=rgreq-a90d6c87cace9e5058e516e46ab580c4-XXX&enrichSource=Y292ZXJQYWdlOzI4MTEwMjc2OTtBUzoyNjQzMzkwMDExODAxNjBAMTQ0MDAzNDczNzIzMA==
https://www.researchgate.net/publication/2565691_Privacy_Preserving_Association_Rule_Mining_in_Vertically_Partitioned_Data?el=1_x_8&enrichId=rgreq-a90d6c87cace9e5058e516e46ab580c4-XXX&enrichSource=Y292ZXJQYWdlOzI4MTEwMjc2OTtBUzoyNjQzMzkwMDExODAxNjBAMTQ0MDAzNDczNzIzMA==
https://www.researchgate.net/publication/220065531_Secure_set_intersection_cardinality_with_application_to_association_rule_mining?el=1_x_8&enrichId=rgreq-a90d6c87cace9e5058e516e46ab580c4-XXX&enrichSource=Y292ZXJQYWdlOzI4MTEwMjc2OTtBUzoyNjQzMzkwMDExODAxNjBAMTQ0MDAzNDczNzIzMA==
https://www.researchgate.net/publication/220065531_Secure_set_intersection_cardinality_with_application_to_association_rule_mining?el=1_x_8&enrichId=rgreq-a90d6c87cace9e5058e516e46ab580c4-XXX&enrichSource=Y292ZXJQYWdlOzI4MTEwMjc2OTtBUzoyNjQzMzkwMDExODAxNjBAMTQ0MDAzNDczNzIzMA==
https://www.researchgate.net/publication/220065531_Secure_set_intersection_cardinality_with_application_to_association_rule_mining?el=1_x_8&enrichId=rgreq-a90d6c87cace9e5058e516e46ab580c4-XXX&enrichSource=Y292ZXJQYWdlOzI4MTEwMjc2OTtBUzoyNjQzMzkwMDExODAxNjBAMTQ0MDAzNDczNzIzMA==
https://www.researchgate.net/publication/280216827_An_evaluation_framework_for_privacy-preserving_record_linkage?el=1_x_8&enrichId=rgreq-a90d6c87cace9e5058e516e46ab580c4-XXX&enrichSource=Y292ZXJQYWdlOzI4MTEwMjc2OTtBUzoyNjQzMzkwMDExODAxNjBAMTQ0MDAzNDczNzIzMA==
https://www.researchgate.net/publication/280216827_An_evaluation_framework_for_privacy-preserving_record_linkage?el=1_x_8&enrichId=rgreq-a90d6c87cace9e5058e516e46ab580c4-XXX&enrichSource=Y292ZXJQYWdlOzI4MTEwMjc2OTtBUzoyNjQzMzkwMDExODAxNjBAMTQ0MDAzNDczNzIzMA==
https://www.researchgate.net/publication/280216827_An_evaluation_framework_for_privacy-preserving_record_linkage?el=1_x_8&enrichId=rgreq-a90d6c87cace9e5058e516e46ab580c4-XXX&enrichSource=Y292ZXJQYWdlOzI4MTEwMjc2OTtBUzoyNjQzMzkwMDExODAxNjBAMTQ0MDAzNDczNzIzMA==
https://www.researchgate.net/publication/280216827_An_evaluation_framework_for_privacy-preserving_record_linkage?el=1_x_8&enrichId=rgreq-a90d6c87cace9e5058e516e46ab580c4-XXX&enrichSource=Y292ZXJQYWdlOzI4MTEwMjc2OTtBUzoyNjQzMzkwMDExODAxNjBAMTQ0MDAzNDczNzIzMA==
https://www.researchgate.net/publication/257158068_A_taxonomy_of_privacy-preserving_record_linkage_techniques?el=1_x_8&enrichId=rgreq-a90d6c87cace9e5058e516e46ab580c4-XXX&enrichSource=Y292ZXJQYWdlOzI4MTEwMjc2OTtBUzoyNjQzMzkwMDExODAxNjBAMTQ0MDAzNDczNzIzMA==
https://www.researchgate.net/publication/257158068_A_taxonomy_of_privacy-preserving_record_linkage_techniques?el=1_x_8&enrichId=rgreq-a90d6c87cace9e5058e516e46ab580c4-XXX&enrichSource=Y292ZXJQYWdlOzI4MTEwMjc2OTtBUzoyNjQzMzkwMDExODAxNjBAMTQ0MDAzNDczNzIzMA==
https://www.researchgate.net/publication/257158068_A_taxonomy_of_privacy-preserving_record_linkage_techniques?el=1_x_8&enrichId=rgreq-a90d6c87cace9e5058e516e46ab580c4-XXX&enrichSource=Y292ZXJQYWdlOzI4MTEwMjc2OTtBUzoyNjQzMzkwMDExODAxNjBAMTQ0MDAzNDczNzIzMA==
https://www.researchgate.net/publication/265041998_A_Novel_Error-Tolerant_Anonymous_Linking_Code?el=1_x_8&enrichId=rgreq-a90d6c87cace9e5058e516e46ab580c4-XXX&enrichSource=Y292ZXJQYWdlOzI4MTEwMjc2OTtBUzoyNjQzMzkwMDExODAxNjBAMTQ0MDAzNDczNzIzMA==
https://www.researchgate.net/publication/265041998_A_Novel_Error-Tolerant_Anonymous_Linking_Code?el=1_x_8&enrichId=rgreq-a90d6c87cace9e5058e516e46ab580c4-XXX&enrichSource=Y292ZXJQYWdlOzI4MTEwMjc2OTtBUzoyNjQzMzkwMDExODAxNjBAMTQ0MDAzNDczNzIzMA==
https://www.researchgate.net/publication/265041998_A_Novel_Error-Tolerant_Anonymous_Linking_Code?el=1_x_8&enrichId=rgreq-a90d6c87cace9e5058e516e46ab580c4-XXX&enrichSource=Y292ZXJQYWdlOzI4MTEwMjc2OTtBUzoyNjQzMzkwMDExODAxNjBAMTQ0MDAzNDczNzIzMA==


efficient two-party protocol for approximate matching
in private record linkage. In Proceedings of the Ninth
Australasian Data Mining Conference-Volume 121,
pages 125–136. Australian Computer Society, Inc.,
2014.

[31] M. Yakout, M. J. Atallah, and A. Elmagarmid.
Efficient private record linkage. In Data Engineering,
2009. ICDE’09. IEEE 25th International Conference
on, pages 1283–1286. IEEE, 2009.

[32] M. Yasuda, T. Shimoyama, J. Kogure, K. Yokoyama,
and T. Koshiba. Practical packing method in somewhat
homomorphic encryption, pages 34–50. Springer, 2014.

7

222

https://www.researchgate.net/publication/224400555_Efficient_Private_Record_Linkage?el=1_x_8&enrichId=rgreq-a90d6c87cace9e5058e516e46ab580c4-XXX&enrichSource=Y292ZXJQYWdlOzI4MTEwMjc2OTtBUzoyNjQzMzkwMDExODAxNjBAMTQ0MDAzNDczNzIzMA==
https://www.researchgate.net/publication/224400555_Efficient_Private_Record_Linkage?el=1_x_8&enrichId=rgreq-a90d6c87cace9e5058e516e46ab580c4-XXX&enrichSource=Y292ZXJQYWdlOzI4MTEwMjc2OTtBUzoyNjQzMzkwMDExODAxNjBAMTQ0MDAzNDczNzIzMA==
https://www.researchgate.net/publication/224400555_Efficient_Private_Record_Linkage?el=1_x_8&enrichId=rgreq-a90d6c87cace9e5058e516e46ab580c4-XXX&enrichSource=Y292ZXJQYWdlOzI4MTEwMjc2OTtBUzoyNjQzMzkwMDExODAxNjBAMTQ0MDAzNDczNzIzMA==
https://www.researchgate.net/publication/224400555_Efficient_Private_Record_Linkage?el=1_x_8&enrichId=rgreq-a90d6c87cace9e5058e516e46ab580c4-XXX&enrichSource=Y292ZXJQYWdlOzI4MTEwMjc2OTtBUzoyNjQzMzkwMDExODAxNjBAMTQ0MDAzNDczNzIzMA==
https://www.researchgate.net/publication/291099193_Practical_Packing_Method_in_Somewhat_Homomorphic_Encryption?el=1_x_8&enrichId=rgreq-a90d6c87cace9e5058e516e46ab580c4-XXX&enrichSource=Y292ZXJQYWdlOzI4MTEwMjc2OTtBUzoyNjQzMzkwMDExODAxNjBAMTQ0MDAzNDczNzIzMA==
https://www.researchgate.net/publication/291099193_Practical_Packing_Method_in_Somewhat_Homomorphic_Encryption?el=1_x_8&enrichId=rgreq-a90d6c87cace9e5058e516e46ab580c4-XXX&enrichSource=Y292ZXJQYWdlOzI4MTEwMjc2OTtBUzoyNjQzMzkwMDExODAxNjBAMTQ0MDAzNDczNzIzMA==
https://www.researchgate.net/publication/291099193_Practical_Packing_Method_in_Somewhat_Homomorphic_Encryption?el=1_x_8&enrichId=rgreq-a90d6c87cace9e5058e516e46ab580c4-XXX&enrichSource=Y292ZXJQYWdlOzI4MTEwMjc2OTtBUzoyNjQzMzkwMDExODAxNjBAMTQ0MDAzNDczNzIzMA==


223 
 

Chapter 6 

 

 

Conclusion 

 

 

 

 

 

 

 

 
 

 

 

 

 

 
  

223



224 
 

Administrative data is an underutilised resource with the potential to 

dramatically increase our understanding of the nature of health and disease. Not 

only does it provides fine-grained detail at an individual level, but it is also 

collected for entire populations. The worth of this data, and the need to harness 

it, is beginning to be recognised in Australia and around the world. Australia has 

made significant investment in record linkage infrastructure since 2009, 

providing the country with state-wide and national linkage units to carry out 

record linkage and provide access to linked data for research purposes [3]. The 

development of this infrastructure, including the first cross-jurisdictional record 

linkage project in Australia, was the focus of Chapter 1.  

With the expansion of linkage infrastructure in Australia, there is vast potential 

for linked research. Studies of disease prevalence and incidence, disease survival, 

risk factors for health conditions, and the effectiveness of treatments and policy 

changes are all possible. Two unique examples of linked research were provided 

in Chapter 2.  

To enable linked research, there is a need to ensure both a high level of linkage 

quality, as well as strong safeguards to privacy. Linkage quality and privacy 

protection have been two central issues since the beginnings of record linkage. 

Accurate linkage results are vital to ensure the validity of any findings derived 

from the analysis of linked data. As demand for linked data increases, and the 

size of databases increases, manual methods for ensuring quality are no longer 

feasible, and alternate, automated methods are required. In today’s digital age 

where huge quantities of data are recorded and can be made public immediately, 

issues of privacy are also paramount. Despite the willingness of individuals to 

publically release large amounts of personal information on social media, the 

public remains cautious regarding the use of government collected  information 

(the so called ‘privacy paradox’ [1]).  

This thesis presents several enhancements to current practices, along with new 

methods for record linkage that improve both linkage quality and privacy 

protection. 

The improvements in linkage quality are incremental in nature, but substantial; 

this thesis focuses on several aspects of the record linkage process, presenting 

evaluations of previously existing or novel approaches. The evaluation of data 
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cleaning methods for record linkage (Publication 12) has shown that this common 

process may be of limited use, and can in some circumstances decrease quality. 

This can occur because changes to identifiers typically reduce their variability, 

increasing the likelihood that two records belonging to different people have the 

same value and thus receive a higher total score. This result was not expected, 

and had not been previously reported. It has implications for all record linkage 

units currently using data cleaning methods.  

The best match grouping algorithm (Publication 13) is a significant advancement 

on current methods for grouping for ongoing linkage, resulting in superior quality 

that is robust against poor parameterisation and lower quality data. This 

algorithm should be highly recommended for use whenever a linkage unit is 

utilising a repository model of linkage (where data is added over time to an 

enduring collection of links). The use of repository models is already common, and 

its use is likely to increase as demand for linked data increases.  

This thesis includes a novel use of graph theory metrics to detect errors in record 

linkage (Publication 14). This method of error detection is highly accurate (i.e. 

high specificity; there are few false positives) although it is not particularly 

sensitive (i.e. there are many missed errors). The development of an automated 

method to detect likely errors (even if only a portion of the actual errors) is a large 

advance on current approaches, which use largely manual techniques which are 

far less accurate. This paper provides a first step to a method that can be refined 

further. An important next step is to use these methods not only to detect groups 

of records containing errors, but also to correct these errors. As this method does 

not require visible personal identifiers to identify incorrect groups, it also has the 

potential to be used in a privacy preserving record linkage context.  

The thesis aimed to evaluate current practice and develop new methods to 

improve linkage quality. While the developments in this thesis are substantial, 

they are neither comprehensive nor complete; there are numerous avenues for 

further research. As discussed in Chapter 2, perhaps the clearest direction for 

further research is in evaluation of modern machine learning methods against 

the widely used, but now nearly 50 years old, probabilistic record linkage method. 

Further detailed evaluation of many methods within the literature is likely to be 

the easiest step towards improving knowledge in this area.  
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The reason for focusing on improving linkage quality is to ensure the outcomes of 

research studies using this data are valid. However research into the effect of 

linkage error on research outcomes is limited. This limited focus may be the result 

of the separation of personal identifiers from clinical information – any research 

on this topic will likely require manipulations of both sets of data. Further work 

here is required, especially to extend previous work to include linkages which 

involve multiple records per person.    

The second aim of this thesis was the development and evaluation of methods for 

record linkage which do not require personal identifiers, but can instead occur 

using encrypted identifiers. Adopting a technique in the literature [14], privacy 

preserving record linkage of large scale, real world data was shown to be possible 

(Publication 16). This method achieved linkage quality as high as can be achieved 

with unencrypted identifiers, in a similar time frame. A comparison of this 

method to a similar technique currently in use (the Statistical Linkage Key) 

showed the new method to achieve superior linkage quality and offer greater 

privacy protection (Publication 17). An alternate protocol was presented which 

may further reduce risks associated with potential frequency attacks by 

combining the method with modern cryptographic techniques (Publication 18).  

The developments in privacy preserving linkage contained in this thesis are 

considerable. For the first time, it has been shown that privacy preserving linkage 

can be achieved without significant degradation in linkage quality. This 

development has the potential to transform record linkage practice; it would 

dramatically reduce the risk to privacy of conducting record linkage, thus 

potentially increasing data access and ultimately, research. Further 

developments are still required to manage some of the practicalities of privacy 

preserving record linkage. This includes methods for validating incoming data 

(how to ensure received data is as expected when all fields are encrypted) and 

validating the results of linkage (how to ‘sanity check’ the output of linkage when 

all fields are encrypted). Methods for ensuring appropriate parameterisation are 

also required. These developments are unlikely to pose serious challenges to the 

viability of this privacy preserving method. The development of practical privacy 

preserving linkage methods appears particularly timely given the increased focus 

of government policy on utilising available data for research and policy [1].  
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An examination of the literature (Chapter 2) revealed two key issues relating  to 

research into record linkage methodology; a lack of evaluation of potential 

methodological advancements, and a divide or ‘disconnect’ between researchers 

and practitioners. Techniques in use by practitioners have often received little 

evaluation in the literature; their efficacy is unknown. Conversely, the literature 

is littered with protocols and methods that have been developed but which have 

not been rigorously evaluated, and thus remain poorly understood and 

underutilised by practitioners. The robust evaluation of methods and protocols is 

one aspect often missing from the record linkage literature.  

There are likely numerous reasons for this lack of evaluation and disconnect 

between researchers and practitioners. There are a lack of incentives for 

researchers to conduct evaluations, and real administrative data with ‘answers’ 

required for evaluation are difficult to source. Researchers may be unaware of the 

importance of evaluations for their work to receive adoption. Practitioners, 

typically existing in government, are physically separated from researchers, 

found in academia. Governments are typically risk averse [1], and so are not 

willing to invest in new technologies without significant confidence in their 

improvements. The communication between government and researchers may be 

poor. 

Recognising these concerns, this thesis has attempted to bridge that divide. The 

work in this thesis has heavily focused both on performing rigorous evaluations 

of all investigated methods and techniques, as well as investigating techniques 

used in the field by practitioners. Data cleaning is widely used in practice, but 

had not previously received evaluation within the literature. Evaluations were 

undertaken of two algorithms adapted from the literature: the best match 

grouping algorithm, and the Bloom filter method for privacy preserving record 

linkage. Both appear to be a great improvement on previous approaches. These 

detailed evaluations will hopefully help influence practitioners’ decisions.  

All papers found in this thesis have utilised comprehensive evaluations using 

large real-world datasets, for which there are known answers; this is one of the 

key strengths of our work. Such datasets are not always available to researchers, 

which has likely been a limiting factor in the number of evaluations found within 

the literature. Greater collaboration between practitioners and researchers 

should improve this deficit.  
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The record linkage landscape, both within Australia and abroad, is changing as 

the importance of linked administrative data continues to be recognised. While 

use of linked data by researchers in Australia has been steadily growing [264], it 

is the shift in policy focus from the top of government towards opening access to 

data, as evidenced in the Productivity Commission’s report into Data Availability 

and Use [1], that could result in significant improvements to data access and the 

use of linked data.  Other initiatives in Australia include a push to link data from 

clinical domains (i.e. from patient administration systems) into national 

repositories, such as described in the Medical Research Future Fund’s Innovation 

Strategy [265]. Outside of Australia, there are other initiatives such as the use of 

record linkage as a partial replacement for the national census, under 

investigation in the UK and New Zealand [266, 267]. The importance of research 

using linked data appears likely to increase in the coming years; as such, 

developments such as the ones found within this thesis may prove particularly 

relevant.   

This thesis has aimed to improve the quality and privacy of record linkage. This 

is only a useful development insomuch as it serves to improve access to and 

quality of linked data, and therefore ultimately provide a greater number of 

research results, with greater confidence in their validity. While record linkage 

methodology is a somewhat esoteric and technical field, the research which it 

enables continues to improve lives through changes in health policy and clinical 

practice [54]. Improvements in data privacy and quality will only further this.  
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Pr eprints:
A preprint is an author's own write­up of research results and analysis, it has not been peer-
reviewed, nor has it had any other value added to it by a publisher (such as formatting,
copyright, technical enhancement etc.).
Authors can share their preprints anywhere at any time. Preprints should not be added to or
enhanced in any way in order to appear more like, or to substitute for, the final versions of
articles however authors can update their preprints on arXiv or RePEc with their Accepted
Author Manuscript (see below).
If accepted for publication, we encourage authors to link from the preprint to their formal
publication via its DOI. Millions of researchers have access to the formal publications on
ScienceDirect, and so links will help users to find, access, cite and use the best available
version. Please note that Cell Press, The Lancet and some society­owned have different
preprint policies. Information on these policies is available on the journal homepage.
Accepted Author Manuscripts: An accepted author manuscript is the manuscript of an
article that has been accepted for publication and which typically includes author-
incorporated changes suggested during submission, peer review and editor-author
communications.
Authors can share their accepted author manuscript:

         immediately
via their non­commercial person homepage or blog
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by updating a preprint in arXiv or RePEc with the accepted manuscript
via their research institute or institutional repository for internal institutional

uses or as part of an invitation­only research collaboration work­group
directly by providing copies to their students or to research collaborators for

their personal use
for private scholarly sharing as part of an invitation­only work group on

commercial sites with which Elsevier has an agreement
         after the embargo period

via non­commercial hosting platforms such as their institutional repository
via commercial sites with which Elsevier has an agreement

In all cases accepted manuscripts should:

         link to the formal publication via its DOI
         bear a CC­BY­NC­ND license ­ this is easy to do
         if aggregated with other manuscripts, for example in a repository or other site, be

shared in alignment with our hosting policy not be added to or enhanced in any way to
appear more like, or to substitute for, the published journal article.

Published journal article (JPA): A published journal article (PJA) is the definitive final
record of published research that appears or will appear in the journal and embodies all
value­adding publishing activities including peer review co­ordination, copy­editing,
formatting, (if relevant) pagination and online enrichment.
Policies for sharing publishing journal articles differ for subscription and gold open access
articles:
Subscription Articles: If you are an author, please share a link to your article rather than the
full­text. Millions of researchers have access to the formal publications on ScienceDirect,
and so links will help your users to find, access, cite, and use the best available version.
Theses and dissertations which contain embedded PJAs as part of the formal submission can
be posted publicly by the awarding institution with DOI links back to the formal
publications on ScienceDirect.
If you are affiliated with a library that subscribes to ScienceDirect you have additional
private sharing rights for others' research accessed under that agreement. This includes use
for classroom teaching and internal training at the institution (including use in course packs
and courseware programs), and inclusion of the article for grant funding purposes.
Gold Open Access Articles: May be shared according to the author­selected end­user
license and should contain a CrossMark logo, the end user license, and a DOI link to the
formal publication on ScienceDirect.
Please refer to Elsevier's posting policy for further information.
18. For book authors the following clauses are applicable in addition to the above:  
Authors are permitted to place a brief summary of their work online only. You are not
allowed to download and post the published electronic version of your chapter, nor may you
scan the printed edition to create an electronic version. Posting to a repository: Authors are
permitted to post a summary of their chapter only in their institution's repository.
19. Thesis/Dissertation: If your license is for use in a thesis/dissertation your thesis may be
submitted to your institution in either print or electronic form. Should your thesis be
published commercially, please reapply for permission. These requirements include
permission for the Library and Archives of Canada to supply single copies, on demand, of
the complete thesis and include permission for Proquest/UMI to supply single copies, on
demand, of the complete thesis. Should your thesis be published commercially, please
reapply for permission. Theses and dissertations which contain embedded PJAs as part of
the formal submission can be posted publicly by the awarding institution with DOI links
back to the formal publications on ScienceDirect.
 
Elsevier Open Access Terms and Conditions
You can publish open access with Elsevier in hundreds of open access journals or in nearly
2000 established subscription journals that support open access publishing. Permitted third
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party re­use of these open access articles is defined by the author's choice of Creative
Commons user license. See our open access license policy for more information.
Terms & Conditions applicable to all Open Access articles published with Elsevier:
Any reuse of the article must not represent the author as endorsing the adaptation of the
article nor should the article be modified in such a way as to damage the author's honour or
reputation. If any changes have been made, such changes must be clearly indicated.
The author(s) must be appropriately credited and we ask that you include the end user
license and a DOI link to the formal publication on ScienceDirect.
If any part of the material to be used (for example, figures) has appeared in our publication
with credit or acknowledgement to another source it is the responsibility of the user to
ensure their reuse complies with the terms and conditions determined by the rights holder.
Additional Terms & Conditions applicable to each Creative Commons user license:
CC BY: The CC­BY license allows users to copy, to create extracts, abstracts and new
works from the Article, to alter and revise the Article and to make commercial use of the
Article (including reuse and/or resale of the Article by commercial entities), provided the
user gives appropriate credit (with a link to the formal publication through the relevant
DOI), provides a link to the license, indicates if changes were made and the licensor is not
represented as endorsing the use made of the work. The full details of the license are
available at http://creativecommons.org/licenses/by/4.0.
CC BY NC SA: The CC BY­NC­SA license allows users to copy, to create extracts,
abstracts and new works from the Article, to alter and revise the Article, provided this is not
done for commercial purposes, and that the user gives appropriate credit (with a link to the
formal publication through the relevant DOI), provides a link to the license, indicates if
changes were made and the licensor is not represented as endorsing the use made of the
work. Further, any new works must be made available on the same conditions. The full
details of the license are available at http://creativecommons.org/licenses/by-nc-sa/4.0.
CC BY NC ND: The CC BY­NC­ND license allows users to copy and distribute the Article,
provided this is not done for commercial purposes and further does not permit distribution of
the Article if it is changed or edited in any way, and provided the user gives appropriate
credit (with a link to the formal publication through the relevant DOI), provides a link to the
license, and that the licensor is not represented as endorsing the use made of the work. The
full details of the license are available at http://creativecommons.org/licenses/by-nc-nd/4.0.
Any commercial reuse of Open Access articles published with a CC BY NC SA or CC BY
NC ND license requires permission from Elsevier and will be subject to a fee.
Commercial reuse includes:

         Associating advertising with the full text of the Article
         Charging fees for document delivery or access
         Article aggregation
         Systematic distribution via e­mail lists or share buttons

Posting or linking by commercial companies for use by customers of those companies.
 
20. Other Conditions:
 
v1.8
Questions? customercare@copyright.com  or +1-855-239-3415  ( toll free in  the US)  or
+1-978-646-2777.
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AMERICAN ACADEMY  OF PEDIATRICS LICENSE
TERMS AND CONDITIONS

Dec 02, 2016

This Agreement between Sean M Randall ("You") and American Academy of Pediatrics
("American Academy of Pediatrics") consists of your license details and the terms and
conditions provided by American Academy of Pediatrics and Copyright Clearance Center.

License Number 4000710869378

License date Dec 02, 2016

Licensed Content Publisher American Academy of Pediatrics

Licensed Content Publication Pediatrics

Licensed Content Title Mortality After Burn Injury in Children: A 33-year Population-Based
Study

Licensed Content Author Janine M. Duke,Suzanne Rea,James H. Boyd,Sean M. Randall,Fiona
M. Wood

Licensed Content Date Apr 1, 2015

Licensed Content Volume
Number

135

Licensed Content Issue
Number

4

Licensed Content Pages 8

Type of Use Dissertation/Thesis

Requestor type Individual

Format Print and Electronic

Portion Full article

Order reference number

Requestor Location Sean M Randall
Room 237 Building 400
Curtin University
Kent St, Bentley
Perth, WA 6102
Australia
Attn: Sean M Randall

Billing Type Invoice

Billing Address Sean M Randall
Room 237 Building 400
Curtin University
Kent St, Bentley
Perth, Australia 6102
Attn: Sean M Randall

Total 0.00 USD

Terms and Conditions

AAP TERMS ANDCONDITIONS

The American Academy of Pediatrics grants permission to use the content cited above for
the purpose stated. This letter shall serve as a receipt for payment of the permissions fee(s)
and as an approval agreement.

1. The following credit line must appear:
Reproduced w ith  permission  from  Journal <Journal>, Vol. <Vol>, Page(s)
<Pages>, Copyright © <Year> by the AAP
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2. The requester guarantees to reprint the materials exactly as originally published. Obvious
typographical errors maybe corrected. No deletions, alterations, or other changes may be
made to the information or statistical data without the written consent of the American
Academy of Pediatrics.

3. Rights granted herein are not exclusive and the American Academy of Pediatrics reserves the
right to grant the same permission to others. Permission is granted for only the reproduction
media specified.

4. Original artwork or copies of articles cannot be supplied, but PDF files may be downloaded
from www.aappublications.org . Quantities of reprints and eprints can be obtained by
contacting Terry Dennsteadt, Reprint Sales Manager – AAP Journals, The Walchli Tauber
Group, Inc., 2225 Old Emmorton Road, Suite 201, Bel Air, MD 21046. 443.512.8899 x 112
office, 443.512.8909 fax, terry.dennsteadt@wt-group.com.

5. This permission is granted on a one-time, annual basis only. Reproduction of this material is
confined to the purpose and/or media for which permission is hereby given. Future use of
this material is subject to the conditions stated herein. Gratis permissions are not issued for
use in materials available for commercial sale, even for educational use.

6. If the permission fee for the requested use of our material is waived in this instance, please
be aware future requests for AAP materials are subject to fees.

7. Reservation of Rights: Publisher reserves all rights not specifically granted in the combination
of (i) the license details provided by you and accepted in the course of this licensing
transaction, (ii) these terms and conditions and (iii) CCC's Billing and Payment terms and
conditions.

8. License Contingent Upon Payment. Provided that you have disclosed complete and accurate
details of your proposed use, no license is effective unless and until full payment is received
from you(either by publisher or by CCC) as provided in the CCC's Billing and Payment terms
and conditions. If full payment is not received on a timely basis, then any license
preliminarily granted shall be deemed automatically revoked and shall be void as if never
granted. Further, in the event that you breach terms and conditions or any of CCC's Billing
and Payment terms and conditions, the license is automatically revoked and shall be void as
if never granted.

9. Warranties: Publisher makes no representations or warranties of any kind, express or
implied, including but not limited to, accuracy, timeliness or completeness of the information
contained in the licensed materials, or merchantability, title or fitness of a use for a particular
purpose.

10. Indemnity: You hereby indemnify and agree to hold harmless publisher and CCC, and their
respective officers, directors, employees and agents, from and against any and all claims
arising out of your use of the licensed material other than specifically authorized pursuant to
this license.

11. No Transfer of License: This license is personal to you and may not be sublicensed, assigned
or transferred by you to any other person without publisher's written permission.

12. No Amendment Except in Writing: This license may not be amended except in writing signed
by both requestor and publisher.

13. This permission, if permission has been granted for use of figures/tables/images, does not
cover any third party copyrighted work which may appear in the material requested and does
not apply to materials credited to publications other than American Academy of Pediatrics
(AAP) journals. For materials credited to non-AAP journal publications, you will need to obtain
permission from the publication referenced in the material legend or credit line before
proceeding with usage of the materials. You agree to hold harmless and indemnify the AAP
against any claims arising from your use of any content in your work that is credited to non-
AAP sources.

14. This permission does not apply to and is not valid for photographs depicting identifiable
individuals, including images where individuals' eyes have been blacked out or images
depicting victims of abuse.

15. If the requester is translating the material, the following translation disclaimer must be
included:
The materials reused w ith  permission  from  the American  Academy of Pediatrics
("AAP")  appeared originally in  English, published by the AAP. The AAP  assumes no
responsibility for any inaccuracy or error in  the contents of these materials,
including any inaccuracy or error arising from  the translation  from  English.

16. Other Terms and Conditions:

v1.4
Questions? customercare@copyright.com  or +1-855-239-3415  ( toll free in  the US)  or
+1-978-646-2777.
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JOHN WILEY  AND SONS LICENSE
TERMS AND CONDITIONS

Dec 02, 2016

This Agreement between Sean M Randall ("You") and John Wiley and Sons ("John Wiley
and Sons") consists of your license details and the terms and conditions provided by John
Wiley and Sons and Copyright Clearance Center.

License Number 4000710647331

License date Dec 02, 2016

Licensed Content Publisher John Wiley and Sons

Licensed Content Publication Australian and New Zealand Journal of Public Health

Licensed Content Title Understanding the origins of record linkage errors and how they
affect research outcomes

Licensed Content Author James H. Boyd,Anna M. Ferrante,Katie Irvine,Michael Smith,Elizabeth
Moore,Adrian Brown,Sean M. Randall

Licensed Content Date Nov 20, 2016

Licensed Content Pages 1

Type of use Dissertation/Thesis

Requestor type Author of this Wiley article

Format Print and electronic

Portion Full article

Will you be translating? No

Title of your thesis /
dissertation

Enabling health research using administrative data: methodological
improvements

Expected completion date Jan 2017

Expected size (number of
pages)

200

Requestor Location Sean M Randall
Room 237 Building 400
Curtin University
Kent St, Bentley
Perth, WA 6102
Australia
Attn: Sean M Randall

Publisher Tax ID EU826007151

Billing Type Invoice

Billing Address Sean M Randall
Room 237 Building 400
Curtin University
Kent St, Bentley
Perth, Australia 6102
Attn: Sean M Randall

Total 0.00 AUD

Terms and Conditions

TERMS AND CONDITIONS
This copyrighted material is owned by or exclusively licensed to John Wiley & Sons, Inc. or
one of its group companies (each a"Wiley Company") or handled on behalf of a society with
which a Wiley Company has exclusive publishing rights in relation to a particular work
(collectively "WILEY"). By clicking "accept" in connection with completing this licensing
transaction, you agree that the following terms and conditions apply to this transaction
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(along with the billing and payment terms and conditions established by the Copyright
Clearance Center Inc., ("CCC's Billing and Payment terms and conditions"), at the time that
you opened your RightsLink account (these are available at any time at
http://myaccount.copyright.com).

Terms and Conditions

The materials you have requested permission to reproduce or reuse (the "Wiley
Materials") are protected by copyright. 

You are hereby granted a personal, non­exclusive, non­sub licensable (on a stand­
alone basis), non­transferable, worldwide, limited license to reproduce the Wiley
Materials for the purpose specified in the licensing process. This license, and any
CONTENT (PDF or image file) purchased as part of your order, is for a one­time
use only and limited to any maximum distribution number specified in the license.
The first instance of republication or reuse granted by this license must be completed
within two years of the date of the grant of this license (although copies prepared
before the end date may be distributed thereafter). The Wiley Materials shall not be
used in any other manner or for any other purpose, beyond what is granted in the
license. Permission is granted subject to an appropriate acknowledgement given to the
author, title of the material/book/journal and the publisher. You shall also duplicate the
copyright notice that appears in the Wiley publication in your use of the Wiley
Material. Permission is also granted on the understanding that nowhere in the text is a
previously published source acknowledged for all or part of this Wiley Material. Any
third party content is expressly excluded from this permission.

With respect to the Wiley Materials, all rights are reserved. Except as expressly
granted by the terms of the license, no part of the Wiley Materials may be copied,
modified, adapted (except for minor reformatting required by the new Publication),
translated, reproduced, transferred or distributed, in any form or by any means, and no
derivative works may be made based on the Wiley Materials without the prior
permission of the respective copyright owner.For STM Signatory Publishers
clearing permission under the terms of the STM Permissions Guidelines only, the
terms of the license are extended to include subsequent editions and for editions
in other languages, provided such editions are for the work as a whole in situ and
does not involve the separate exploitation of the permitted figures or extracts,
You may not alter, remove or suppress in any manner any copyright, trademark or
other notices displayed by the Wiley Materials. You may not license, rent, sell, loan,
lease, pledge, offer as security, transfer or assign the Wiley Materials on a stand­alone
basis, or any of the rights granted to you hereunder to any other person.

The Wiley Materials and all of the intellectual property rights therein shall at all times
remain the exclusive property of John Wiley & Sons Inc, the Wiley Companies, or
their respective licensors, and your interest therein is only that of having possession of
and the right to reproduce the Wiley Materials pursuant to Section 2 herein during the
continuance of this Agreement. You agree that you own no right, title or interest in or
to the Wiley Materials or any of the intellectual property rights therein. You shall have
no rights hereunder other than the license as provided for above in Section 2. No right,
license or interest to any trademark, trade name, service mark or other branding
("Marks") of WILEY or its licensors is granted hereunder, and you agree that you
shall not assert any such right, license or interest with respect thereto

NEITHER WILEY NOR ITS LICENSORS MAKES ANY WARRANTY OR
REPRESENTATION OF ANY KIND TO YOU OR ANY THIRD PARTY,
EXPRESS, IMPLIED OR STATUTORY, WITH RESPECT TO THE MATERIALS
OR THE ACCURACY OF ANY INFORMATION CONTAINED IN THE
MATERIALS, INCLUDING, WITHOUT LIMITATION, ANY IMPLIED
WARRANTY OF MERCHANTABILITY, ACCURACY, SATISFACTORY

271

http://myaccount.copyright.com/
http://www.stm-assoc.org/copyright-legal-affairs/permissions/permissions-guidelines/


12/2/2016 RightsLink Printable License

https://s100.copyright.com/CustomerAdmin/PLF.jsp?ref=bb13c1f3-885f-41a4-bca5-9745e5acabca 3/5

QUALITY, FITNESS FOR A PARTICULAR PURPOSE, USABILITY,
INTEGRATION OR NON­INFRINGEMENT AND ALL SUCH WARRANTIES
ARE HEREBY EXCLUDED BY WILEY AND ITS LICENSORS AND WAIVED
BY YOU. 

WILEY shall have the right to terminate this Agreement immediately upon breach of
this Agreement by you.

You shall indemnify, defend and hold harmless WILEY, its Licensors and their
respective directors, officers, agents and employees, from and against any actual or
threatened claims, demands, causes of action or proceedings arising from any breach
of this Agreement by you.

IN NO EVENT SHALL WILEY OR ITS LICENSORS BE LIABLE TO YOU OR
ANY OTHER PARTY OR ANY OTHER PERSON OR ENTITY FOR ANY
SPECIAL, CONSEQUENTIAL, INCIDENTAL, INDIRECT, EXEMPLARY OR
PUNITIVE DAMAGES, HOWEVER CAUSED, ARISING OUT OF OR IN
CONNECTION WITH THE DOWNLOADING, PROVISIONING, VIEWING OR
USE OF THE MATERIALS REGARDLESS OF THE FORM OF ACTION,
WHETHER FOR BREACH OF CONTRACT, BREACH OF WARRANTY, TORT,
NEGLIGENCE, INFRINGEMENT OR OTHERWISE (INCLUDING, WITHOUT
LIMITATION, DAMAGES BASED ON LOSS OF PROFITS, DATA, FILES, USE,
BUSINESS OPPORTUNITY OR CLAIMS OF THIRD PARTIES), AND WHETHER
OR NOT THE PARTY HAS BEEN ADVISED OF THE POSSIBILITY OF SUCH
DAMAGES. THIS LIMITATION SHALL APPLY NOTWITHSTANDING ANY
FAILURE OF ESSENTIAL PURPOSE OF ANY LIMITED REMEDY PROVIDED
HEREIN. 

Should any provision of this Agreement be held by a court of competent jurisdiction
to be illegal, invalid, or unenforceable, that provision shall be deemed amended to
achieve as nearly as possible the same economic effect as the original provision, and
the legality, validity and enforceability of the remaining provisions of this Agreement
shall not be affected or impaired thereby. 

The failure of either party to enforce any term or condition of this Agreement shall not
constitute a waiver of either party's right to enforce each and every term and condition
of this Agreement. No breach under this agreement shall be deemed waived or
excused by either party unless such waiver or consent is in writing signed by the party
granting such waiver or consent. The waiver by or consent of a party to a breach of
any provision of this Agreement shall not operate or be construed as a waiver of or
consent to any other or subsequent breach by such other party. 

This Agreement may not be assigned (including by operation of law or otherwise) by
you without WILEY's prior written consent.

Any fee required for this permission shall be non­refundable after thirty (30) days
from receipt by the CCC.

These terms and conditions together with CCC's Billing and Payment terms and
conditions (which are incorporated herein) form the entire agreement between you and
WILEY concerning this licensing transaction and (in the absence of fraud) supersedes
all prior agreements and representations of the parties, oral or written. This Agreement
may not be amended except in writing signed by both parties. This Agreement shall be
binding upon and inure to the benefit of the parties' successors, legal representatives,
and authorized assigns. 

In the event of any conflict between your obligations established by these terms and
conditions and those established by CCC's Billing and Payment terms and conditions,
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these terms and conditions shall prevail.

WILEY expressly reserves all rights not specifically granted in the combination of (i)
the license details provided by you and accepted in the course of this licensing
transaction, (ii) these terms and conditions and (iii) CCC's Billing and Payment terms
and conditions.

This Agreement will be void if the Type of Use, Format, Circulation, or Requestor
Type was misrepresented during the licensing process.

This Agreement shall be governed by and construed in accordance with the laws of
the State of New York, USA, without regards to such state's conflict of law rules. Any
legal action, suit or proceeding arising out of or relating to these Terms and Conditions
or the breach thereof shall be instituted in a court of competent jurisdiction in New
York County in the State of New York in the United States of America and each party
hereby consents and submits to the personal jurisdiction of such court, waives any
objection to venue in such court and consents to service of process by registered or
certified mail, return receipt requested, at the last known address of such party.

WILEY OPEN ACCESS TERMS AND CONDITIONS
Wiley Publishes Open Access Articles in fully Open Access Journals and in Subscription
journals offering Online Open. Although most of the fully Open Access journals publish
open access articles under the terms of the Creative Commons Attribution (CC BY) License
only, the subscription journals and a few of the Open Access Journals offer a choice of
Creative Commons Licenses. The license type is clearly identified on the article.
The Creative Commons Attribution License
The Creative Commons Attribution License (CC­BY) allows users to copy, distribute and
transmit an article, adapt the article and make commercial use of the article. The CC­BY
license permits commercial and non­
Cr eative Commons Attribution Non­Commercial License
The Creative Commons Attribution Non­Commercial (CC­BY-NC)License permits use,
distribution and reproduction in any medium, provided the original work is properly cited
and is not used for commercial purposes.(see below)

Cr eative Commons Attribution­Non­Commercial­NoDerivs License
The Creative Commons Attribution Non­Commercial­NoDerivs License (CC­BY-NC-ND)
permits use, distribution and reproduction in any medium, provided the original work is
properly cited, is not used for commercial purposes and no modifications or adaptations are
made. (see below)
Use by commercial "for-profit" organizations
Use of Wiley Open Access articles for commercial, promotional, or marketing purposes
requires further explicit permission from Wiley and will be subject to a fee.
Further details can be found on Wiley Online Library
http://olabout.wiley.com/WileyCDA/Section/id-410895.html

Other Terms and Conditions:

v1.10 Last updated September 2015
Questions? customercare@copyright.com  or +1-855-239-3415  ( toll free in  the US)  or
+1-978-646-2777.
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TERMS AND CONDITIONS

Dec 02, 2016

This Agreement between Sean M Randall ("You") and Elsevier ("Elsevier") consists of your
license details and the terms and conditions provided by Elsevier and Copyright Clearance
Center.

License Number 4000650895795

License date Dec 02, 2016

Licensed Content Publisher Elsevier

Licensed Content Publication Computer Methods and Programs in Biomedicine

Licensed Content Title Use of graph theory measures to identify errors in record linkage

Licensed Content Author Sean M. Randall,James H. Boyd,Anna M. Ferrante,Jacqueline K.
Bauer,James B. Semmens

Licensed Content Date July 2014

Licensed Content Volume
Number
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Number
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Licensed Content Pages 9
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work
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Yes
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200
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1. The publisher for this copyrighted material is Elsevier.  By clicking "accept" in connection
with completing this licensing transaction, you agree that the following terms and conditions
apply to this transaction (along with the Billing and Payment terms and conditions
established by Copyright Clearance Center, Inc. ("CCC"), at the time that you opened your
Rightslink account and that are available at any time at http://myaccount.copyright.com).

GENERAL TERMS
2. Elsevier hereby grants you permission to reproduce the aforementioned material subject to
the terms and conditions indicated.
3. Acknowledgement: If any part of the material to be used (for example, figures) has
appeared in our publication with credit or acknowledgement to another source, permission
must also be sought from that source.  If such permission is not obtained then that material
may not be included in your publication/copies. Suitable acknowledgement to the source
must be made, either as a footnote or in a reference list at the end of your publication, as
follows:
"Reprinted from Publication title, Vol /edition number, Author(s), Title of article / title of
chapter, Pages No., Copyright (Year), with permission from Elsevier [OR APPLICABLE
SOCIETY COPYRIGHT OWNER]." Also Lancet special credit ­ "Reprinted from The
Lancet, Vol. number, Author(s), Title of article, Pages No., Copyright (Year), with
permission from Elsevier."
4. Reproduction of this material is confined to the purpose and/or media for which
permission is hereby given.
5. Altering/Modifying Material: Not Permitted. However figures and illustrations may be
altered/adapted minimally to serve your work. Any other abbreviations, additions, deletions
and/or any other alterations shall be made only with prior written authorization of Elsevier
Ltd. (Please contact Elsevier at permissions@elsevier.com)
6. If the permission fee for the requested use of our material is waived in this instance,
please be advised that your future requests for Elsevier materials may attract a fee.
7. Reservation of Rights: Publisher reserves all rights not specifically granted in the
combination of (i) the license details provided by you and accepted in the course of this
licensing transaction, (ii) these terms and conditions and (iii) CCC's Billing and Payment
terms and conditions.
8. License Contingent Upon Payment: While you may exercise the rights licensed
immediately upon issuance of the license at the end of the licensing process for the
transaction, provided that you have disclosed complete and accurate details of your proposed
use, no license is finally effective unless and until full payment is received from you (either
by publisher or by CCC) as provided in CCC's Billing and Payment terms and conditions.  If
full payment is not received on a timely basis, then any license preliminarily granted shall be
deemed automatically revoked and shall be void as if never granted.  Further, in the event
that you breach any of these terms and conditions or any of CCC's Billing and Payment
terms and conditions, the license is automatically revoked and shall be void as if never
granted.  Use of materials as described in a revoked license, as well as any use of the
materials beyond the scope of an unrevoked license, may constitute copyright infringement
and publisher reserves the right to take any and all action to protect its copyright in the
materials.
9. Warranties: Publisher makes no representations or warranties with respect to the licensed
material.
10. Indemnity: You hereby indemnify and agree to hold harmless publisher and CCC, and
their respective officers, directors, employees and agents, from and against any and all
claims arising out of your use of the licensed material other than as specifically authorized
pursuant to this license.
11. No Transfer of License: This license is personal to you and may not be sublicensed,
assigned, or transferred by you to any other person without publisher's written permission.
12. No Amendment Except in Writing: This license may not be amended except in a writing
signed by both parties (or, in the case of publisher, by CCC on publisher's behalf).
13. Objection to Contrary Terms: Publisher hereby objects to any terms contained in any
purchase order, acknowledgment, check endorsement or other writing prepared by you,
which terms are inconsistent with these terms and conditions or CCC's Billing and Payment
terms and conditions.  These terms and conditions, together with CCC's Billing and Payment
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terms and conditions (which are incorporated herein), comprise the entire agreement
between you and publisher (and CCC) concerning this licensing transaction.  In the event of
any conflict between your obligations established by these terms and conditions and those
established by CCC's Billing and Payment terms and conditions, these terms and conditions
shall control.
14. Revocation: Elsevier or Copyright Clearance Center may deny the permissions described
in this License at their sole discretion, for any reason or no reason, with a full refund payable
to you.  Notice of such denial will be made using the contact information provided by you. 
Failure to receive such notice will not alter or invalidate the denial.  In no event will Elsevier
or Copyright Clearance Center be responsible or liable for any costs, expenses or damage
incurred by you as a result of a denial of your permission request, other than a refund of the
amount(s) paid by you to Elsevier and/or Copyright Clearance Center for denied
permissions.

LIMITED LICENSE
The following terms and conditions apply only to specific license types:
15. Translation : This permission is granted for non­exclusive world English  rights only
unless your license was granted for translation rights. If you licensed translation rights you
may only translate this content into the languages you requested. A professional translator
must perform all translations and reproduce the content word for word preserving the
integrity of the article.
16. Posting licensed content on any Website : The following terms and conditions apply as
follows: Licensing material from an Elsevier journal: All content posted to the web site must
maintain the copyright information line on the bottom of each image; A hyper­text must be
included to the Homepage of the journal from which you are licensing at
http://www.sciencedirect.com/science/journal/xxxxx or the Elsevier homepage for books at
http://www.elsevier.com; Central Storage: This license does not include permission for a
scanned version of the material to be stored in a central repository such as that provided by
Heron/XanEdu.
Licensing material from an Elsevier book: A hyper­text link must be included to the Elsevier
homepage at http://www.elsevier.com . All content posted to the web site must maintain the
copyright information line on the bottom of each image.

Posting licensed content on Electronic reserve : In addition to the above the following
clauses are applicable: The web site must be password­protected and made available only to
bona fide students registered on a relevant course. This permission is granted for 1 year only.
You may obtain a new license for future website posting.
17. For journal authors: the following clauses are applicable in addition to the above:
Pr eprints:
A preprint is an author's own write­up of research results and analysis, it has not been peer-
reviewed, nor has it had any other value added to it by a publisher (such as formatting,
copyright, technical enhancement etc.).
Authors can share their preprints anywhere at any time. Preprints should not be added to or
enhanced in any way in order to appear more like, or to substitute for, the final versions of
articles however authors can update their preprints on arXiv or RePEc with their Accepted
Author Manuscript (see below).
If accepted for publication, we encourage authors to link from the preprint to their formal
publication via its DOI. Millions of researchers have access to the formal publications on
ScienceDirect, and so links will help users to find, access, cite and use the best available
version. Please note that Cell Press, The Lancet and some society­owned have different
preprint policies. Information on these policies is available on the journal homepage.
Accepted Author Manuscripts: An accepted author manuscript is the manuscript of an
article that has been accepted for publication and which typically includes author-
incorporated changes suggested during submission, peer review and editor-author
communications.
Authors can share their accepted author manuscript:

         immediately
via their non­commercial person homepage or blog
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by updating a preprint in arXiv or RePEc with the accepted manuscript
via their research institute or institutional repository for internal institutional

uses or as part of an invitation­only research collaboration work­group
directly by providing copies to their students or to research collaborators for

their personal use
for private scholarly sharing as part of an invitation­only work group on

commercial sites with which Elsevier has an agreement
         after the embargo period

via non­commercial hosting platforms such as their institutional repository
via commercial sites with which Elsevier has an agreement

In all cases accepted manuscripts should:

         link to the formal publication via its DOI
         bear a CC­BY­NC­ND license ­ this is easy to do
         if aggregated with other manuscripts, for example in a repository or other site, be

shared in alignment with our hosting policy not be added to or enhanced in any way to
appear more like, or to substitute for, the published journal article.

Published journal article (JPA): A published journal article (PJA) is the definitive final
record of published research that appears or will appear in the journal and embodies all
value­adding publishing activities including peer review co­ordination, copy­editing,
formatting, (if relevant) pagination and online enrichment.
Policies for sharing publishing journal articles differ for subscription and gold open access
articles:
Subscription Articles: If you are an author, please share a link to your article rather than the
full­text. Millions of researchers have access to the formal publications on ScienceDirect,
and so links will help your users to find, access, cite, and use the best available version.
Theses and dissertations which contain embedded PJAs as part of the formal submission can
be posted publicly by the awarding institution with DOI links back to the formal
publications on ScienceDirect.
If you are affiliated with a library that subscribes to ScienceDirect you have additional
private sharing rights for others' research accessed under that agreement. This includes use
for classroom teaching and internal training at the institution (including use in course packs
and courseware programs), and inclusion of the article for grant funding purposes.
Gold Open Access Articles: May be shared according to the author­selected end­user
license and should contain a CrossMark logo, the end user license, and a DOI link to the
formal publication on ScienceDirect.
Please refer to Elsevier's posting policy for further information.
18. For book authors the following clauses are applicable in addition to the above:  
Authors are permitted to place a brief summary of their work online only. You are not
allowed to download and post the published electronic version of your chapter, nor may you
scan the printed edition to create an electronic version. Posting to a repository: Authors are
permitted to post a summary of their chapter only in their institution's repository.
19. Thesis/Dissertation: If your license is for use in a thesis/dissertation your thesis may be
submitted to your institution in either print or electronic form. Should your thesis be
published commercially, please reapply for permission. These requirements include
permission for the Library and Archives of Canada to supply single copies, on demand, of
the complete thesis and include permission for Proquest/UMI to supply single copies, on
demand, of the complete thesis. Should your thesis be published commercially, please
reapply for permission. Theses and dissertations which contain embedded PJAs as part of
the formal submission can be posted publicly by the awarding institution with DOI links
back to the formal publications on ScienceDirect.
 
Elsevier Open Access Terms and Conditions
You can publish open access with Elsevier in hundreds of open access journals or in nearly
2000 established subscription journals that support open access publishing. Permitted third
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party re­use of these open access articles is defined by the author's choice of Creative
Commons user license. See our open access license policy for more information.
Terms & Conditions applicable to all Open Access articles published with Elsevier:
Any reuse of the article must not represent the author as endorsing the adaptation of the
article nor should the article be modified in such a way as to damage the author's honour or
reputation. If any changes have been made, such changes must be clearly indicated.
The author(s) must be appropriately credited and we ask that you include the end user
license and a DOI link to the formal publication on ScienceDirect.
If any part of the material to be used (for example, figures) has appeared in our publication
with credit or acknowledgement to another source it is the responsibility of the user to
ensure their reuse complies with the terms and conditions determined by the rights holder.
Additional Terms & Conditions applicable to each Creative Commons user license:
CC BY: The CC­BY license allows users to copy, to create extracts, abstracts and new
works from the Article, to alter and revise the Article and to make commercial use of the
Article (including reuse and/or resale of the Article by commercial entities), provided the
user gives appropriate credit (with a link to the formal publication through the relevant
DOI), provides a link to the license, indicates if changes were made and the licensor is not
represented as endorsing the use made of the work. The full details of the license are
available at http://creativecommons.org/licenses/by/4.0.
CC BY NC SA: The CC BY­NC­SA license allows users to copy, to create extracts,
abstracts and new works from the Article, to alter and revise the Article, provided this is not
done for commercial purposes, and that the user gives appropriate credit (with a link to the
formal publication through the relevant DOI), provides a link to the license, indicates if
changes were made and the licensor is not represented as endorsing the use made of the
work. Further, any new works must be made available on the same conditions. The full
details of the license are available at http://creativecommons.org/licenses/by-nc-sa/4.0.
CC BY NC ND: The CC BY­NC­ND license allows users to copy and distribute the Article,
provided this is not done for commercial purposes and further does not permit distribution of
the Article if it is changed or edited in any way, and provided the user gives appropriate
credit (with a link to the formal publication through the relevant DOI), provides a link to the
license, and that the licensor is not represented as endorsing the use made of the work. The
full details of the license are available at http://creativecommons.org/licenses/by-nc-nd/4.0.
Any commercial reuse of Open Access articles published with a CC BY NC SA or CC BY
NC ND license requires permission from Elsevier and will be subject to a fee.
Commercial reuse includes:

         Associating advertising with the full text of the Article
         Charging fees for document delivery or access
         Article aggregation
         Systematic distribution via e­mail lists or share buttons

Posting or linking by commercial companies for use by customers of those companies.
 
20. Other Conditions:
 
v1.8
Questions? customercare@copyright.com  or +1-855-239-3415  ( toll free in  the US)  or
+1-978-646-2777.
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Terms and Conditions

Introduction
The publisher for this copyrighted material is Springer. By clicking "accept" in connection
with completing this licensing transaction, you agree that the following terms and conditions
apply to this transaction (along with the Billing and Payment terms and conditions
established by Copyright Clearance Center, Inc. ("CCC"), at the time that you opened your
Rightslink account and that are available at any time at http://myaccount.copyright.com).
Limited License
With reference to your request to reuse material on which Springer controls the copyright,
permission is granted for the use indicated in your enquiry under the following conditions:
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­ Licenses are for one­time use only with a maximum distribution equal to the number stated
in your request.
­ Springer material represents original material which does not carry references to other
sources. If the material in question appears with a credit to another source, this permission is
not valid and authorization has to be obtained from the original copyright holder.
­ This permission
• is non­exclusive
• is only valid if no personal rights, trademarks, or competitive products are infringed.
• explicitly excludes the right for derivatives.
­ Springer does not supply original artwork or content.
­ According to the format which you have selected, the following conditions apply
accordingly:
• Print and Electronic:  This License include use in electronic form provided it is password
protected, on intranet, or CD­Rom/DVD or E­book/E­journal. It may not be republished in
electronic open access.
• Print: This License excludes use in electronic form.
• Electronic:  This License only pertains to use in electronic form provided it is password
protected, on intranet, or CD­Rom/DVD or E­book/E­journal. It may not be republished in
electronic open access.
For any electronic use not mentioned, please contact Springer at permissions.springer@spi­
global.com.
­ Although Springer controls the copyright to the material and is entitled to negotiate on
rights, this license is only valid subject to courtesy information to the author (address is
given in the article/chapter).
­ If you are an STM Signatory or your work will be published by an STM Signatory and you
are requesting to reuse figures/tables/illustrations or single text extracts, permission is
granted according to STM Permissions Guidelines: http://www.stm-assoc.org/permissions-
guidelines/
For any electronic use not mentioned in the Guidelines, please contact Springer at
permissions.springer@spi-global.com. If you request to reuse more content than stipulated
in the STM Permissions Guidelines, you will be charged a permission fee for the excess
content.
Permission is valid upon payment of the fee as indicated in the licensing process. If
permission is granted free of charge on this occasion, that does not prejudice any rights we
might have to charge for reproduction of our copyrighted material in the future.
­If your request is for reuse in a Thesis, permission is granted free of charge under the
following conditions:
This license is valid for one­time use only for the purpose of defending your thesis and with
a maximum of 100 extra copies in paper. If the thesis is going to be published, permission
needs to be reobtained.
­ includes use in an electronic form, provided it is an author­created version of the thesis on
his/her own website and his/her university’s repository, including UMI (according to the
definition on the Sherpa website: http://www.sherpa.ac.uk/romeo/);
­ is subject to courtesy information to the co­author or corresponding author.
Geographic Rights: Scope
Licenses may be exercised anywhere in the world.
Altering/Modifying Material: Not Permitted
Figures, tables, and illustrations may be altered minimally to serve your work. You may not
alter or modify text in any manner. Abbreviations, additions, deletions and/or any other
alterations shall be made only with prior written authorization of the author(s).
Reservation of Rights
Springer reserves all rights not specifically granted in the combination of (i) the license
details provided by you and accepted in the course of this licensing transaction and (ii) these
terms and conditions and (iii) CCC's Billing and Payment terms and conditions.
License Contingent on Payment
While you may exercise the rights licensed immediately upon issuance of the license at the
end of the licensing process for the transaction, provided that you have disclosed complete
and accurate details of your proposed use, no license is finally effective unless and until full
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payment is received from you (either by Springer or by CCC) as provided in CCC's Billing
and Payment terms and conditions. If full payment is not received by the date due, then any
license preliminarily granted shall be deemed automatically revoked and shall be void as if
never granted. Further, in the event that you breach any of these terms and conditions or any
of CCC's Billing and Payment terms and conditions, the license is automatically revoked and
shall be void as if never granted. Use of materials as described in a revoked license, as well
as any use of the materials beyond the scope of an unrevoked license, may constitute
copyright infringement and Springer reserves the right to take any and all action to protect
its copyright in the materials.
Copyright Notice: Disclaimer
You must include the following copyright and permission notice in connection with any
reproduction of the licensed material:
"Springer book/journal title, chapter/article title, volume, year of publication, page, name(s)
of author(s), (original copyright notice as given in the publication in which the material was
originally published) "With permission of Springer"
In case of use of a graph or illustration, the caption of the graph or illustration must be
included, as it is indicated in the original publication.
Warranties: None
Springer makes no representations or warranties with respect to the licensed material and
adopts on its own behalf the limitations and disclaimers established by CCC on its behalf in
its Billing and Payment terms and conditions for this licensing transaction.
Indemnity
You hereby indemnify and agree to hold harmless Springer and CCC, and their respective
officers, directors, employees and agents, from and against any and all claims arising out of
your use of the licensed material other than as specifically authorized pursuant to this
license.
No Transfer of License
This license is personal to you and may not be sublicensed, assigned, or transferred by you
without Springer's written permission.
No Amendment Except in Writing
This license may not be amended except in a writing signed by both parties (or, in the case
of Springer, by CCC on Springer's behalf).
Objection to Contrary Terms
Springer hereby objects to any terms contained in any purchase order, acknowledgment,
check endorsement or other writing prepared by you, which terms are inconsistent with these
terms and conditions or CCC's Billing and Payment terms and conditions. These terms and
conditions, together with CCC's Billing and Payment terms and conditions (which are
incorporated herein), comprise the entire agreement between you and Springer (and CCC)
concerning this licensing transaction. In the event of any conflict between your obligations
established by these terms and conditions and those established by CCC's Billing and
Payment terms and conditions, these terms and conditions shall control.
Jurisdiction
All disputes that may arise in connection with this present License, or the breach thereof,
shall be settled exclusively by arbitration, to be held in the Federal Republic of Germany, in
accordance with German law.
Other conditions:
V 12AUG2015
Questions? customercare@copyright.com  or +1-855-239-3415  ( toll free in  the US)  or
+1-978-646-2777.
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INTRODUCTION
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with completing this licensing transaction, you agree that the following terms and conditions
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established by Copyright Clearance Center, Inc. ("CCC"), at the time that you opened your
Rightslink account and that are available at any time at http://myaccount.copyright.com).

GENERAL TERMS
2. Elsevier hereby grants you permission to reproduce the aforementioned material subject to
the terms and conditions indicated.
3. Acknowledgement: If any part of the material to be used (for example, figures) has
appeared in our publication with credit or acknowledgement to another source, permission
must also be sought from that source.  If such permission is not obtained then that material
may not be included in your publication/copies. Suitable acknowledgement to the source
must be made, either as a footnote or in a reference list at the end of your publication, as
follows:
"Reprinted from Publication title, Vol /edition number, Author(s), Title of article / title of
chapter, Pages No., Copyright (Year), with permission from Elsevier [OR APPLICABLE
SOCIETY COPYRIGHT OWNER]." Also Lancet special credit ­ "Reprinted from The
Lancet, Vol. number, Author(s), Title of article, Pages No., Copyright (Year), with
permission from Elsevier."
4. Reproduction of this material is confined to the purpose and/or media for which
permission is hereby given.
5. Altering/Modifying Material: Not Permitted. However figures and illustrations may be
altered/adapted minimally to serve your work. Any other abbreviations, additions, deletions
and/or any other alterations shall be made only with prior written authorization of Elsevier
Ltd. (Please contact Elsevier at permissions@elsevier.com)
6. If the permission fee for the requested use of our material is waived in this instance,
please be advised that your future requests for Elsevier materials may attract a fee.
7. Reservation of Rights: Publisher reserves all rights not specifically granted in the
combination of (i) the license details provided by you and accepted in the course of this
licensing transaction, (ii) these terms and conditions and (iii) CCC's Billing and Payment
terms and conditions.
8. License Contingent Upon Payment: While you may exercise the rights licensed
immediately upon issuance of the license at the end of the licensing process for the
transaction, provided that you have disclosed complete and accurate details of your proposed
use, no license is finally effective unless and until full payment is received from you (either
by publisher or by CCC) as provided in CCC's Billing and Payment terms and conditions.  If
full payment is not received on a timely basis, then any license preliminarily granted shall be
deemed automatically revoked and shall be void as if never granted.  Further, in the event
that you breach any of these terms and conditions or any of CCC's Billing and Payment
terms and conditions, the license is automatically revoked and shall be void as if never
granted.  Use of materials as described in a revoked license, as well as any use of the
materials beyond the scope of an unrevoked license, may constitute copyright infringement
and publisher reserves the right to take any and all action to protect its copyright in the
materials.
9. Warranties: Publisher makes no representations or warranties with respect to the licensed
material.
10. Indemnity: You hereby indemnify and agree to hold harmless publisher and CCC, and
their respective officers, directors, employees and agents, from and against any and all
claims arising out of your use of the licensed material other than as specifically authorized
pursuant to this license.
11. No Transfer of License: This license is personal to you and may not be sublicensed,
assigned, or transferred by you to any other person without publisher's written permission.
12. No Amendment Except in Writing: This license may not be amended except in a writing
signed by both parties (or, in the case of publisher, by CCC on publisher's behalf).
13. Objection to Contrary Terms: Publisher hereby objects to any terms contained in any
purchase order, acknowledgment, check endorsement or other writing prepared by you,
which terms are inconsistent with these terms and conditions or CCC's Billing and Payment
terms and conditions.  These terms and conditions, together with CCC's Billing and Payment
terms and conditions (which are incorporated herein), comprise the entire agreement
between you and publisher (and CCC) concerning this licensing transaction.  In the event of
any conflict between your obligations established by these terms and conditions and those
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established by CCC's Billing and Payment terms and conditions, these terms and conditions
shall control.
14. Revocation: Elsevier or Copyright Clearance Center may deny the permissions described
in this License at their sole discretion, for any reason or no reason, with a full refund payable
to you.  Notice of such denial will be made using the contact information provided by you. 
Failure to receive such notice will not alter or invalidate the denial.  In no event will Elsevier
or Copyright Clearance Center be responsible or liable for any costs, expenses or damage
incurred by you as a result of a denial of your permission request, other than a refund of the
amount(s) paid by you to Elsevier and/or Copyright Clearance Center for denied
permissions.

LIMITED LICENSE
The following terms and conditions apply only to specific license types:
15. Translation : This permission is granted for non­exclusive world English  rights only
unless your license was granted for translation rights. If you licensed translation rights you
may only translate this content into the languages you requested. A professional translator
must perform all translations and reproduce the content word for word preserving the
integrity of the article.
16. Posting licensed content on any Website : The following terms and conditions apply as
follows: Licensing material from an Elsevier journal: All content posted to the web site must
maintain the copyright information line on the bottom of each image; A hyper­text must be
included to the Homepage of the journal from which you are licensing at
http://www.sciencedirect.com/science/journal/xxxxx or the Elsevier homepage for books at
http://www.elsevier.com; Central Storage: This license does not include permission for a
scanned version of the material to be stored in a central repository such as that provided by
Heron/XanEdu.
Licensing material from an Elsevier book: A hyper­text link must be included to the Elsevier
homepage at http://www.elsevier.com . All content posted to the web site must maintain the
copyright information line on the bottom of each image.

Posting licensed content on Electronic reserve : In addition to the above the following
clauses are applicable: The web site must be password­protected and made available only to
bona fide students registered on a relevant course. This permission is granted for 1 year only.
You may obtain a new license for future website posting.
17. For journal authors: the following clauses are applicable in addition to the above:
Pr eprints:
A preprint is an author's own write­up of research results and analysis, it has not been peer-
reviewed, nor has it had any other value added to it by a publisher (such as formatting,
copyright, technical enhancement etc.).
Authors can share their preprints anywhere at any time. Preprints should not be added to or
enhanced in any way in order to appear more like, or to substitute for, the final versions of
articles however authors can update their preprints on arXiv or RePEc with their Accepted
Author Manuscript (see below).
If accepted for publication, we encourage authors to link from the preprint to their formal
publication via its DOI. Millions of researchers have access to the formal publications on
ScienceDirect, and so links will help users to find, access, cite and use the best available
version. Please note that Cell Press, The Lancet and some society­owned have different
preprint policies. Information on these policies is available on the journal homepage.
Accepted Author Manuscripts: An accepted author manuscript is the manuscript of an
article that has been accepted for publication and which typically includes author-
incorporated changes suggested during submission, peer review and editor-author
communications.
Authors can share their accepted author manuscript:

         immediately
via their non­commercial person homepage or blog
by updating a preprint in arXiv or RePEc with the accepted manuscript
via their research institute or institutional repository for internal institutional

uses or as part of an invitation­only research collaboration work­group
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directly by providing copies to their students or to research collaborators for
their personal use

for private scholarly sharing as part of an invitation­only work group on
commercial sites with which Elsevier has an agreement

         after the embargo period
via non­commercial hosting platforms such as their institutional repository
via commercial sites with which Elsevier has an agreement

In all cases accepted manuscripts should:

         link to the formal publication via its DOI
         bear a CC­BY­NC­ND license ­ this is easy to do
         if aggregated with other manuscripts, for example in a repository or other site, be

shared in alignment with our hosting policy not be added to or enhanced in any way to
appear more like, or to substitute for, the published journal article.

Published journal article (JPA): A published journal article (PJA) is the definitive final
record of published research that appears or will appear in the journal and embodies all
value­adding publishing activities including peer review co­ordination, copy­editing,
formatting, (if relevant) pagination and online enrichment.
Policies for sharing publishing journal articles differ for subscription and gold open access
articles:
Subscription Articles: If you are an author, please share a link to your article rather than the
full­text. Millions of researchers have access to the formal publications on ScienceDirect,
and so links will help your users to find, access, cite, and use the best available version.
Theses and dissertations which contain embedded PJAs as part of the formal submission can
be posted publicly by the awarding institution with DOI links back to the formal
publications on ScienceDirect.
If you are affiliated with a library that subscribes to ScienceDirect you have additional
private sharing rights for others' research accessed under that agreement. This includes use
for classroom teaching and internal training at the institution (including use in course packs
and courseware programs), and inclusion of the article for grant funding purposes.
Gold Open Access Articles: May be shared according to the author­selected end­user
license and should contain a CrossMark logo, the end user license, and a DOI link to the
formal publication on ScienceDirect.
Please refer to Elsevier's posting policy for further information.
18. For book authors the following clauses are applicable in addition to the above:  
Authors are permitted to place a brief summary of their work online only. You are not
allowed to download and post the published electronic version of your chapter, nor may you
scan the printed edition to create an electronic version. Posting to a repository: Authors are
permitted to post a summary of their chapter only in their institution's repository.
19. Thesis/Dissertation: If your license is for use in a thesis/dissertation your thesis may be
submitted to your institution in either print or electronic form. Should your thesis be
published commercially, please reapply for permission. These requirements include
permission for the Library and Archives of Canada to supply single copies, on demand, of
the complete thesis and include permission for Proquest/UMI to supply single copies, on
demand, of the complete thesis. Should your thesis be published commercially, please
reapply for permission. Theses and dissertations which contain embedded PJAs as part of
the formal submission can be posted publicly by the awarding institution with DOI links
back to the formal publications on ScienceDirect.
 
Elsevier Open Access Terms and Conditions
You can publish open access with Elsevier in hundreds of open access journals or in nearly
2000 established subscription journals that support open access publishing. Permitted third
party re­use of these open access articles is defined by the author's choice of Creative
Commons user license. See our open access license policy for more information.
Terms & Conditions applicable to all Open Access articles published with Elsevier:
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Any reuse of the article must not represent the author as endorsing the adaptation of the
article nor should the article be modified in such a way as to damage the author's honour or
reputation. If any changes have been made, such changes must be clearly indicated.
The author(s) must be appropriately credited and we ask that you include the end user
license and a DOI link to the formal publication on ScienceDirect.
If any part of the material to be used (for example, figures) has appeared in our publication
with credit or acknowledgement to another source it is the responsibility of the user to
ensure their reuse complies with the terms and conditions determined by the rights holder.
Additional Terms & Conditions applicable to each Creative Commons user license:
CC BY: The CC­BY license allows users to copy, to create extracts, abstracts and new
works from the Article, to alter and revise the Article and to make commercial use of the
Article (including reuse and/or resale of the Article by commercial entities), provided the
user gives appropriate credit (with a link to the formal publication through the relevant
DOI), provides a link to the license, indicates if changes were made and the licensor is not
represented as endorsing the use made of the work. The full details of the license are
available at http://creativecommons.org/licenses/by/4.0.
CC BY NC SA: The CC BY­NC­SA license allows users to copy, to create extracts,
abstracts and new works from the Article, to alter and revise the Article, provided this is not
done for commercial purposes, and that the user gives appropriate credit (with a link to the
formal publication through the relevant DOI), provides a link to the license, indicates if
changes were made and the licensor is not represented as endorsing the use made of the
work. Further, any new works must be made available on the same conditions. The full
details of the license are available at http://creativecommons.org/licenses/by-nc-sa/4.0.
CC BY NC ND: The CC BY­NC­ND license allows users to copy and distribute the Article,
provided this is not done for commercial purposes and further does not permit distribution of
the Article if it is changed or edited in any way, and provided the user gives appropriate
credit (with a link to the formal publication through the relevant DOI), provides a link to the
license, and that the licensor is not represented as endorsing the use made of the work. The
full details of the license are available at http://creativecommons.org/licenses/by-nc-nd/4.0.
Any commercial reuse of Open Access articles published with a CC BY NC SA or CC BY
NC ND license requires permission from Elsevier and will be subject to a fee.
Commercial reuse includes:

         Associating advertising with the full text of the Article
         Charging fees for document delivery or access
         Article aggregation
         Systematic distribution via e­mail lists or share buttons

Posting or linking by commercial companies for use by customers of those companies.
 
20. Other Conditions:
 
v1.8
Questions? customercare@copyright.com  or +1-855-239-3415  ( toll free in  the US)  or
+1-978-646-2777.
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