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Abstract

Greenhouse gases, CO₂ in particular, are being emitted into the atmosphere due to burning of fossil fuels, and are causing adverse effects on the environment. The carbon capture and storage (CCS) technology has been recognized as the best approach of permanently storing CO₂ in suitable subsurface geologic sites, such as depleted petroleum reservoirs and deep aquifers. The reservoir characterization of the depleted petroleum reservoirs prior to injection of CO₂ is an essential step to ensure the safety and success of CO₂ storage projects. This provides the ultimate input data for reservoir modeling and for all the predictions concerning the storage complex and its surroundings. Many studies have been done so far, emphasizing on different aspects of CO₂ storage, where many questions have remained unanswered.

Identifications of suitable sites to store a large quantity of CO₂ for a long period of time is not an easy and straightforward task. Several general screening criteria have already been presented for selection of an appropriate subsurface geologic media based on local-scale projects for depleted reservoirs. Depth, permeability, porosity, CO₂ density and containment factors were among those general criteria. There are also many other preliminary factors linked to the key storage aspects, which should not be neglected during a storage site evaluation. Slight attentions have been given to the criteria proposed for the preliminary evaluation of the injection well and zones. In the context of CO₂ residual trapping, although there had been many studies utilizing experimental and numerical approaches to evaluate trapping potentials prior to injection, few studies were conducted to determine the reservoir scale CO₂ residual trapping at the depletion stage of petroleum reservoirs. In the context of injectivity, the chemical interactions induced by supercritical CO₂ on reservoir rocks have been poorly understood. Finally, the selection of injection rate in depleted petroleum reservoirs, where remaining hydrocarbons are left at the depletion stage, have not been fully addressed in the past studies.

The primary purpose of this thesis is to characterize a carbonate gas reservoir located in Malaysia for CO₂ storage, by addressing the above issues and research gaps. This
would provide insights into the key CO\textsubscript{2} storage aspects (i.e., storage capacity, injectivity, trapping mechanisms, and containment). A storage screening criteria was developed proposing a framework for the preliminary evaluation of depleted storage sites, suitable injection well, and injection zone. A new reservoir level approach was also presented to estimate the residual trapping ability (i.e., residual CO\textsubscript{2} saturation) of petroleum reservoirs at the depleted stage by utilizing wireline log data and reservoir conditions. The validated approach was applied to the gas reservoir for prediction of CO\textsubscript{2} residual trapping in the reservoir scale. Considering the compaction and geochemical issue in the storage sites, a series of experiments were conducted to evaluate the injectivity and changes of geomechanical parameters against different stresses applied during and after the injection of CO\textsubscript{2} in a short period of time. Numerical modeling of the carbonate gas reservoir was also carried out based on the proposed optimum injection rate scheme.

The results obtained through preliminary assessment suggested that the reservoir has a good potential storage site for a CO\textsubscript{2} storage practice, but some difficulties might arise due to the high heterogeneity level, compaction behavior and aquifer supports of the reservoir. The study on the well from depleted reservoir based on the proposed methodology indicated that a depleted well in the field may have the potential of being a suitable conduit for CO\textsubscript{2} injection. For injection zone selection in depleted storage sites, the methodology presented in this study can be used for preliminary evaluation of injectivity which indicated that Zones No. 2 and 3 are rational choices for injection because of their favourable characteristics. The validated CO\textsubscript{2} residual trapping approach was applied on the carbonate gas reservoir and it was found that the maximum volume of CO\textsubscript{2} residual trapped could be approximately 0.965 Tscf of the effective pore volume (excluding 30% Sgr). The results of the study for compaction and geochemical effects revealed that there are geomechanical changes under different stress states and there were signs of dissolution, kaolinite break-down and even corrosion of quartz, which indicates the fact that geomechanical parameters of reservoirs can be affected even in a short-term exposure to scCO\textsubscript{2}. The numerical modeling results obtained indicated that the optimum injection rate selected based on reservoir information via steady state
analytical solution is a good strategy to evaluate the injectivity of reservoir’s zones and effective storage potential. It was revealed that the maximum cumulative CO₂ injected through Zones 1 to 4 are around 2.416 Tscf, 2.78 Tscf, 2.88 Tscf, and 2.419 Tscf, respectively at the end of 20 years at 500 Mscf/D injection rate. It was also observed that injectivity is reasonable in Zones 2 and 3 where the maximum volume of CO₂ can be stored. Extended simulations also revealed that the anticline structure of the reservoir provides a reasonable structural trap for CO₂ in a short-term scale. In long-term, free CO₂ (mobile saturation) may damage the containment of storage site, due to caprock over-pressurization and geochemical activity.
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</tr>
<tr>
<td>g/L</td>
<td>Gram per liter</td>
</tr>
<tr>
<td>kg/m³</td>
<td>Kilogram per cubic meter</td>
</tr>
<tr>
<td>Δρ</td>
<td>Differential density</td>
</tr>
<tr>
<td>Tₚ</td>
<td>Reservoir temperature</td>
</tr>
<tr>
<td>MCO₂</td>
<td>Storage capacity</td>
</tr>
<tr>
<td>OGIP</td>
<td>Volume of original gas in place</td>
</tr>
<tr>
<td>Rf</td>
<td>Recovery factor</td>
</tr>
<tr>
<td>FIG</td>
<td>Fraction of injected gas</td>
</tr>
<tr>
<td>Ceff</td>
<td>Effective storage coefficient</td>
</tr>
<tr>
<td>Cₐq</td>
<td>Reduction in the storage capacity</td>
</tr>
<tr>
<td>MCO₂r</td>
<td>Mass theoretical storage capacity</td>
</tr>
<tr>
<td>Rf</td>
<td>Recovery factor</td>
</tr>
<tr>
<td>PCO₂r</td>
<td>Density of CO₂ at reservoir condition</td>
</tr>
<tr>
<td>A</td>
<td>Reservoir area</td>
</tr>
<tr>
<td>h</td>
<td>Thickness</td>
</tr>
<tr>
<td>Ø</td>
<td>Porosity</td>
</tr>
<tr>
<td>Sw</td>
<td>Water saturation</td>
</tr>
<tr>
<td>kₜ</td>
<td>Horizontal permeability</td>
</tr>
<tr>
<td>kₕ</td>
<td>Spherical permeability</td>
</tr>
<tr>
<td>kᵥ</td>
<td>Vertical permeability</td>
</tr>
<tr>
<td>Sw</td>
<td>Water saturation</td>
</tr>
<tr>
<td>Rₜ</td>
<td>Resistivity of pore volumes filled with water</td>
</tr>
<tr>
<td>n</td>
<td>Saturation exponent</td>
</tr>
<tr>
<td>Sh</td>
<td>Hydrocarbon saturation</td>
</tr>
<tr>
<td>Sg</td>
<td>Gas saturation</td>
</tr>
<tr>
<td>So</td>
<td>Oil saturation</td>
</tr>
<tr>
<td>Pct</td>
<td>Capillary rise</td>
</tr>
<tr>
<td>Mt/yr</td>
<td>Million tons per year</td>
</tr>
<tr>
<td>ft</td>
<td>Feet</td>
</tr>
<tr>
<td>MWL</td>
<td>Moveable water level</td>
</tr>
</tbody>
</table>
Tscf  Trillion standard cubic feet
\text{g/cc}  \text{Gram per cubic centimeter}
\text{Ca}  \text{Calcium}
\text{Mg}  \text{Magnesium}
\text{Fe}  \text{Iron}
\text{Ω-m}  \text{Ohm-meter}
\text{CBL}  \text{Cement bond log}
\text{g/m}^3  \text{Gram per cubic meter}
\text{Tcm}  \text{Trillion cubic meter}
\text{Tscm}  \text{Trillion standard cubic meter}
\text{Pa/m}  \text{Pascal per meter}
\text{psi}  \text{Pounds per square inch}
\text{GWC}  \text{Gas water contact}
\text{TVD}  \text{True vertical depth}
\text{IFT}  \text{Interfacial tension}
\text{m}_c  \text{Cementation factor}
\text{°F}  \text{Fahrenheit}
\text{Pa}  \text{Pascal}
\text{KPa}  \text{Kilo pascal}
\text{SSTVD}  \text{Subsea true vertical depth}
\text{MSL}  \text{Mean sea level}
\text{MHL}  \text{Moveable hydrocarbon level}
\text{DST}  \text{Drill stem testing}
\text{STB}  \text{Stock tank barrel}
\text{B}_{\text{GC02}}  \text{CO}_2 \text{ gas formation volume factor, (bbl/Mscf)}
\text{Sgr}  \text{Residual gas saturation, (fraction)}
\text{Kr}  \text{Krypton}
\text{Xe}  \text{Xenon}
\text{psi/m}  \text{Pounds per square inch per meter}
\text{σ}_{\text{max}}  \text{Maximum horizontal stress, (MPa)}
\text{σ}_{\text{min}}  \text{Minimum horizontal stress, (MPa)}
\text{σ}_v  \text{Vertical stress, (MPa)}
\text{GPa}  \text{Gigapascal}
\text{P}_{\text{nw}}  \text{Non-wetting phase pressure, (psia)}
\text{P}_w  \text{Wetting phase pressure, (psia)}
\text{P}_{\text{hydro-brine}}  \text{Capillary pressure between hydrocarbon and brine, (psia)}
\text{σ}_{\text{hydro-brine}}  \text{Hydrocarbon-brine interfacial tension, (gf/cm)}
\text{θ}_{\text{hydro-brine}}  \text{Rock-fluids contact angle, (degree)}
\text{P}_{\text{CO2-brine}}  \text{CO}_2\text{-brine capillary pressure, (psia)}
\text{σ}_{\text{CO2-brine}}  \text{CO}_2\text{-brine interfacial tension, (gf/cm)}
\text{θ}_{\text{CO2-brine}}  \text{Rock-fluids (CO}_2\text{-brine) contact angle, (degree)}
\text{SgrCO}_2  \text{Residual CO}_2\text{saturation, (fraction)}
\text{M}  \text{Molality}
\text{m}  \text{Meter}
\text{P}  \text{Pressure, (psia)}
\text{V}_M  \text{Molar volume, (cubic feet/lb mole)}
\text{R}  \text{Gas constant, (psia.cu.ft/lb mole)}
\text{A},\text{B}  \text{Mixture-specific functions of T and composition with the mixing rules}
\text{T}_r  \text{Reduced temperature}
\text{c}_s  \text{Salinity, (ppm or mol/kg)}
\text{bq}_i  \text{Soreide and Whitson constant}
\text{k}_{nw}  \text{Aqueous phase binary interaction coefficients}
\text{J}_i  \text{Flux of component i per unit area, (mol m}^2\text{s}^{-1})
\text{D}_i  \text{Diffusion coefficient of component i, (m}^2\text{s}^{-1})
\( \frac{\partial y_i}{\partial x} \) Molar concentration gradient of a component in the direction of flow, (mole fraction)

\( F_y \) Interblock diffusive flow, (mol/hour)

\( D_0 \) Diffusivity, the analogue of transmissibility for diffusive flow, \((m^2 s^{-1})\)

\( x \) Total molar concentration, \((mol m^{-3})\)

\( y_i \) Vapor mole fractions

\( F'_{pi} \) Flow rate component in a phase \((p=0, w, g)\), (mol/hour)

\( y'_p \) Concentration of component, \(c\), in phase, \(p\), (mole fraction)

\( k_p \) Relative permeability of phase, \(p\)

\( S_p \) Saturation of phase, \(p\), (fraction)

\( b^{m_p} \) Molar density of phase, \(p\), \((mol/m^3)\)

\( b^{m_g} \) Molar density of gas, \((mol/m^3)\)

\( \mu_p \) Viscosity of phase, \(p\), (cp)

\( T_{ni} \) Transmissibility between cells, \(n\), and \(i\), \((cP - rb/day/psi)\)

\( dP_{pni} \) Potential difference of phase, \(p\), between cells, \(n\), and \(i\), \((psia)\)

\( scf \) Standard cubic feet per day

\( \sigma_{gw} \) Gas-pure water surface tensions, \((gf/cm)\)

\( \rho_{wgc} \) Water density, \((g/cm^3)\)

\( \rho_{hgc} \) Gas density \((g/cm^3)\)

\( \sigma_{cor} \) Correct surface tensions, \((gf/cm)\)

\( \sigma_{gw} \) Gas-pure water surface tensions, \((gf/cm)\)

\( \sigma_{ho} \) Hydrocarbon-brine surface tensions, \((gf/cm)\)

\( S_{gi} \) Initial gas saturation, (fraction)

\( R_i \) Resistivity of un-invaded zone, \((ohm-meter)\)

\( R_i \) Resistivity in the invaded zone, \((ohm-meter)\)

\( R_{nw} \) Resistivity of the flushed zone, \((ohm-meter)\)

\( R_{mf} \) Resistivity of salt water mud filtrate, \((ohm-meter)\)

\( R_n \) Residual hydrocarbon saturation, (fraction)

\( R_{w} \) Water resistivity, \((ohm-meter)\)

\( \mu m \) Micrometer

\( g/cm^3 \) Gram per cubic centimeter

\( MHz \) Mega-hertz

\( Q_{injco2} \) CO\(_2\) injection flow rate

\( k \) Permeability

\( \mu_{co2} \) CO\(_2\) viscosity

\( P_{w, max} \) Maximum wellbore injection pressure

\( P_e \) Initial reservoir pressure

\( K_{co2} \) CO\(_2\) gas relative permeability

\( r_e \) External radius, \((ft)\)

\( r_w \) Internal wellbore radius, \((ft)\)

\( km^2 \) Square kilometer

\( MSTB \) Million stock tank barrel

\( Kg/m^3 \) Kilogram per cubic meter

\( K_{ro} \) Relative permeability (condensate-brine)

\( S_{wc} \) Connate water saturation, (fraction)

\( S_{gc} \) Critical gas saturation, (fraction)

\( K_{rw} \) Relative permeability of brine

\( K_{rg} \) Relative permeability of gas \((CH_4)\)-liquid \((CO_2)\)

\( K_{rw} \) Relative permeability of liquid \((CO_2)\)-brine \((H_2O)\)

\( (K_{ro})_{wlc} \) Relative permeability of oil at connate water saturation

\( (K_{ro})_{gbc} \) Relative permeability of oil at critical gas saturation

\( (K_{ro})_{wlc} \) Relative permeability of gas at connate water saturation

\( STB/D/psia \) Stock tank barrel per day per pound per square inch

\( Mscf \) Million standard cubic feet

\( Bscf \) Billion standard cubic feet
<table>
<thead>
<tr>
<th>Symbol</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mscf/D</td>
<td>Million standard cubic feet per day</td>
</tr>
<tr>
<td>z</td>
<td>Gas compressibility factor</td>
</tr>
<tr>
<td>F</td>
<td>Formation factor</td>
</tr>
</tbody>
</table>
CHAPTER 1
INTRODUCTION

1.1 Background

Greenhouse gases play a vital role in changing the Earth’s climate system. Increasing the amount of greenhouse gases in the atmosphere, carbon dioxide (CO$_2$) in particular, is, thus, considered as the main reason behind global warming and climate change (Herzog et al., 1997). Widespread melting of snow, ice, and rising of global average sea level indicates the fact the atmosphere is heating up. In spite of ongoing researches and continuing debates, there is a broad scientific agreement that CO$_2$ production due to burning of fossil fuels and human activities is major source of CO$_2$ emission into the atmosphere (Bryant, 1997). Carbon dioxide is essentially known as a gas with a significant potential to develop the greenhouse effect (Herzog et al., 1997), which has resulted in an increase of average global temperature by 0.8 °C over the past century (NOAA 2013). Figure 1.1 shows the increase of atmospheric CO$_2$ as measured at the meteorological station at Mauna Loa, Hawaii, including the superimposed seasonal fluctuations. The red line represents the monthly mean values, centered on the middle of each month. The black line represents seasonally corrected data (https://www.esrl.noaa.gov).

![Atmospheric CO\textsubscript{2} at Mauna Loa Observatory](image)

**Fig. 1.1** Atmospheric CO$_2$ concentrations as measured at Mauna Loa, Hawaii (NOAA, 2017)
There is a broad consensus that anthropogenic interferences with the climate system should be prevented by stabilizing the concentrations of CO₂ in the atmosphere. To do this, there have been many approaches suggested such as the reducing energy consumption, swapping to fuels having less carbons, and capturing and storage of CO₂ (CCS), among which the carbon capture and storage in subsurface geologic storage sites would provide the best option (Bachu, 2001).

1.2 Principle of CO₂ capture and storage (CCS)

A CCS practice involves capturing of carbon dioxide from the stationary source, transporting it through pipelines to a site and injecting it into a suitable geologic site (Herzog et al., 1997), as illustrated in Figure 1.2. CO₂ capture is taken from large point sources: fossil fuel power plants, fuel processing plants and other industrial plants, particularly for the manufacture of iron, steel, cement and bulk chemicals (IPCC, 2005-pp80). This is the strategy taken in recent years to reduce the quantity of CO₂ released into the atmosphere (Solomon, 2007; Wright, 2007). Recognized subsurface geologic sites are depleted/active petroleum reservoirs, deep saline aquifers, deep coal beds, and salt domes (Cook, 1999). The general concern associated with the storage options is to ensure that the injected CO₂ resides in the storage site for a long period of time without any potential leakages to the atmosphere. Table 1.1 compares different subsurface geologic storage sites based on their capacity, cost, integrity, and technical feasibility. Depleted or almost depleted gas/oil reservoirs would be important targets for storage due to their proven storage integrities, relatively well-understood behaviors through exploration and production, availability of infrastructures and high effective stress levels due to hydrocarbon production (reducing the risk of leakage). Comparatively, depleted condensate gas reservoirs are more favourable than dry and wet gas reservoirs because of their higher gas compressibility and storage capacity (Sobers et al., 2004). Due to widespread existence, deep brine aquifers could hold a large amount of CO₂ than petroleum reservoirs, but their relative cost, storage integrity and technical feasibility have not been very well understood (Herzog et al., 1997). Salt domes and coal beds are also
not very attractive option due to their high exploitation cost and unknown storage space, respectively (Herzog et al., 1997; Saeedi and Rezaee, 2012).

![CCS process demonstrating the capture, transportation and injection for storage](https://example.com/fig1.2)

**Fig. 1.2** CCS process demonstrating the capture, transportation and injection for storage (Source: Cooperative Research Centre for Greenhouse Gas Technologies, CO2CRC 2015)

<table>
<thead>
<tr>
<th>Storage Option</th>
<th>Relative Capacity</th>
<th>Relative Cost</th>
<th>Storage Integrity</th>
<th>Technical Feasibility</th>
</tr>
</thead>
<tbody>
<tr>
<td>Active Oil Reservoirs</td>
<td>Small</td>
<td>Very Low</td>
<td>Good</td>
<td>High</td>
</tr>
<tr>
<td>Coal Beds</td>
<td>Unknown</td>
<td>Low</td>
<td>Unknown</td>
<td>Unknown</td>
</tr>
<tr>
<td>Depleted Oil/Gas Reservoirs</td>
<td>Moderate</td>
<td>Low</td>
<td>Good</td>
<td>High</td>
</tr>
<tr>
<td>Deep Aquifers</td>
<td>Large</td>
<td>Unknown</td>
<td>Good</td>
<td>High</td>
</tr>
<tr>
<td>Mined Caverns/ Salt Domes</td>
<td>Large</td>
<td>Very High</td>
<td>Good</td>
<td>High</td>
</tr>
</tbody>
</table>

Table 1.1 Comparison of different geologic storage sites (Herzog et al., 1997)

Prior to a storage site selection, a preliminary assessment should be done to evaluate the storage site at the basin and reservoir scales for key CO₂ storage aspects (Bachu 2001; Bachu 2003). Thereafter, a comprehensive characterization of the petroleum reservoir before the injection needs to be carried out by experimental or numerical methods to ensure the suitability of the chosen reservoir for a safe storage, in which storage capacity, injectivity, trapping mechanisms (structural, capillary (residual), solubility, and mineral) and containment are to be evaluated in details (IPCC, 2005-pp208).
1.3 Different aspects of CO₂ storage sites

In this section, different fundamental aspects of CO₂ storages are discussed and major parameters required for a suitable storage site selection are emphasized. All the topics being presented in this section serve as a comprehensive knowledge to aid in the understanding of the fundamental of this research.

1.3.1 Storage capacity

Storage capacity is defined as the total volume of a geologic storage site that can possibly be used for storage purposes. Estimation of storage capacity in reservoirs is conventionally done by excluding the formation water during or after the production stage. However, such estimation might be too conservative when the dissolution of CO₂ in water is neglected (Van der Meer, 2005; Bachu et al., 2007; Goodman et al., 2011). Storage capacity depends mainly on subsurface pressure and temperature conditions at which CO₂ appears at supercritical state (Qi et al., 2010). This is linked to the fact that reaching the supercritical condition is essential for CO₂ to approach a high density and gas-like viscosity, resulting in a complete pore volume (PV) utilization and mobility within a reservoir (Ketzer et al., 2012). Figure 1.3 displays the phase diagram of pure CO₂ indicating the pressure and temperature at which phase changes may take place in subsurface geologic storage sites (Mazzoldi et al., 2011).

![Carbon dioxide: temperature – pressure diagram](after Mazzoldi et al., 2011)
There have been many studies where an efficient storage is reported to be the one that has taken place in the reservoirs located at the depth of more than 800 m (Qi et al., 2010; Pentland et al., 2011; Ketzer et al., 2012; Black et al., 2015; Kimbrel et al., 2015). Pressure, temperature and CO$_2$ density variations are playing important roles in these cases. For instance, the density of CO$_2$ increases with depth and this enhances the storage capacity (Bachu, 2001; Bachu, 2003; Solomon, 2007) considering the fact that a dense CO$_2$ occupies smaller pore volumes (Lu et al., 2009, Saeedi, 2012). This density can also be achieved in a low temperature gradient site where the pressure would be a crucial player to reach the supercritical condition (Bachu, 2003; Qi et al., 2010). Fortunately, up to 80% of hydrocarbon reservoir in the world, regardless of ages and locations, is located at depths larger than 1500 m (Van der Meer, 2005). Therefore, dense supercritical CO$_2$ (scCO$_2$) can be achieved and may not be a concern.

Porosity is another parameter which should be high enough for having a good storage capacity, even though it decreases with depth due to compaction and cementation phenomena (Solomon, 2007). Stratigraphic heterogeneity, referred to as the geometry of depositional facies, is also controlling the efficiency of the storage capacity. Hovorka et al. (2004) suggested that a buoyant scCO$_2$ flow avoids a significant portion of the rock volume in a homogeneous rock, resulting in having a low storage capacity. In contrast, a large volume of heterogeneous rocks accepts the injected CO$_2$ due to disperse flow paths (Hovorka et al., 2004; Ambrose et al., 2008).

Other parameters such as the mobility and buoyancy of CO$_2$, and irreducible water saturations can also reduce the capacity of a storage site. For instance, Pentland et al. (2011) performed a series of experiments considering a two-phase system by saturating Berea sandstones with scCO$_2$ (90%) and water (10%). They reported that up to 37% of CO$_2$ was trapped in the pore spaces due to the irreducible water saturation, which was about 10% higher than what was experienced by Suekane et al. (2008).
1.3.2 Injectivity

Injectivity is the ease with which fluids can flow through stratigraphic intervals (Ambrose et al., 2008). Permeability and thickness of storage sites along with optimum injection rate are directly related to the injectivity (Ambrose et al., 2008; Ghaderi et al., 2009; Qi et al., 2010; Raza et al., 2016). For instance, low permeability thin reservoir intervals and complex structures within an injection zone diminish the injectivity. In general, permeability near the wellbore must be greater than >100 mD for a favorable injectivity (Watson and Gibson-Poole, 2005). However, the permeability of a site should be low to ensure that a permanent storage can take place (Shi and Durucan, 2009; Qi et al., 2010). Cinar et al. (2008) stated that a high permeable site is less expensive for CO₂ storage due to lesser number of wells required for the favorable injection. The CO₂ storage modeling of Nisku aquifer in Alberta revealed that a large volume of CO₂ could be injected to avail more storage capacity by controlling the pressure build-up through hydraulic fractures of horizontal wells (Ghaderi et al., 2009). In fact, it would be more economical to consider hydraulic fractured horizontal wells rather than vertical ones in low permeable geological media, due to lesser number of injection wells required (Cinar et al., 2008).

The reservoir pressure increases during the CO₂ injection and eventually reduces the injectivity to compensate the excessive pressure build-up (Ghaderi et al., 2009; Jalil et al., 2012). This might be a problem for storage exercises in an aquifer as the significant pressure build-up may not be released due to the resistance of brine in pore spaces (Cinar et al., 2008). It is also reported that the reservoir pressure should not exceed the seal (caprock) fracture pressure in order to mitigate the escape of CO₂ to the atmosphere. Therefore, a comprehensive evaluation of seal integrity is required during the depletion or injection to ensure that fractures will not be initiated within a seal (Burke, 2011).

It seems that there is an inevitable link between the injectivity and drive systems of gas storage reservoirs. Such link has also been observed in abandoned water flooded (externally supported) reservoirs and natural water drive (internally support)
reservoirs, but the remarkable pressure increase, due to external water support, makes it hard to have an efficient injectivity and storage capacity in these kinds of reservoirs (Bachu, 2004; Van der Meer, 2005). It is, therefore, assumed that the theoretical CO\textsubscript{2} storage capacity in petroleum reservoirs with a weak natural water drive support is decreased by 3\% (Bachu, 2004). Compacted reservoirs may not also be a very wise choice for the CO\textsubscript{2} storage due to pore volume collapses under a significant reduction of initial pressure (Van der Meer, 2005).

There have been many studies attempting to estimate the injectivity either in labs (Saeedi and Rezaee, 2012; Peysson et al., 2014; Ott et al., 2015a) or through numerical simulations (Giorgis et al., 2007; Oruganti and Bryant, 2009; Oldenburg and Doughty, 2011; Jalil et al., 2012; Ganesh et al., 2014). According to these studies, mineral dissolutions/precipitations near a wellbore have a significant impact on rock properties and the injectivity. Geochemical reactions, resulting in the dissolution and precipitation of minerals, depend mainly on subsurface thermodynamic conditions, fluid and rock compositions in a scCO\textsubscript{2}-brine system. These interactions often occur in a shorter period of time in carbonates compared to siliciclastic rocks (Bacci et al., 2011). In fact, sandstone as a siliciclastic rock does not show any significant geochemical reactions (De Silva et al., 2015). The mobilization of detrital or diagenetic clays can also clog pore throats, and decrease the injection rates (Ambrose et al., 2008). The scCO\textsubscript{2}-brine-rock chemical reactions based study carried out on the Goldeneye depleted gas reservoir located at offshore of North Sea indicated that the mechanical parameters (i.e., Young’s modulus, Poisson’s ratio) of sandstone reservoirs, consisting mainly of quartz (~80\%) and feldspars (~10\%) with small amounts of authigenic clays and intergranular cements, had not yet gone through any significant changes during the injection (Hangx et al., 2013).

Residual trapping is probably one of the trapping mechanisms with known impacts on the injectivity (Kimbrel et al., 2015). The entrapment of injected scCO\textsubscript{2} in the pore space of rocks surrounded by water develops what is known as the residual CO\textsubscript{2} saturation during the residual trapping (Lamy et al., 2010; Iglauer et al., 2011a). This residual saturation is impacted by rock properties and can be measured
experimentally in a lab (Suzanne et al., 2001; Suzanne et al., 2003). Previous studies investigating depleted natural gas reservoirs stated that the success of an enhanced gas recovery (EGR) practice and CO$_2$ storage is linked to the injection strategy, reservoir characteristics and operational parameters (Oldenburg and Benson, 2001a; Jikich et al., 2003; Feather and Archer, 2010). The residual gas in depleted reservoirs may significantly increase or decrease the storage capacity (Saeedi, 2012). It also reduces the brine mobility and decreases the density and viscosity of gas mixtures when it dissolves into the supercritical CO$_2$ (Oldenburg and Doughty, 2011). Saeedi and Rezaee (2012) experimental investigation showed that the saturation of residual gas in sandstone decreases the CO$_2$ injectivity at early stages but this injectivity improves as the injection progresses. This would be mainly due to the permeability dependent rate of replacing CO$_2$ with residual gases.

### 1.3.3 Trapping mechanisms

As the pressure builds up due to the injections, the trapping of scCO$_2$ in a geological site is known to take place. The efficiency of the trapping mechanism, however, depends mainly on reservoir characteristics and in-situ parameters (Bachu, 2001). For instance, a structural/stratigraphic trapping of free scCO$_2$ occurs due to high capillary entry pressure in the overlying seal. Solubility trapping, on the other hand, is a long-term process taken place when scCO$_2$ dissolves into subsurface fluids and the dissolved CO$_2$ reacts with rocks in a long term, leading to mineral trapping (Iglauer et al., 2011a; Zhang and Song, 2014). Figure 1.4 is displaying the four trapping mechanisms during CO$_2$ storage. Generally speaking, site selections based on dominant trapping mechanisms are essential to prevent any leakage to surface or subsurface resources.

In the context of a structural trapping, CO$_2$ flows vertically upon the injection in the absence of prominent barriers and accumulates below any seals due to the gravity force. Although, this accumulation is immobilized by residual or solubility trappings (Riaz and Cinar, 2014), depending on the degree of seal integrity, reactivated faults or poorly completed wells can potentially result in leakage of CO$_2$ into other permeable formations (Saeedi, 2012).
The geometry of pore spaces, rock–fluid interactions and fluid–fluid interactions play vital roles when it comes to the CO₂ storage in a geological site (Chalbaud et al., 2010). The Laplace model represents these interactions (Eq. (1.1)), which affect the flow process and in the long-term, control the capillary-sealing efficiency (Chalbaud et al., 2010):

\[
P_c = P_{CO_2} - P_{brine} = \frac{2 \sigma_{brine-CO_2} \cdot \cos \theta}{r}
\]

In Eq. (1.1), \(P_c\) is the capillary pressure, \(\sigma_{brine-CO_2}\) is the interfacial tension between brine and CO₂, \(r\) is the largest connected pore throat and \(\theta\) is the contact angle representing the rock wettability.

There are numerous parameters which can control the residual trapping, including vertical permeability, thermodynamic properties of a CO₂ - H₂O phase, heterogeneity, etc. For instance, brine viscosity reduces the chance of having a good residual trapping mechanism (Taku Ide et al., 2007; Bandara et al., 2011). Interfacial tension
is another parameter which is linked to the residual CO$_2$ saturation (Wildenschild et al., 2011), particularly in consolidated sandstone reservoirs (Raza et al., 2016). However, the CO$_2$–brine interfacial tension is less than that of a hydrocarbon–brine and thus, a lower residual gas saturation is usually observed in a CO$_2$-brine system (Saeedi and Rezaee, 2012). The interfacial tension decreases with increasing the pressure and is impacted by the temperature to a great extent (Sarmadivaleh et al., 2015).

There have been many studies indicating the importance of wettability during the CO$_2$ storage practice. Contact angle is the parameter quantifying the wettability in a CO$_2$-brine system and is sensitive to the variation of pressure and temperature (Iglauer et al., 2015; Sarmadivaleh et al., 2015). According to the recent studies, this contact angle has a great impact on the injectivity, containment security, structural, residual, solubility and mineral trapping capacities (Iglauer et al., 2015). According to Iglauer et al. (2011a), the contact angle has a great impact on the residual trapping in a water-wet system because scCO$_2$ appears occasionally in a non-wetting phase. In a non-water-wet system, therefore, the pressure on the seal is increased by the scCO$_2$ plume resulting in fracture initiations and leakages through the site. Sandstone and limestone plus pure minerals such as quartz, calcite, feldspars, and mica are strongly water-wet in a CO$_2$-water system (Iglauer et al., 2015). Pentland et al. (2011) highlighted that the residual CO$_2$ saturation may not be high if CO$_2$ acts as a wetting phase.

The pore throat size and its distribution are important in the fluid transportation processes due to their effects on reservoir properties (i.e., fluid saturation, porosity, permeability and, to some extent, wettability) (Lake et al., 1986). In the context of CO$_2$ storages, having a narrow pore throat size is more beneficial than a wider pore one because the high aspect ratio (i.e., pore-body radius to pore throat radius) affects the fluid interface and causes the flow of the wetting phase to go into the pore throats offering a high non-wetting phase saturation (Grobe et al., 2009; Pentland et al., 2012). Although, a large volume of heterogeneous rocks accepts the injected CO$_2$ due to disperse flow paths (Ambrose et al., 2008), high heterogeneity in the pore-
throat size distribution affects the CO$_2$ distribution and flooding processes (Wei et al., 2014). Therefore, slow and lateral movements of scCO$_2$ in the storage site is crucial to enhance the chance of immobilization in a low permeability medium (Shi and Durucan, 2009; Teletzke and Lu, 2013). On the other hand, a fast movement of scCO$_2$ plume in the absence of any barriers in the storage site can alter the wettability due to the pressure build-up, and reduces the breakthrough capillary efficiency of the seal during a long-term contact (Chalbaud et al., 2010).

A favorable residual trapping is often achieved in quartz-rich sandstones and carbonates which are strongly water-wet (Iglauer et al., 2011a). Carbonates are mostly composed of calcite and dolomite while sandstone comprises of quartz and feldspar. The solubility rate (solubility trapping) in the pore water is linked to the composition of reservoir fluids and rocks. For instance, if a rock is composed mainly of carbonates, the chemical reactions of brine with the rock increase the solubility (De Silva et al., 2015). However, carbonates are more stress sensitive than sandstones and this may cause complexities during the storage (Lamy et al., 2010). When it comes to the solubility trapping, the temperature, the pressure, salinity ranges, and type/composition of rocks play crucial roles (De Silva et al., 2015). For instance, high temperature and low pressure conditions result in having a low-density CO$_2$, which in turn causes the scCO$_2$ plume to flow at a higher rate and makes the monitoring far more complicated (Lu et al., 2009). The increase of CO$_2$ pressure, on the other hand, increases the CO$_2$ dissolution and the brine density (De Silva et al., 2015). This increase in the density may result in gravitational instabilities in which denser brine moves downward away from the flowing scCO$_2$ plume, promoting the solubility trapping (Elenius et al., 2015; Iglauer et al., 2015). According to Chevalier et al. (2010), the CO$_2$ solubility is favorable in the low temperature and low saline areas.

Mineral trapping is the final phase of trapping occurs from the fact that when scCO$_2$ dissolves in water and it forms a weak carbonic acid (Ketzer et al., 2012). Over a long time, however, this weak carbonic acid can react with the minerals in the surrounding rock to form solid carbonate minerals (Zhang and Song, 2014).
Depending on the chemistry of the rock and brine in subsurface geologic media, this trapping can be very slow or rapid but mineral trapping binds CO$_2$ to the rock and scCO$_2$ becomes more securely trapped with time (De Silva et al., 2015).

1.3.4 Containment

Containments of a storage site depend mainly on the characteristics of caprocks, faults and fracture surrounding a reservoir. Caprock is not usually a concern when the integrity of a storage site is evaluated, but the sealing ability of faults has often raised an alarm. A fault must have a permeability of less than 0.1mD (Ketzer et al., 2012) and should be surrounded by clays and evaporites or other impervious rocks in order to be counted as a reliable seal (Van der Meer, 2005). Seals capacity, their geometry and integrity are the most important aspects of containment when it comes to the storage site reliability analysis (Ambrose et al., 2008).

The sealing capacity of a fault, however, is affected by the pore-throat size, contact angle (wettability) and interfacial tension of rock forming minerals (Daniel and Kaldi, 2008). These minerals, including mica, muscovite and phlogopite, are strongly water-wet and favor the sealing ability of caprocks or faults against the leakage of the scCO$_2$ plume (Iglauer et al., 2015). The upper limit of the breakthrough pressure of a seal, on the other hand, is linked to the interfacial tension of the CO$_2$-water system and is often less than that of the oil-water system. Thus, detailed analysis of the pressure sustained by seals is crucial before and during the injection (Li et al., 2006). For example, a study on the faults surrounding the Gippsland Basin in Australia indicated that the sealing capacity would not be the same at different locations, depending on the interfacial tension of CO$_2$-water systems (Divko et al., 2010).

Thickness of a seal is another aspect of integrity analysis which should not be neglected (Kaldi et al., 2013). According to Chadwick et al. (2008), Chevalier et al. (2010) and Ramirez et al. (2010), a seal must have a thickness of at least 10 m to provide resistance against the CO$_2$ plume pressure.

A seal integrity changes by the increase of the pore pressure and stress variations induced due to the injection (Ouellet et al., 2011; Kaldi et al., 2013). A significant
increase of the pressure during the injection decreases the normal stress on a fault surface and causes the mechanical break-down (reactivation) (Olden et al., 2012). Therefore, hydraulic integrity analysis of storage sites is essential before starting or even during the storage.

Compressibility of geologic sites is another vital piece of information which should be a part of the analysis. If a reservoir is highly compressible, changes of pore pressure reactivate the faults during the compaction, causing a significant leakage to surrounding formations. Geomechanical evaluation has then become inevitable for those hydrocarbon reservoirs suffering from a severe compaction effect, such as the Wilmington oil reservoir in California and Ekofisk reservoir in the North Sea (Olden et al., 2012).

Last, but not least is the wellbore condition which is linked to the cement placement and near-reservoir stress conditions before the injection (Hawkes et al., 2004). Analysis of seismic and well data, especially Cement Bond Logs (CBL) during the production stage, would be required to ensure that the wellbore condition may not become a serious issue during the injection.

1.3.5 Cost

There are many economic aspects included in the site selection which should not be neglected. Transportation of large quantities of CO$_2$ from a source to storage sites can be done through pipelines in a cost-effective way. The cost of this transportation, however, depends mainly on locations (e.g. onshore or offshore), the size and composition of pipelines and operating conditions (Bennaceur et al., 2008). According to IPCC (2005), transportation cost from a source to a site is estimated to be around 1-8 USD/tCO$_2$ per 250 km pipeline. The report released in the recent years indicated that as long as the distance between major sources and prospective sedimentary basins is less than 300 km, transportation may not induce excessive costs on storage projects (IPCC, 2005-Table SPM.4). Non-condensable impurities such as N$_2$, O$_2$ and Ar which are often mixed with CO$_2$ during the capturing practice may also pose extra costs on storage projects. These impurities are required to be
separated before the injection as they may reduce the storage capacity of a site (Wang et al., 2011). Furthermore, moisture of CO₂ needs to be removed to avoid corrosions and hydration, which can induce extra costs (Ghg, 2004). Thus, careful considerations of costs included in a storage project is an essential step at the early stages before the injection begins.

1.4 CCS practices worldwide

There have been a number of large scale projects across the world with significant milestones in the past year, where the CCS technology has been employed, as shown in Figure 1.5 (Institute, 2016).

The Sleipner CO₂ storage project, located off the Norwegian coast, with more than 16 million tones (Mt) of CO₂ injected since the commencement of the project in 1996, is great example of success in the CCS projects. The Snøhvit CO₂ storage project, which is also located offshore of Norway has started the operation since 2008 with more than three million tons of CO₂ injected. In Brazil, Petrobras announced that, as of December 2015, the Santos Basin Pre-Salt Oil Reservoir based CCS project located approximately 300 km off the coast of Rio de Janeiro in ultra-deep water had injected three million tons of CO₂ into the producing reservoirs. The Air Products Steam Methane Reformer EOR project in Texas had captured three million tons of CO₂ from the hydrogen production facilities as of June 2016. The Boundary Dam Carbon Capture and Storage Project had captured one million tons of CO₂ from its Unit 3 power generation facility as of July 2016. The Quest project in Alberta, Canada, had successfully captured and stored more than one million tons of CO₂ into a deep saline formation as of September 2016. In October 2016, the US DOE Office of Fossil Energy website highlighted that over 13 Mt of CO₂ has been injected in the US as part of the DOE’s Clean Coal Research, Development, and Demonstration Programs. The Jilin Oil Reservoir EOR demonstration project in China began CO₂ injection ten years ago, and reached one million tons of CO₂ injected in 2016.
1.5 CCS scope in Malaysia

Malaysia is on the verge of becoming an industrialized nation and soon the country would have a greater role in the fight against climate change (Lai et al., 2011). Power generations by the fossil fuel consumption, in Malaysia, is significantly contributing to the increase of the CO$_2$ level (IEA, 2014). This high emission is released into the atmosphere due to stationary sources along the coast of the West Malaysia. This situation may become far worse when coal reserves of the East Malaysia are utilized for the power generation after the depletion of hydrocarbon reserves (ICTPL, 2005). Given the domination of fossil fuels in Malaysia’s energy sectors, CO$_2$ emissions would increase from 211 Mt in 2013 to almost 430 Mt by 2040 (Figure 1.6).

Coal used in the power sector is responsible for two-thirds of the increase in emissions over this period. The carbon intensity of Malaysia’s economy is one-and-a-half times greater than the average in Southeast Asia. Malaysia’s carbon intensity declines by 33% over this 27 years due to structural changes in its economy and the implementation of measures and policies, such as the Renewable Energy Act. The
power sector’s share of CO₂ emissions would increase by 14 percentage in 2040 (IEA, 2015). Thus, there is a great need to cut down CO₂ emission in Malaysia.

![Energy-related CO₂ emissions by sector in Malaysia (IEA, 2015)](image)

**Fig. 1.6** Energy-related CO₂ emissions by sector in Malaysia (IEA, 2015)

Considering the risk of CO₂ emission in Malaysia, there have been a limited number of reviews on the potential and technical feasibility of CCS in Malaysia (e.g. see (Othman et al., 2009; Oh, 2010). There have also been very limited number of studies (Masoudi et al., 2011; Jalil et al., 2012; Masoudi et al., 2013) carried out so far to evaluate the petroleum reservoirs located in Malaysia for a storage practice. **Figure 1.7** shows that a large number of offshore reservoirs in South China Sea that can potentially be used for CO₂ storage in Malaysia. For example, the Alpha carbonate gas field located approximately 250 km offshore, Sarawak, East Malaysia contained approximately 70% CO₂ and good gas reserves. As part of CO₂ mitigation plan during Alpha field development, CO₂ will be transported, injected and sequestrated into depleted nearby gas fields (Jalil et al., 2012).

When examining this **Figure 1.7**, it seems that Malaysia has a great potential to implement CCS, but the technical reliability, safety, implementation cost and availability of quality storage capacity of petroleum reservoirs must be properly addressed first before making any final decisions. This study would be one of the pioneering work to address the current shortcomings in the field of CO₂ storage.
reservoir characterization and to conduct the reservoir characterization of carbonate gas reservoir of Malaysia for their potential as a CO$_2$ storage site.

1.6 Research objectives

The aim of this thesis is to characterize a carbonate gas reservoir of Malaysia for their potential as suitable CO$_2$ storage sites by addressing the issues related to field of CO$_2$ storage reservoir characterization. This would be accomplished by achieving the following objectives:

1) Reservoir characterization to evaluate the petrophysical, lithological and geomechanical aspects of the reservoir through the reservoir data.

2) Proposing an approach to assess the residual CO$_2$ saturation and its validation based on experimental data and numerical modeling.

3) Utilization of the proposed approach to determine the residual saturation of CO$_2$ by the help of the reservoir data.
4) Performing an injectivity assessment using experimental approaches at certain CO$_2$ injection rates on available core samples to evaluate the pressure drop, rock strength and the rock dissolution.

5) Numerical modeling based on reservoir data to examine the CO$_2$ injectivity in different aspects at optimum CO$_2$ injection rate.

1.7 Research significance

A comprehensive assessment of key storage aspects (i.e., storage capacity, injectivity, trapping mechanisms, and containment) of subsurface geologic site for CO$_2$ storage is crucial for the success of CCS projects. Over the last decades, a significant level of knowledge has been gained as to how to the subsurface geological media can be evaluated for their storage potentials, but there are still many remaining issues which have not been addressed yet. This study attempts to tackle few of these issues by:

1) Presenting a new CO$_2$ storage site, injection well and injection zone evaluation screening criteria for depleted reservoirs.

2) Proposing a method to estimate the residual saturation of CO$_2$ which can make the selection of depleted petroleum reservoirs easier.

3) Assessing injectivity properties of the reservoir on the core scale to provide a better insight into the reservoir capacity when it comes to the injection.

4) Developing a new scheme to determine the optimum injection rate and/or the injection scheme for storage purpose.

1.8 Research design

By addressing the issues related to CO$_2$ storage, reservoir characterization might be brought to the next level that will be answered in this thesis. In research design, screening tools for reservoir, injection well and injection zone have been proposed based on critical literature review. These screening tools have been applied on carbonate gas reservoir as per availability of the reservoir data (i.e., reservoir
information, petrographic analysis, well logging and coring data) for preliminary assessment of CO₂ storage aspects. For this evaluation, analytical correlations (given in Appendix) and Interactive Petrophysics Tool were used. In addition, a few well logs were calibrated with the available core data. A new CO₂ residual trapping evaluation analytical approach has been established based on Laplace method with its validation via core flooding experimental data and numerical modeling. By using the well logging data and other information, the approach has been applied on gas reservoir for CO₂ residual trapping potential. Moreover, the significance of compaction and geochemical effects in CO₂ storage sites has been explored via ultrasonic pulse measurements and SEM analysis during evaluation of injectivity. Finally, the role of optimum injection rate on injectivity evaluation has been shown by carrying out the numerical modeling of carbonate gas reservoir with Eclipse simulator (Schlumberger 2014a, 2014b).

1.9 Outline of this thesis

The thesis is organized into seven chapters. Chapter 1 in an introduction to the research subject, Chapter 2 presents a detailed literature survey highlighting significant research gaps in the field of CO₂ storage characterization. Chapter 3 brings a new screening criteria for storage site selection. A systematic guideline is also proposed for injection well evaluation in depleted reservoirs which can be followed for injection and monitoring purposes. Some indicators are proposed to justify the good zones for favorable CO₂ storage. Based on the proposed screening criteria, the preliminary assessment of the depleted gas reservoir, injection well and injection zone is also carried out by utilizing the available reservoir information. The positive and negative storage indicators associated with gas reservoir are also highlighted during the evaluation. In chapter 4, a new approach to estimate the residual trapping ability is presented by considering the interfacial tension, wettability, residual gas saturation. This approach is validated by experimental and numerical approaches. The implementation of the developed approach at the field level is also shown. In this chapter, an investigation is also done on the variation of trapping mechanisms against pressure, temperature and salinity level. Chapter 5 discusses the injectivity
(pressure drop), reservoir strength and the rock dissolution considering the geochemical and compaction effects. It is also shown that how injection of different fluids type may change the rock structure under different in-situ stresses. In chapter 6, a numerical modeling is conducted to evaluate the injectivity and effective storage potential at the optimum injection rate considering the carbonate gas reservoir. Finally, chapter 7 summarizes the research findings, provides an overview of the general conclusions of this thesis and recommendations on possible new research directions to be further evaluated.
CHAPTER 2
LITERATURE REVIEW

2.1 Introduction

This chapter presents an overview on the existing research studies on different areas related to CO₂ storage reservoir characterization of subsurface geologic sites. This includes preliminary assessment of storage site, injection well and injection zone, CO₂ residual trapping assessment method, geomechanical and geochemical interactions impact on reservoir integrity, and selection of optimum CO₂ injection rate for CO₂ storage in petroleum reservoirs. The purpose to focus on these areas is to address the current shortcomings that can influence the overall comprehensive reservoir characterization and identification of petroleum reservoirs for CO₂ storage purposes. The review is done so that the research gaps can be addressed based on the current research objectives.

2.2 Preliminary assessment of CO₂ storage site

The preliminary assessment of subsurface geologic media has been a topic of interest in recent years and carried out based on screening criteria by using field data and analytical methods. This preliminary assessment of key CO₂ storage aspects is essential to mark the most suitable storage site for comprehensive CO₂ storage reservoir characterization. For instance, Koukouzas et al. (2009) evaluated the sedimentary basins of Greece for effective CO₂ storage. This evaluation was carried out based on the criteria developed by Bachu (2003) and modified by Gibson-Poole et al. (2006). However, there were no studies on the storage capacity and structural integrity of the reservoir. Likewise, the study performed by Mao et al. (2014) as a preliminary assessment of a geological CO₂ storage site in Cambodian sedimentary basins followed the screening criteria proposed by Bachu (2003). In another study, Ramirez et al. (2010) focused on aquifers and depleted reservoirs for CO₂ storage and selected a few of them based on their own screening criteria, which were limited to
the storage capacity, depth, thickness, porosity, permeability, seal/reservoir composition, and initial pressure. Bedard et al. (2010) made a preliminary assessment of the theoretical and effective capacities of reservoirs located at the basin of the Potsdam, Beekmantown and Trenton in St Lawrence. They developed basin-level practical criteria that only considered the depth, size, and tectonic setting of the basin, fault occurrences, the presence of an extensive vertical and horizontal seal (caprock), accessibility, infrastructure and the proximity of large CO2 sources. Fang and Li (2011) considered annual emissions of large-scale CO2 point emission sources instead of making a thorough evaluation of geologic media in Chongqing, China for the purpose of CO2, and estimated the theoretical CO2 storage capacities of depleted gas reservoirs, unmineable coalbeds, and saline aquifers for site-source matching. Carneiro and Alberto (2014) assessed the Rovuma basin for CO2 storage, and only the lithology, geologic structure, and storage capacities were taken into consideration. Solomon et al. (2014) quantified the storage potential of the Mozambique Basin to identify the best area for CO2 storage based on a capacity assessment of deep saline aquifers using a geographic information system (GIS). In a nutshell, none of the studies carried out in recent years provided a detailed preliminary assessment of depleted reservoirs by considering all of the parameters that affect the safety and success of a storage site.

Screening criteria is used to initially mark the suitable storage site by carrying out the preliminary assessment of available subsurface geological mediums. A general CO2 storage criteria has already been presented based on local-scale projects in which depth, permeability, porosity, CO2 density and containment factors were considered for selection of an appropriate storage site, there are few other aspects which are yet to be considered. There are few studies presenting a screening criteria for depleted reservoirs by referring to different aspects of a storage site. For instance, Kovscek (2002) presented a screening criteria for the CO2 storage in depleted oil reservoirs. Key parameters such as reservoir depth, storage capacity, water and oil volumes in place, formation thickness, and permeability were considered in his criteria. He indicated the density of scCO2 as one of the important parameters which should be included as a part of site selection. There was also an emphasis on the
relationship between the production and fault and fractures reactivations (Kovscek, 2002). Solomon (2006) proposed a criteria in which the depth of injection, the density of CO$_2$ and brine, reservoir properties, impurities and durations of storages for an EOR practice were taken into consideration. Chadwick et al. (2008) presented a local scale criteria based on the integrated experiences of five CO$_2$ injection projects in Europe (See Table 2.1). Ramirez et al. (2010) used a Multi-Criteria Analysis (MCA) method to develop a screening criteria which could be used to rank the suitability of Netherlands reservoirs (e.g., aquifer, gas and oil) for a long-term CO$_2$ storage. They considered three parameters: 1) storage capacity, 2) storage costs and 3) locations as the threshold screening factors. Table 2.2 gives the threshold of screen parameters used by Ramirez et al. (2010).

**Table 2.1** The screening criteria proposed for the CO$_2$ storage by Chadwick et al. (2008)

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Positive Indicators</th>
<th>Cautionary Indicators</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total storage capacity</td>
<td>Total capacity of reservoir estimated to be much larger than the total amount produced from the CO$_2$ source</td>
<td>Total capacity of reservoir estimated to be similar or less than the total amount produced from the CO$_2$ source</td>
</tr>
<tr>
<td>Depth</td>
<td>1000-2500 m</td>
<td>&lt;800 m or &gt;2500 m</td>
</tr>
<tr>
<td>Thickness (net)</td>
<td>&gt;&gt;50 m</td>
<td>&lt;20 m</td>
</tr>
<tr>
<td>Porosity</td>
<td>&gt;20%</td>
<td>&lt;10%</td>
</tr>
<tr>
<td>Permeability</td>
<td>&gt;300 mD</td>
<td>10-100 mD</td>
</tr>
<tr>
<td>Salinity</td>
<td>&gt;100 g/L</td>
<td>&lt;30 g/L</td>
</tr>
<tr>
<td>Seal Properties</td>
<td>Lateral continuity</td>
<td>Laterally Variable Faults</td>
</tr>
<tr>
<td></td>
<td>Un-faulted</td>
<td></td>
</tr>
<tr>
<td>Thickness</td>
<td>&gt;100 m</td>
<td>&lt;20 m</td>
</tr>
<tr>
<td>Capillary entry pressure</td>
<td>Much greater than buoyancy force of maximum produced CO$_2$ column height</td>
<td>Similar to buoyancy force of maximum produced CO$_2$ column height</td>
</tr>
</tbody>
</table>

There are many other preliminary factors linked to the storage capacity, injectivity, trapping mechanisms, and containment which should not be neglected during a storage site selection as discussed in Chapter 1. These parameters are reservoir/well types, mineralogy, residual gas saturation, subsurface conditions, rock types, wettability, properties of CO$_2$, and sealing potential factors, but earlier scholars have not yet been included in any screening criteria, which may bring ambiguity in the preliminary assessment during the initial selection of potential storage media.
2.3 Preliminary evaluation of injection well

Assessing the potential injection well in depleted petroleum reservoirs is necessary to make for safe CO₂ injection operation as abrupt leakages could occur during and after CO₂ injection through injection or abandoned wells (IPCC, 2005-pp197). Abrupt wellbore leakage/failure is related to time-independent mechanical factors, taking place during drilling, completion, and/or abandonment (Watson and Bachu, 2009; Zhang and Bachu, 2011) which can be reviewed by evaluating the integrity of wellbore and reservoir to avoid leakage.

2.3.1 Integrity of well

Subsurface issues are generally referred to any subsurface failures, such as insufficient performance of barriers, fault reactivation and wellbore leakage which may cause severe loss of money or resources (Cooper, 2009). Wellbore failures, in these cases, may include surface casing vent flow, casing failure, tubing and packer failure, as well as zonal isolation loss. The cement placement also plays a vital role in enhancing the chance of leakage when wells are drilled and completed for injection purposes (Gasda et al., 2004; Bachu and Watson, 2009). In fact, Portland cement which is a conventional type of cement used in oil and gas wells may have leakage pathways due to a poor cement placement (Hawkes et al., 2004) or can be degraded due to exposed to scCO₂ (Abid et al., 2015). Several studies have been conducted on

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Threshold</th>
</tr>
</thead>
<tbody>
<tr>
<td>Storage capacity</td>
<td>≥4 Mt for gas/oil and ≥2 Mt for aquifer</td>
</tr>
<tr>
<td>Thickness reservoir</td>
<td>&gt;10 m</td>
</tr>
<tr>
<td>Top depth reservoir</td>
<td>≥800 m</td>
</tr>
<tr>
<td>Reservoir porosity</td>
<td>Aquifers: &gt;10%</td>
</tr>
<tr>
<td>Reservoir permeability</td>
<td>Aquifers: an expected permeability of 200 mD or more</td>
</tr>
<tr>
<td>Thickness of seal</td>
<td>≥10 m. Both simple seals as well as complex seal have been taken into account.</td>
</tr>
<tr>
<td>Seal composition</td>
<td>Salt, anhydrite, shale or claystones</td>
</tr>
<tr>
<td>Reservoir composition</td>
<td>Aquifers: sandstone, hydrocarbon fields: limestone, sandstone, siltstone, carbonates</td>
</tr>
<tr>
<td>Initial pressure</td>
<td>Overpressure excluded</td>
</tr>
<tr>
<td>Salt domes</td>
<td>Relevant for aquifers. Traps located alongside/ near salt domes/walls have been excluded because there is a high risk of salt cementation</td>
</tr>
</tbody>
</table>
the cement behavior in the presence of scCO₂. Most of these studies indicated that the cement cannot withstand the excessive acidic environment created due to CO₂ injection (Zhang and Bachu, 2011; Yamaguchi et al., 2013; Duguid et al., 2014; Abid et al., 2015; Hangx et al., 2015a). Carey et al. (2007) studied on the core samples taken from the interface of casing, cement and shale caprock in a well exposed to CO₂ for almost 30 years. They observed a prominent carbonation in the cement but cement integrity was not completely lost. Watson and Bachu (2008) provided a discussion on the ability of cements with different additives to withstand scCO₂ attack. They found that cement additives, such as bentonite (or other gel additives) and gypsum, may have a negative impact on the cement durability. Watson and Bachu (2009) endorsed leakages through the poorly cemented casing/hole annulus and casing failure based on the analysis of 315,000 oil, gas and injection wells drilled in Alberta, Canada. They reported few factors as the indication of potential leakages such as deviation, well type (cased or uncased), abandonment method, quality of cement, non-cemented casing/hole annulus, oil price, regulatory changes, and Surface Casing Vent Flow (SCVF) line through an annulus. No relationship was, however, observed between the leakage and age of wells, operational mode, completion interval, and presence of acid gas (H₂S and CO₂) in the produced fluids. Duguid et al. (2014) reported a similar effect as previously highlighted by Watson and Bachu (2008). They assessed a 68 years old well used for the injection project through logging and laboratory analysis and found a poor isolation and signs of micro-annulus in the cement. Hangx et al. (2015a) stated that chemical induced reactions affect the brittle strength of cements and might be dependent on the exposure time. In fact, potential leakages through abandoned wells are one of the primary risks under these circumstances.

2.3.2 Integrity of reservoir

The hydraulic integrity of the site has also been viewed from different aspects in recent years (Rutqvist et al., 2007; Ferronato et al., 2010; Vidal-Gilbert et al., 2010; Kim and Hosseini, 2014; Tillner et al., 2014; Hangx et al. 2015b). For instance, a high-pressure squeeze or water flooding is the reason of having fractures near the wellbore prior to CO₂ flooding, which can be detected by geomechanical analysis or
reviewing the operation history, cementing and work-over reports (Hawkes et al., 2004). Fracturing during injection can also occur if the injection pressure exceeds the fracture initiation pressure of the reservoir/caprock (Hawkes et al., 2004). Therefore, it is necessary to assess the fracture initiation pressure of the reservoir by considering geomechanical effects associated with pre-production, post-production and future CO₂ injection (Masoudi et al., 2011). This is mainly because mechanical failure of a caprock and/or reservoir in a high injection pressure can cause an excessive fracture propagation in the reservoir which can move towards the caprock if it cannot be controlled (Loizzo et al., 2010). Watson and Bachu (2008) emphasized that hydraulic fractures, perforations, and acidization increase the risk of wellbore leakage due to weakening the cement sheath. In fact, multiple completions or perforated intervals offer a cross flow between zones within the wellbore (Watson and Bachu, 2008). This fracturing can become crucial in terms of subsurface leakage due to chemical reactions induced changes in fracture hydrodynamics (Deng et al., 2013). It happened as a result of time-dependent chemical reactions taken place due to the development of H₂CO₃ (carbonic acid), HCO₃⁻ (bicarbonate ions) and CO₃²⁻ (carbonate ions) in the formation saline water (Solomon, 2006). These ions affect the strength of the medium and caprock (Espinoza et al., 2011; Erickson et al., 2015). To mitigate leakage from the caprock, monitoring techniques including wellbore integrity tests, fluid sampling, CO₂ gas tracer, electric spontaneous potential measurement, micro-seismic and cross-well seismic data acquisition can be taken into consideration (Zhang et al., 2015a).

To date, none of the studies carried out in the past provided all of essential steps to select a suitable injection well for a storage task. Hence, considering the importance of wellbore leakage and integrity during the well selection, there is a need to propose a guideline based on aforementioned literature to make preliminary evaluation of injection well in depleted petroleum reservoirs that could help to identify a suitable storage site with potential injection wells.
2.4 Preliminary evaluation of injection zone

Assessing the potential injection zone in depleted petroleum reservoirs prior to CO₂ injection can be helpful to achieve favourable CO₂ injectivity. For this, preliminary evaluation (Olierook et al., 2014) and comprehensive evaluation (Jalil et al., 2012) has been carried out. To our best knowledge, there is not any study considering all key factors related to CO₂ injectivity as pointed out in Chapter 1 that is necessary to take into account for preliminary injectivity evaluation. For instance, the good quality lithofacies section (Olierook et al., 2014) as well as the amount of remaining oil in a reservoir significantly affects the relative permeability and injectivity of a depleted site (Kovscek, 2002). These parameters could be utilized along with group of key factors related to injectivity as pointed out in Chapter 1 for making preliminary assessment of injectivity potential that could help to identify a suitable storage site having potential injection zones.

2.5 CO₂ residual trapping

Upon injection, CO₂ residual trapping occurs and results residual CO₂ saturation by capillary forces. The determination of residual trapping exposed the actual residual trapping potential of storage site (Jalil et al., 2012; Saeedi and Rezaee, 2012) that is significant in reservoir characterization for CO₂ storage. Comparatively, it is the most efficient mechanism with a quick trapping capability relative to other trapping mechanisms (Burnside and Naylor, 2014), having considerable impacts on the rate and extent of the plume migration, immobilization and storage security (Krevor et al., 2015).

Residual trapping entraps the injected CO₂ in the same way as it immobilizes the non-wetting phase in oil/water and gas/water systems (Iglauer et al., 2011b). However, there are a number of parameters such as rock-fluid characteristics, geologic settings and injection conditions which are linked to the residual CO₂ trapping, as summarized in Table 2.3 (Raza et al., 2016).

Having known the effect of these parameters on the residual trapping makes it hard to quantify the residual trapping capability of a storage site prior to CO₂ injection.
This might be the reason why there are almost no study on determination of residual trapping in a reservoir scale and most of studies are limited to experimental investigations.

Table 2.3 Effective parameters of CO₂ residual trapping

<table>
<thead>
<tr>
<th>Reference</th>
<th>Parameter</th>
<th>Approach</th>
<th>Relationship with Residual CO₂ Saturation</th>
<th>Rock type</th>
</tr>
</thead>
<tbody>
<tr>
<td>(Pentland, 2011)</td>
<td>Aspect ratio</td>
<td>Experimental</td>
<td>Direct</td>
<td>Sandstone</td>
</tr>
<tr>
<td>(Tanino and Blunt, 2012)</td>
<td>Aspect ratio</td>
<td>Experimental</td>
<td>Direct</td>
<td>Limestone &amp; Sandstone</td>
</tr>
<tr>
<td>(Almansoori et al., 2009)</td>
<td>Initial oil saturation</td>
<td>Experimental</td>
<td>Direct</td>
<td>Unconsolidated-Sandpaks</td>
</tr>
<tr>
<td>(Lamy et al., 2010)</td>
<td>Initial oil saturation</td>
<td>Experimental</td>
<td>Direct</td>
<td>Carbonate</td>
</tr>
<tr>
<td>(Krevor et al., 2012)</td>
<td>Initial gas saturation</td>
<td>Experimental</td>
<td>Direct</td>
<td>Sandstone</td>
</tr>
<tr>
<td>(Suekane and Nguyen, 2013)</td>
<td>Initial gas saturation</td>
<td>Experimental</td>
<td>Direct</td>
<td>Sandstone</td>
</tr>
<tr>
<td>(Bennion and Bachu, 2006)</td>
<td>Interfacial tension (brine-CO₂)</td>
<td>Experimental</td>
<td>Direct</td>
<td>Sandstone</td>
</tr>
<tr>
<td>(Jiang and Tsuji, 2015)</td>
<td>Interfacial tension (brine-CO₂)</td>
<td>Numerical</td>
<td>Direct</td>
<td>Sandstone</td>
</tr>
<tr>
<td>(Taku Ide et al., 2007)</td>
<td>Gravity number</td>
<td>Simulation</td>
<td>Indirect</td>
<td>Sandstone</td>
</tr>
<tr>
<td>(Pentland et al., 2012)</td>
<td>Pore Geometry</td>
<td>Experimental</td>
<td>Direct (Narrow pore throats)</td>
<td>Sandstone &amp; carbonates</td>
</tr>
<tr>
<td>(Andrew et al., 2014)</td>
<td>Rock Type</td>
<td>Experimental</td>
<td>Sandstone better than carbonates</td>
<td>Sandstone</td>
</tr>
<tr>
<td>(Mansoori et al., 2009)</td>
<td>Porosity</td>
<td>Experimental</td>
<td>Indirect</td>
<td>Sandstone</td>
</tr>
<tr>
<td>(Lamy et al., 2010)</td>
<td>Porosity</td>
<td>Experimental</td>
<td>Indirect</td>
<td>Carbonate</td>
</tr>
<tr>
<td>(Pentland, 2011)</td>
<td>Pore coordination number</td>
<td>Experimental</td>
<td>Indirect</td>
<td>Sandstone</td>
</tr>
<tr>
<td>(Suekane et al., 2010)</td>
<td>Capillary number</td>
<td>Experimental</td>
<td>Indirect</td>
<td>Sandstone</td>
</tr>
<tr>
<td>(Khishvand et al., 2016)</td>
<td>Overburden pressure</td>
<td>Experimental</td>
<td>Direct</td>
<td>Sandstone</td>
</tr>
<tr>
<td>(Saeedi et al., 2012)</td>
<td>Pore pressure</td>
<td>Experimental</td>
<td>Indirect</td>
<td>Sandstone</td>
</tr>
<tr>
<td>(Juanes et al., 2006)</td>
<td>Relative permeability hysteresis</td>
<td>Simulation</td>
<td>Have a positive influence</td>
<td>Sandstone</td>
</tr>
<tr>
<td>(Iglauer et al., 2011b; Iglauer et al., 2015)</td>
<td>Wettability</td>
<td>Experimental; Review</td>
<td>Have a positive influence (strong water wet)</td>
<td>Sandstone</td>
</tr>
<tr>
<td>(Saeedi and Rezaee, 2012)</td>
<td>Residual natural gas</td>
<td>Experimental</td>
<td>No effect</td>
<td>Sandstone</td>
</tr>
<tr>
<td>(Tokunaga et al., 2013)</td>
<td>Capillary pressure</td>
<td>Experimental</td>
<td>Direct</td>
<td>Quartz</td>
</tr>
<tr>
<td>(Wang and Tokunaga, 2015)</td>
<td>Capillary pressure</td>
<td>Experimental</td>
<td>Direct</td>
<td>Carbonates-Sandstone</td>
</tr>
<tr>
<td>(Raza et al., 2016)</td>
<td>Flow rate</td>
<td>Numerical</td>
<td>Direct</td>
<td>Sandstone</td>
</tr>
</tbody>
</table>

2.5.1 CO₂ residual trapping assessment

Residual trapping assessment is essential to predict the potential of residual CO₂ saturation. This assessment is important in reservoir characterization of CO₂ storage to identify potential storage site. CO₂ residual trapping has been estimated in many
studies by using experimental (Iglauer et al., 2010; Saeedi and Rezaee; 2012, Saeedi et al., 2012; Geistlinger and Mohammadian, 2015), numerical (Jalil et al., 2012) and reservoir-scale data analysis (LaForce et al., 2014) based approaches. There are also several trapping models proposed so far, including that of the Land (1968), Killough (1976), Jerauld (1997), and Spiteri and Juanes (2006), to determine the residual gas saturation as a function of initial gas saturation in which the Land trapping model is the most common correlation (Juanes et al., 2006; Iglauer et al., 2011b).

Core flooding without (Saeedi, 2012) or with the elastic waves measurements (Kitamura et al., 2013) are well-known experimental setups for assessments of residual trapping. For instance, Iglauer et al. (2011a) measured the CO₂ residual trapping in sandstones by the computed micro-tomography (m-CT) technique at elevated temperatures and pressures of storage conditions. Saeedi et al. (2012) carried out core flooding to mimic drainage and imbibition phenomenon for quantification of the residual trapping in sandstone samples, where changes in stresses were included in the analysis. Kitamura et al. (2013) utilized elastic wave velocity measurements to calculate CO₂ saturation from shear wave velocity and estimated the irreducible water and residual CO₂ saturations. Myers et al. (2012) stated that a single core sample is only representative of the near wellbore environment rather than the whole reservoir due to abundant heterogeneities. They indicated that prediction of the residual trapping beyond the core scale in a formation can mislead the assessment of the storage site (Myers et al., 2012). Therefore, the impact of heterogeneity and mixed-wet systems on CO₂ immobilization may cause significant uncertainty in estimations (Krevor et al., 2015).

For quantification of long term storage potentials, numerical modeling is often used. For instance, Zhang et al. (2011) introduced a single well injection withdrawal test to estimate the residual CO₂ trapping based on hydraulic tests, temperature data, and partitioning tracer tests. They performed their tests in sequences which could yield CO₂ residual trapping estimations and remove the uncertainty of heterogeneity. Likewise, Myers et al. (2012) introduced an approach for determination of CO₂ residual trapping using reactive ester tracers. They performed a couple of trace
experiments based on a single well-test data and used a numerical simulator of the tracer behavior to estimate the residual saturation by determination of differential breakthrough of the tracers during water production. They highlighted that the subsurface datasets from the reservoir are either missing or not acquired and all the trapping mechanisms cannot be considered simultaneously during numerical modeling. This point was also emphasized by few others (Cinar et al., 2008; Hosseini et al., 2013; Lu et al., 2013).

There are some studies covering the residual trapping capability during CO\textsubscript{2} storage by performing reservoir tests based data analysis (Schlumberger, 2012; LaForce et al., 2014; Myers et al., 2015). For instance, Schlumberger (2012) used a reservoir saturation tool (RST) for estimation of residual CO\textsubscript{2} saturation near injection and observation wells of Frio Research project at Houston, Texas. They observed a maximum saturation during the injection period, which dropped to less than 20% and stabilised to 15% after a month. LaForce et al. (2014) introduced a sequence of reservoir tests including the dissolution test which could be taken to determine CO\textsubscript{2} residual trapping at OTWAY project. A two-dimensional distribution of residual CO\textsubscript{2} saturation for a full-reservoir model before and after the dissolution test was modelled in this study using downhole pressure data, and surface measurements for the rates of injection and production of water and CO\textsubscript{2}. This method was validated successfully against the krypton (Kr) and xenon (Xe) production curves from the reservoir data. Myers et al. (2015) utilized the same OTWAY project reservoir tests data to model the concentration profiles of tracers in production water samples. They developed two consistent residual saturation estimates using different modeling techniques.

Considering the above studies, one may conclude that there is no significant attention given to develop a reservoir scale method for preliminary quantification of CO\textsubscript{2} residual trapping at the depletion stage, which might be due to the variation of CO\textsubscript{2} residual trapping by many effective parameters (Table 2.3). Therefore, there is a need to determine the effective CO\textsubscript{2} residual trapping at the reservoir scale level by developing a reliable approach. This would help to strengthening the existing
screening criteria of the storage sites which is based on a group of key parameters of
the reservoir and fluid characteristics, subsurface conditions, properties of CO₂, and
sealing potentials (Kovscek, 2002; Chadwick et al., 2008).

2.6 Geomechanical-geochemical effects related to CO₂ injection

Geomechanical and geochemical properties of reservoirs and caprocks have a
significant impact on the outcome of projects. CO₂ injection causes geomechanical-
geochemical changes in storage site due to pressure build-up and CO₂/brine/rock
chemical reactions.

2.6.1 Geomechanical effects

Upon CO₂ injection, there are many geomechanical issues, which can take place
because of pressure build-up in depleted hydrocarbon reservoirs and aquifers. This
reservoir pressure build-up changes the state of in-situ stresses (Rutqvist et al., 2008;
Chiaramonte et al., 2011; Alonso et al., 2012; Kim and Hosseini, 2014), causing an
increase in the bulk volume, pore compressibility, pore volume and storage capacity
(Vulin et al., 2012).

The geomechanical issues have been covered in numerous studies by (i) predictions
of the vertical uplift due to the increase in pore pressure (Shi and Durucan, 2009;
Ferronato et al., 2010; Shi et al., 2013; Karimnezhad et al., 2014; Tillner et al., 2014,
Zhang et al., 2015b; Zhu et al., 2015); (ii) modeling of fault reactivations due to
injection (Rutqvist et al., 2007; Ferronato et al., 2010; Vidal-Gilbert et al., 2010; Olden
et al., 2012; Kim and Hosseini, 2014; Tillner et al., 2014; Zhang et al., 2015b); and (iii)
analysis of fractures generation within the reservoir and caprock (Rutqvist et al.,
2008; Shi and Durucan, 2009; Ferronato et al., 2010; Chiaramonte et al., 2011;
Goodarzi et al., 2011; Alonso et al., 2012; Lynch et al., 2013; Kim and Hosseini, 2014).
For instance, Rutqvist et al. (2007) proposed a fully coupled numerical analysis to
estimate the maximum sustainable injection pressure for the slip tendency of faults
in a two-phase system considering continuum stress–strain and discrete fault
assessments. The results were compared to a more conventional analytical approach
which could only consider a simple reservoir geometry. They concluded that the
maximum sustainable injection pressure obtained from the simplified analytical analysis might be uncertain due to neglecting important geometrical factors associated with the injection pressure and stress. Shi and Durucan (2009) carried out a coupled reservoir-geomechanical modeling at the Aztbach-Schwanenstadt gas reservoir for evaluation of the hydro-mechanical response of the reservoir rocks and potential of shear failure and/or re-activation of pre-existing faults considering depletion and injection scenarios. The simulation results showed that compaction and uplifting during production would be experienced under a reversible stress path if the injection pressure exceeds the reservoir initial pressure. They proposed an analytical approach to estimate the sustainable injection pressure by considering the effect of the in-situ stress and rock mechanical properties under the strike-slip faulting regime. Oruganti et al. (2011) presented an analytical model for estimating the pressure profile as a function of time under the constant and infinite acting boundaries of aquifers to mitigate the risk of fracturing, fault reactivation and leakage from abandoned wells. They indicated that Contour of Over Pressure (COP) is a function of relative permeability together with rock properties and it is time-invariant in a constant pressure boundary. On the other hand, when it comes to the infinite-acting boundary condition, COP can be correlated with the rate of change in the aquifer boundary pressure. Goodarzi et al. (2011) carried out a geomechanical assessment coupled with a flow model for the feasibility analysis of the Nisku aquifer at the Wabamun Area CO₂ Sequestration project (WASP). The results indicated that injection above the injection pressure increases the potential of well injectivity but enhances the possibility of fracturing the caprock. They concluded that thermal effects due to cold CO₂ injection reduce the fracture pressure and increase the horizontal fracture propagation through caprock. Szulczewski et al. (2011) adopted an effective stress principle to predict the pressure, which would cause tensile fractures in the caprock. According to them, the pressure build-up fractures the rock if the pressure becomes equal to the least principal stress. Lynch et al. (2013) examined the stress path hysteresis in a depleted reservoir through a geomechanical-fluid flow modeling for the maximum injection pressure, and concluded that the stress path hysteresis changes during depletion and injection. Kim and Hosseini
presented an analytical approach to estimate the maximum injection pressure to avoid activation of pre-existing fractures in the normal, reverse, and strike-slip faulting regimes. They concluded that the maximum pressure for normal and reverse regimes depends on the horizontal to vertical stress ratio, Poisson’s ratio and the saturated rock density. Table 2.4 summarizes studies carried out in recent years evaluating the geomechanical aspects of depleted reservoirs and saline aquifers chosen for storage purposes.

Table 2.4 Summary of recent studies carried out on geomechanical aspects of storage sites

<table>
<thead>
<tr>
<th>Reference</th>
<th>Approach</th>
<th>Medium/Simulation Time</th>
<th>Objective</th>
<th>Conclusions</th>
</tr>
</thead>
<tbody>
<tr>
<td>(Zhang et al., 2015b)</td>
<td>Coupled-geomechanical–fluid flow modeling</td>
<td>Aquifer/20 years</td>
<td>Fault reactivation Ground surface uplifts</td>
<td>No changes in the fracture pressure by the injection rate of 1–5 million tons per year on faults but ground surface uplifts</td>
</tr>
<tr>
<td>(Zhu et al., 2015)</td>
<td>Coupled geomechanical–fluid flow modeling</td>
<td>Aquifer/10 years</td>
<td>Reservoir stresses</td>
<td>Maximum ground surface uplift of 1.49 mm!</td>
</tr>
<tr>
<td>(Kim and Hosseini, 2014)</td>
<td>Analytical</td>
<td></td>
<td>Reactivation of pre-existing fractures</td>
<td>New equations were developed for determination of maximum pressure for different stress regimes</td>
</tr>
<tr>
<td>(Tillner et al., 2014)</td>
<td>Coupled geomechanical–fluid flow modeling</td>
<td>Aquifer/40 years</td>
<td>- Leakage through fault - Reservoir stresses</td>
<td>A large area was affected by ground surface uplift. Neither fault slip nor dilation remained unchanged by CO₂ injection</td>
</tr>
<tr>
<td>(Shi et al., 2013)</td>
<td>Coupled geomechanical–fluid flow modeling</td>
<td>Aquifer/5 years</td>
<td>Reservoir stresses</td>
<td>A low vertical surface uplift, accompanied by an enhanced horizontal displacement</td>
</tr>
<tr>
<td>(Olden et al., 2012)</td>
<td>Lab/ geomechanical modeling</td>
<td>Aquifer/7000 years</td>
<td>Shear failure of interact rock Fault Reactivation</td>
<td>Models were proposed and initially used to determine generic geomechanical property</td>
</tr>
<tr>
<td>(Alonso et al., 2012)</td>
<td>Finite element model</td>
<td>Aquifer/ 5.5-22 years</td>
<td>Potential leakage path</td>
<td>Injection exceeds the yield strength of rocks causing deformation in brittle regime and generation of flow paths</td>
</tr>
<tr>
<td>(Goodarzi et al., 2011)</td>
<td>Geomechanical modeling</td>
<td>Aquifer/ 50 years</td>
<td>Fracture initiation</td>
<td>The possibility of fracturing caprock increases due to reaching the fracture pressure limits</td>
</tr>
<tr>
<td>(Rutqvist et al., 2007)</td>
<td>Coupled-geomechanical–fluid flow modeling</td>
<td>Aquifer/2.5 years</td>
<td>Fault-slip analysis</td>
<td>A fully coupled numerical analysis was provided to estimate the maximum sustainable pressure by considering the structural geometry, fluid pressure and in-situ stress of the field</td>
</tr>
<tr>
<td>Lynch et al., (2013)</td>
<td>Coupled geomechanical–fluid flow modeling</td>
<td>Scenario of depleted oil &amp; gas/20 years</td>
<td>Stress path hysteresis</td>
<td>Fractures are key controlling parameters to estimate the ‘capacity and injectivity of any storage sites</td>
</tr>
<tr>
<td>(Chiaromonte et al., 2011)</td>
<td>Stochastic 3D geomechanical modeling</td>
<td>Oil reservoir/6 weeks</td>
<td>Role of minor faults and fault reactivation</td>
<td>No risk of fault reactivation, or losing the caprock integrity by the buoyancy pressure of the maximum CO₂ column height</td>
</tr>
<tr>
<td>(Ferronato et al., 2010)</td>
<td>Geomechanical modeling</td>
<td>Gas reservoir/22-150 years (Uplift) 140 years (stress)</td>
<td>Reservoir stresses Fault reactivation</td>
<td>Reaction of faults with generation of preferential leakage pathways, and possible local shear or tensile failures in the caprock with land uplift process</td>
</tr>
<tr>
<td>(Shi and Durucan, 2009)</td>
<td>Coupled-geomechanical–fluid flow modeling</td>
<td>Gas reservoir/40 years</td>
<td>Reservoir stresses</td>
<td>Due to variation in stresses, depletion has resulted in formation compaction while injection causes uplift under strike-slip fault stress regime</td>
</tr>
</tbody>
</table>
2.6.2 Geochemical effects

CO$_2$ injection in subsurface geologic media also results chemical reaction due to generation of carbonic acid that may change porosity and permeability of reservoir and caprock through chemically coupled mechanical mechanisms. This mechanism also induces creep in storage site due to dissolution reactions (Le Guenan and Rohmer, 2011; Tian et al., 2015), enhanced microcracking (Chester et al., 2007; Hangx et al., 2010) and diffusive mass transfer processes (Dewers and Hajash, 1995; Renard et al., 1999), leading to a time-dependent reservoir deformation. Consequently, geomechanical properties, in particular resistance against the pressure build-up, may alter as a result of geochemical reactions (Solomon, 2006; Iglauer et al., 2014). These ions affect the strength of the medium and caprock (Espinoza et al., 2011; Varre et al., 2015; Erickson et al., 2015). A detailed review provided by Shukla et al. (2010) on the storage integrity of geologic media highlighted that changes in the stress together with chemical and physical alterations of the reservoir and caprock caused by the carbonic acid, can lead to strength reduction and failure of the caprock. Although changes due to chemical reactions are faster in carbonates compared to siliciclastic rocks (Bacci et al., 2011), significant impacts of these reactions raise a number of concerns when creep can potentially cause reservoirs compactions and damages to wellbores, caprock or fault/seal systems (Hangx et al., 2013).

2.6.2.1 Geochemical effects in sandstone

Numerical and experimental studies carried out in recent years have shown a link between geochemical reactions and geomechanical characteristics of different storage media including sandstone (Dilmore et al., 2008; Doughty, 2010; Zemke et al., 2010; Fischer et al., 2011; Marbler et al., 2012; Hangx et al., 2013; Fischer et al., 2013). For instance, experimental studies performed on sandstone core samples taken from the Utsira reservoir of the Sleipner reservoir, which was saturated with scCO$_2$, revealed that reactions due to having calcite cements take place primarily during the first 8 days with marginal chemical changes (Rochelle, 2002). Hangx et al. (2010) investigated the effects of injection by performing uniaxial compressive tests on quartz sand taken from the Heksenberg formation in the Netherlands. They found
that injection does not induce any remarkable impacts on geomechanical characteristics of sandstone. An experimental study carried out on sandstone samples obtained from different sites (i.e., Otway/Pinjarra and Harvey) for evaluation of the injection pressure before and after CO$_2$ flooding revealed that the Pinjarra sandstone is not suffering from chemical reactivity while the Harvey-1 plugs did weaken after flooding but changes were not significant (Evans et al., 2012). Hangx et al. (2013) experimentally simulated depletion and injection conditions to study the mechanical properties of sandstone under a representative reservoir condition. They concluded that the chemical interaction of CO$_2$ causes a complete dissolution of calcite involved in the sandstone composition without any effects on mechanical properties. This is likely due to quartz cements of grains, which is not impacted by CO$_2$-rich brine. Kempka et al. (2014) did a numerical simulation by considering a time-dependent multi-phase flow for evaluation of the mechanical effects of a pilot site from the Ketzin project. They found that the mechanical stability of the caprock, fault and sandstone reservoirs in a long term is maintained with a negligible effect on rock properties. Recently, Varre et al. (2015) numerically studied the influence of geochemical interactions on the geomechanical responses of an aquifer. They concluded that geochemical interactions change the intergranular texture, pore volume, and permeability of rocks. Another experimental study performed by Campos et al. (2015) reported an obvious alteration in the pore system of the Utrillas sandstone because of injection within two months. Experimental and geomechanical modeling carried out by Huq et al. (2015) suggested that permeability of formations might change due to calcite and anhydrite dissolutions, while calcite dissolution is the major buffering process in the system. Erickson et al. (2015) experimentally studied the geochemical and geomechanical effects of injection on Permotriassic sandstones. They observed changes in mineral surfaces and pore fluid compositions, which affect the deformability and compressive strength of rocks.

2.6.2.2 Geochemical effects in carbonates
There are some other experimental studies discussing the mineral-CO$_2$-brine chemical reactions into carbonate (Le Guen et al., 2007; Izgec et al., 2008; Noiriel et
al., 2009; Sterpenich et al., 2009; Gharbi et al., 2013; Garcia-Rios et al., 2015; Ott et al., 2015a; Zhang et al., 2016a, 2016b) revealed rock dissolution upon CO\textsubscript{2} injection, changes in rock characteristics, and rock mechanical weakening.

For instance, Le Guen et al. (2007) performed a series of tests by triaxial cells by controlling and monitoring vertical and confining stresses as well as temperature, pressure and composition of the fluid. They indicated the direct effect of high partial pressures of CO\textsubscript{2} (P\textsubscript{CO\textsubscript{2}}) on the kinetic rates of fluid-rock interactions i.e., increase in strain rates of the limestone by a factor of 5. In general, all samples showed a positive correlation between the fluid flow rate and strain rate. They concluded that the effect of compaction and reduction of storage capacity can be potentially balanced by selecting flow rate injections. Izgec et al. (2008) studied permeability and porosity changes during storage of CO\textsubscript{2} in carbonate formations located in South East Turkey by computerized tomography (CT). They found that porosity and permeability would change for different CO\textsubscript{2} injection rates and salt concentrations of formation water. According to them, as the salinity decreases, changes in porosity and the permeability become less pronounced. Noiriel et al. (2009) investigated the impact of CO\textsubscript{2} injection on reactive surface area, permeability and porosity changes on cylindrical limestone samples that were mainly composed of micrite and sparite considering ambient temperatures (T=20 °C) and pressures below the supercritical threshold. Micro-computed tomography and chemical analysis of effluent concentrations observed dissolution effect in terms of a non-uniform increase of porosity, connectivity and reactive surface area. Sterpenich et al. (2009) investigated the reactivity of an oolitic limestone in the presence of 1) supercritical CO\textsubscript{2} and pre-equilibrated saline solution, 2) supercritical CO\textsubscript{2} without aqueous solution, and 3) N\textsubscript{2} and pre-equilibrated saline solution. They found minor evidences of transformations in the structure of the samples although dissolution/precipitation patterns were not quite clear in all experiments. Gharbi et al. (2013) investigated pore scale fluid-rock interactions after CO\textsubscript{2} injected into two carbonate samples at a typical storage condition (i.e., 9 MPa and 50 °C). Experimental observations at high flow rate confirmed the formation of highly conductive channels, i.e., wormholes and a significant increase in porosity and permeability. Garcia-Rios et al. (2015) followed a
set of percolation experiments for injecting CO₂-rich solutions into fractured limestone cores under the pressure of 15 MPa and the temperature of 60 °C. It was revealed that an increase in the flow rate can lead to an increase in the volume of dissolved limestone per unit of time, and, hence, increase in fracture permeability due to calcite dissolution. Ott et al. (2015a) presented CO₂–brine unsteady-state core flood experiments by means of numerical simulations to characterize CO₂–brine primary displacement in Estaillades limestone. They reported that larger-scale heterogeneity reduces the fluid-phase mobilities. Zhang et al. (2016a) performed experiments under storage conditions to evaluate changes in geomechanical properties of Savonnières limestone before and after injection of supercritical CO₂. They found that the dynamic Young’s modulus reduces while permeability and porosity were increased after injection. They concluded that CO₂ injection into limestone weakens the well consolidated areas, but enhances the strength of the weaker areas. In a similar study, Zhang et al. (2016b) conducted high pressure and high temperature core flooding tests on Savonnières limestone plugs before and after exposure to scCO₂. They found a significant rock dissolution and mechanical weakening of the rock due to generation of wormholes in the matrix. They concluded that decrease in the geo-mechanical properties of the reservoir may lead to the risk of integrity loss during injection.

Considering the impact of geochemical reactions on petrophysical and geomechanical properties of sandstone and carbonate rocks (i.e., reservoirs and caprock), which may change the fracture pressure variations, it is important to have more clear understanding of changes observed in fracture pressure before and during injection. To date, there have been only few attempts to evaluate the effects of CO₂/brine/rock chemical interactions on geomechanical properties, which can help to understand the rock mechanical response to scCO₂ and brine injection under different stress states for addressing the compaction issue.

2.7 Injection rate for CO₂ storage

It is essential to accurately predict the injection rate and pressure for safe and favorable CO₂ injection operation in storage sites (Dempsey et al., 2014). According
to the material balance concept, the total storage volume is a function of the initial reservoir pressure, the fracturing pressure of the formation, fluids (CO$_2$ and water) compressibility and mobility (Ehlig-Economides and Economides, 2010). There have been studies to predict the trend and safe wellbore injection pressure (i.e. injectivity) trend in aquifers (McMillan et al., 2008; Azizi and Cinar, 2013; Ganesh and Mishra, 2014) and depleted gas reservoirs (Mukhopadhyay et al., 2011) based on geologic media characteristics.

For instance, McMillan et al. (2008) using Darcy’s law and the modified form of Buckley-Leverett theory developed a simple model for determination of injectivity into a homogeneous brine reservoir by assuming a constant pressure boundary. They concluded that quantification of the relative permeability is very important in determination of the achievable injection rate. Van der Meer and Egberts (2008) proposed an approach to estimate the Theoretical Maximum Storage Capacity of depleted reservoirs based on maximum pressurization and injectivity. Likewise, McMillan et al. (2008) developed an analytical expression to predict time dependent injectivity in aquifer storage systems that could also estimate the number of wells required for a target overall injection. Mathias et al. (2011) suggested an explicit approximate solution for assessing pressure buildup and injection capacity during CO$_2$ injection into closed brine aquifers. Azizi and Cinar (2013) presented new analytical models to estimate the wellbore injection pressure of a vertical carbon dioxide injection well in a radial, homogeneous, horizontal saline formation for closed, constant-pressure, and infinite-acting boundary conditions using the modified form of Buckley-Leverett theory. Ganesh and Mishra (2014) used a set of well-designed full-physics compositional simulations to develop a robust 2D simplified physics model to characterize CO$_2$ injectivity in semi-confined layered saline aquifer systems as a function of dimensionless variables characterizing rocks and fluid properties based on the results obtained from a sensitivity analysis. Mukhopadhyay et al. (2011) developed an analytical solution for gas reservoirs to predict the transient build-up of pressure resulting from the injection of scCO$_2$ from a partially penetrating well into an infinite cylinder gas reservoir considering formation permeability and anisotropy ratios. No flow conditions were applied at the
top and bottom boundaries, and the constant pressure condition was assumed at radial boundaries.

All of these analytical solutions provided the pressure build-up trend due to injection and can be used as guidelines for selection of the optimum injection rate without exceeding fracture gradient limits, particularly when not much information is available about storage sites. However, these solutions are based on several assumptions and limited to the aquifer system except the one presented by Mukhopadhyay et al. (2011), ignoring the importance of the CO₂-reservoir fluid mixing mechanism which may bring ambiguity to the evaluation of injectivity in petroleum reservoirs. This is mainly because the mixture of scCO₂ with the residual hydrocarbon may alter the fluid properties of CO₂ and gas mixture (i.e., density, viscosity, phase behavior together with gas compressibility and solubility) (Oldenburg and Benson, 2001a; Mamora and Seo, 2002; Adisoemarta et al., 2004; Sobers et al., 2004; Al-Hasami et al., 2005; Oldenburg and Doughty, 2011; Xiaoling et al., 2012; Shen et al., 2014). However, mixing of scCO₂ with the resident hydrocarbon during displacement relies on reservoir/fluid characteristics and injection conditions (Al-Hasami et al., 2005; Connolly and Johns, 2016). Residual gas saturation and the amount of the remaining oil in reservoir may also affect the efficiency of injectivity (Kovscek, 2002; Oldenburg and Doughty, 2011; Saeedi and Rezaee, 2012). Thus, it would be necessary to evaluate the injectivity aspect of depleted petroleum reservoirs by determination of the optimum injection rate and/or the injection scheme by considering the effect of remaining reservoir fluids and reservoir fracture gradient.

2.8 Summary of chapter

This chapter covers the literature review on different areas related to CO₂ storage reservoir characterization of petroleum reservoirs, which includes preliminary assessment of petroleum reservoir, injection well and injection zone, CO₂ residual trapping assessment method, geomechanical and geochemical interactions impact on reservoir integrity, and need of optimum CO₂ injection rate for CO₂ storage in petroleum reservoirs. From the review on the preliminary assessment of CO₂ storage
sites, it can be concluded that initial evaluation of subsurface geologic site at reservoir scale, injection well and injection zone is first step to mark a suitable storage site for comprehensive reservoir characterization of CO₂ storage. Also, it is understood that CO₂ residual trapping is an efficient trapping mechanisms compared to other trapping phenomenon that is affected by various factors and could be assessed by experimental, numerical and field tests approaches. Many geomechanical-geochemical issues related to CO₂ injection is also reviewed that may have a significant impact on the outcome of projects. Other than that, earlier researchers have also presented different approaches based on different assumptions to govern the injectivity of different storage media by determining the injection rate and injection pressure. The focus of the current studies on the overall reservoir characterization are determined as well and hence the research gaps are addressed accordingly.

2.9 The research gaps

Throughout the review on the existing studies on CO₂ storage reservoir characterization aspects, it can be understood that the focus was on the preliminary assessment of storage site, injection well and injection zone, CO₂ residual trapping assessment method, geomechanical and geochemical interactions impact on reservoir integrity, and selection of CO₂ injection rate for CO₂ storage in petroleum reservoirs. It is important to remark that the reservoir characterization for identifications of suitable storage site is required for a preliminary and comprehensive assessment of key CO₂ storage aspects including storage capacity, injectivity, trapping mechanisms, containment, and geochemical-geomechanical interaction, etc. However, there is no any comprehensive procedure which can be followed for the preliminary evaluation of the storage sites and the current selection criteria would rather bring ambiguity to the overall preliminary assessment of key CO₂ storage aspects. Therefore, a new screening procedure for preliminary assessment of a storage site is highly demanded. There is also a need for a strategy and guideline for injection well and injection zone evaluation. In the context of CO₂ residual trapping, although there have been many studies utilizing experimental and
numerical approaches to evaluate trapping potentials prior to injection, there is not any reservoir scale approaches developed to assess CO₂ residual trapping at the depletion stage of petroleum reservoirs. In the context of injectivity, there have only been few studies carried out to evaluate the geomechanical characteristics of rocks being exposed to chemical interactions induced by CO₂ where the effect of in-situ stress has been ignored. Finally, the selection of injection rate to have an effective CO₂ storage in depleted petroleum reservoirs, where remaining hydrocarbons are left at the depletion stage, have not been fully addressed in the past studies.
CHAPTER 3
PRELIMINARY CHARACTERIZATION FOR CO₂ STORAGE

3.1 Introduction

A preliminary characterization of the subsurface geologic sites is presented in this chapter in order to assess the suitability of reservoir for CO₂ storage. The four perspectives of study that are considered include, i) the proposition of a comprehensive CO₂ storage screening criteria, ii) a preliminary assessment of gas reservoirs, iii) evaluation of injection wells and well selection criteria and iv) preliminary evaluation of CO₂ injectivity based on the current findings in the literature and field data that are available.

3.2 Overview of reservoir development

The undisclosed carbonate Basin, Malaysia is a broad and stable structural block with 200 Miocene carbonate buildups having numerous gas reserves. The carbonates consist of limestone and dolomites with porosities ranging from 0% to 40%. It is a large, asymmetric anticline with spread faulting and folding. It is bounded to the west by the West Bal Line, to the east by the West Bar Line, to the south by compressional structures of the Bal Province, and to the north by the North L Province. Structurally, this basin is characterized by southwest to northeast trending fault-bounded basement highs and elongate troughs. Besides very big gas reservoirs in this basin, this basin has enormous potential for CO₂ storage in aquifer as the gas reservoirs have extensive aquifers with different support level.

The reservoir of this study is one of the major offshore condensate gas reservoirs in carbonate basin, Malaysia starts production in 1983. The reservoir is a build-up of platform type in NNE-SSE orientation with steep flanks covering of approximately 22 km² and has a gas bearing zone greater than 1000 ft thick. The geologic succession of the reservoir consists of the transgressive cap phase, intermediate phase, main build-
up phase upper, and main build phase lower which are mainly divided into five zones. The reservoir has two continuous sand horizons located which are separated by the capping shale sequence. After depth > 1850 ft (564 m), an extensive shale sequence of marine origin that extends to approximately 3500 ft (1067 m) SSTVD (980 m below sea floor), underlain by a sand/sandstone sequence approximately 100 m in thickness and the underlying carbonate sequence. The reservoir is capped by a massive shale rock (>500 m) and overlying an extensive aquifer with a limited support. The reservoir has been divided into several reservoir units based on seismic-scale layering. Reservoir units 1-4 occur in the central part of the build-up and are separated by less porous tight layers. Zone 5 is the flank zone that occurs around the margin of the build-up. The flank zone remains an area of high uncertainty in terms of lithofacies and reservoir properties as there is no well-control. Figure 3.1 shows the structure of carbonate condensate gas reservoir. Seismic interpretation shows that the reservoir has a gentle anticline structure with a limited number of faults. The reservoir seems to be appropriate for the structural/stratigraphic trapping of CO₂ because of its dominant anticlinal structure, minor faults, and thick caprock. Periodic downhole testing showed compaction and gas–water contact (GWC) movement in the site. This situation was related to the bottom water encroachment and the preferential flank water influx (Field-Report, 1995). The depth and lithology of the different stratigraphic units are summarized in Table 3.1.

The fluid of the reservoir was characterized as condensate gas, with a low range of salinity (15,000 ppm, 14 g/L). The initial pressure and temperature of the reservoir reported to be 2405 psia (16.5 MPa) and 212 °F (100 °C), respectively. The main lithology based on the core description is limestone with less than 10% dolomite, having moldic porosity. A total number of nine lithofacies were then recognized based on petrographic types, gross lithology, porosity and permeability as well as heterogeneity. The results obtained from the Thermal Decay Time (TDT) log revealed that there is 30% residual gas saturation (Sgr) in the reservoir.
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Fig. 3.1 Stratigraphic features above the carbonated reservoir (top) and structure of the reservoir (bottom). The boundaries are laterally extensive tight layers (Field-Report, 1995).
### Table 3.1 Geological features of the reservoir

<table>
<thead>
<tr>
<th>Unit</th>
<th>Environment</th>
<th>Lithology</th>
<th>Formation</th>
<th>Depth (TOP)</th>
<th>Zone</th>
</tr>
</thead>
<tbody>
<tr>
<td>Siliciclastic</td>
<td>Variable shallow-marine origin</td>
<td>Interbedded sand shale sequence</td>
<td>Sand and shale</td>
<td>820 ft</td>
<td>Sand horizons: 1 and 2</td>
</tr>
<tr>
<td></td>
<td>Marine origin</td>
<td>Interbedded sand shale sequence</td>
<td>Sand and shale</td>
<td>1380 ft</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Variable fluvial-marine origin</td>
<td>Interbedded sand shale sequence</td>
<td>Sand and shale</td>
<td>1650 ft</td>
<td></td>
</tr>
<tr>
<td>Transgressive cap</td>
<td>Offreef to open-marine origin</td>
<td>Mainly detrital packstone</td>
<td>Carbonate</td>
<td>3830 ft</td>
<td>1</td>
</tr>
<tr>
<td>Transitional</td>
<td>Offreef, reefoid and protected</td>
<td>Detrital foraminiferal lime packstones</td>
<td>Carbonate</td>
<td>4090 ft</td>
<td>2</td>
</tr>
<tr>
<td>Main build-up (upper)</td>
<td>Protected environment</td>
<td>Moldic lime packstones with two intervals of sucrosic moldic dolomite</td>
<td>Carbonate</td>
<td>4342 ft</td>
<td>3</td>
</tr>
<tr>
<td>Main build-up (lower)</td>
<td>Protected environment</td>
<td>Similar to previous one but homogeneous moldic lime packstone</td>
<td>Carbonate</td>
<td>4648 ft</td>
<td>4</td>
</tr>
</tbody>
</table>

### 3.3 Screening criteria

The criteria/assessment methods described in this section are for the site characterization phase fits into the preliminary stage of geological storage assessment.

#### 3.3.1 Criteria for reservoir scale evaluation

For the purpose of this study, the technical discussion and parameters presented by Chadwick et al. (2008) were combined with other critical factors (discussed in Chapter 1) in order to present a new and more comprehensive screening criteria for depleted gas reservoirs. This criteria for site characterization phase was used to assess the storage suitability of the reservoir by evaluating key CO$_2$ storage aspects as given in Table 3.2.

This criteria was initially proposed for depleted reservoirs to obtain a comprehensive assessment of the key aspects of CCS, including reservoir and well types, classes of minerals, residual fluid saturation, subsurface conditions, rock types, and wettability, together with the properties of CO$_2$, sealing potentials, porosity, permeability, and depth. This screening criteria has been divided into four main groups: storage potential (e.g. CO$_2$ source and total storage capacity, depth, density, and porosity), injectivity (e.g. thickness, permeability, well type, classes of minerals, residual
saturation, and hydraulic integrity of the reservoir), trapping mechanisms (e.g. subsurface conditions, rocks, and fluid properties), and containment (e.g. hydraulic integrity of the seal and reservoir).

**Table 3.2 Screening criteria for the evaluation of depleted gas reservoirs worldwide**

<table>
<thead>
<tr>
<th>Sr. No.</th>
<th>Parameters</th>
<th>Positive Indicators</th>
<th>Cautionary Indicators</th>
<th>Indication of Aspect</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>CO₂ source and total storage capacity</td>
<td>Total capacity of reservoir estimated to be much larger than the total amount produced from the CO₂ source</td>
<td>Total capacity of reservoir estimated to be similar or less than the total amount produced from the CO₂ source</td>
<td>Storage potential</td>
</tr>
<tr>
<td>2</td>
<td>Depth</td>
<td>&gt;800 m</td>
<td>800 m &gt;depth&gt;2000 m</td>
<td>Storage capacity</td>
</tr>
<tr>
<td>3</td>
<td>CO₂ density</td>
<td>high</td>
<td>low</td>
<td>Storage capacity</td>
</tr>
<tr>
<td>4</td>
<td>Porosity</td>
<td>&gt;20%</td>
<td>&lt;10%</td>
<td>Storage capacity</td>
</tr>
<tr>
<td>5</td>
<td>Thickness (net)</td>
<td>&gt;&gt;50 m</td>
<td>&lt;20 m</td>
<td>Storage capacity</td>
</tr>
<tr>
<td>6</td>
<td>Permeability (near-wellbore)</td>
<td>horizontal well with or without hydraulic fracture/vertical well with hydraulic fracture</td>
<td>vertical well without hydraulic fracture</td>
<td>Injectivity</td>
</tr>
<tr>
<td>7</td>
<td>Well type</td>
<td>horizontal well with or without hydraulic fracture/vertical well with hydraulic fracture</td>
<td>vertical well without hydraulic fracture</td>
<td>Injectivity</td>
</tr>
<tr>
<td>8</td>
<td>Type of minerals</td>
<td>Ca-, Mg-, or Fe-rich framework minerals such as (feldspars, clays, micas, and Fe-oxides</td>
<td>fast reacting carbonates minerals</td>
<td>Injectivity/mineral trapping</td>
</tr>
<tr>
<td>9</td>
<td>Residual gas /water saturation</td>
<td>low</td>
<td>high</td>
<td>Injectivity</td>
</tr>
<tr>
<td>10</td>
<td>Pore throat size distribution</td>
<td>less heterogeneous</td>
<td>highly heterogeneous</td>
<td>Injectivity and trapping</td>
</tr>
<tr>
<td>11</td>
<td>Salinity</td>
<td>low</td>
<td>high</td>
<td>Solubility trapping</td>
</tr>
<tr>
<td>12</td>
<td>Temperature</td>
<td>low temperature gradient</td>
<td>high temperature gradient</td>
<td>Solubility trapping</td>
</tr>
<tr>
<td>13</td>
<td>Pressure</td>
<td>under pressure</td>
<td>overpressure</td>
<td>Solubility trapping</td>
</tr>
<tr>
<td>14</td>
<td>Gravity number</td>
<td>low</td>
<td>high</td>
<td>Capillary trapping</td>
</tr>
<tr>
<td>15</td>
<td>Rock type</td>
<td>quartz rich sandstones and carbonates</td>
<td>highly stress sensitive carbonates</td>
<td>Capillary trapping</td>
</tr>
<tr>
<td>16</td>
<td>Rock wettability</td>
<td>strong water wet</td>
<td>less water wet or oil-wet</td>
<td>Capillary trapping</td>
</tr>
<tr>
<td>17</td>
<td>Interfacial tension</td>
<td>high</td>
<td>low</td>
<td>Capillary trapping</td>
</tr>
<tr>
<td>18</td>
<td>Hydraul ic integrity: Reservoir type</td>
<td>reservoir without compaction/aquifer support</td>
<td>reservoir with compaction/aquifer support</td>
<td>Containment</td>
</tr>
<tr>
<td></td>
<td></td>
<td>have not experienced any injection in past</td>
<td>have experienced injection in past</td>
<td>Containment</td>
</tr>
<tr>
<td></td>
<td></td>
<td>low number of faults and fractures</td>
<td>high number of faults and fractures</td>
<td>Containment</td>
</tr>
<tr>
<td></td>
<td></td>
<td>good completion condition and away from faults &amp; fractures</td>
<td>poor completion and near to faults &amp; fractures</td>
<td>Injectivity</td>
</tr>
<tr>
<td>19</td>
<td>Seal capacity – CO₂ column height</td>
<td>capillary entry pressure much greater than buoyancy force of maximum produced CO₂ column height</td>
<td>capillary entry pressure similar to buoyancy force of maximum produced CO₂ column height</td>
<td>Containment</td>
</tr>
<tr>
<td>20</td>
<td>Seal geometry - Lateral continuity</td>
<td>un-faulted</td>
<td>laterally variable faults</td>
<td>Containment</td>
</tr>
<tr>
<td>21</td>
<td>Seal geometry –Thickness</td>
<td>&gt;100 m</td>
<td>&lt;20 m</td>
<td>Containment</td>
</tr>
<tr>
<td>22</td>
<td>Hydraulic integrity:</td>
<td>presence of mineral and stress characterization data of seal</td>
<td>absence of mineral and stress characterization data of seal</td>
<td>Containment</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Indicates the ability of caprocks or faults against the leakage of the CO₂ plume</td>
<td></td>
<td></td>
</tr>
<tr>
<td>23</td>
<td>Distance between CO₂ emissions source and target medium</td>
<td>&lt;300 km</td>
<td>&gt;300 km</td>
<td>Transportation cost</td>
</tr>
</tbody>
</table>
3.3.2 Criteria for well evaluation

A systematic guideline was proposed for identification of injection wells in depleted reservoirs. The steps involved in this methodology are as follows:

a) Screening the potential wells at the early stages based on the integrity analysis.

i. Mark wells based on their locations to give them priority. Locations of wells on the structure and in the storage site should be studied by looking into the seismic interpretation for selecting those which are away from faults and fractures. These interpretations can mark layers based on density and frequency of fractures. Cold sedimentary basins with no or a limited number of faults and fractures are the best places for a long-term CO$_2$ storage exercise (IPCC, 2005-pp200). This is mainly because a large increase of the injection pressure during storage may create fractures as well as fault reactivation (Rutqvist, 2012), resulting in potential for CO$_2$ leakage from the storage site (Watson and Bachu, 2009).

ii. Knowledge of the well status (active, inactive, abandoned), its depth, type (cased or uncased), deviation and completion, as well as the abandonment method is crucial for selections. For instance, analysis of 315,000 oil, gas and injection wells drilled in Alberta, Canada have indicated leakages due to poorly cemented casing/hole annulus and casing failure (Watson and Bachu, 2009). Although, mixing of CO$_2$ with gas in depleted reservoirs changes the phase behavior of CO$_2$ and properties of gas (Adisoemarta et al., 2004; Sobers et al., 2004; Xiaoling et al., 2012), depth of selected reservoirs must be greater than 800 m to have supercritical CO$_2$ in place, which would reduce the buoyancy effect and enhance the storage capacity. This helps to have a better trapping mechanisms, especially residual and solubility trappings which minimize the pressure on the caprock (IPCC, 2005-Sec5.2; Saeedi, 2012). It is generally good to avoid uncased, highly deviated, multiple completion, shallow depth (i.e., less than 800 m) wells, and bridge abandon wells (Watson and Bachu, 2009; Duguid et al., 2014).
iii. Time-independent mechanical factors taking place during drilling, completion, and/or abandonment which are related to wellbore failure and hence abrupt leakage (Watson and Bachu, 2009; Zhang and Bachu, 2011). These wellbore integrities related failures should be avoided by available data. Most importantly, the cement type (Watson and Bachu, 2008) and its placement when wells are drilled and completed for injection purposes (Hawkes et al., 2004; Bachu and Watson, 2009) play important role to remove the likelihood of leakages. In fact, type of cement should be designed such that it can resist against the corrosion in the acidic environment of the storage site (Abid et al., 2015). Thus, integrity of casing, cement and the bond between them should be evaluated through production logs (e.g., time-lapse ultrasonic and cement bond logs) and testing reports.

b) Performing lithofacies and petrophysical data (e.g., logs and core data) analysis to evaluate characteristics of rocks in the near wellbore region in terms of heterogeneity level, porosity and permeability for a favorable injectivity. In the case of stress sensitive formations, a good approach is to review the production data for predicting the injectivity potential.

i. Generally, high quality reservoirs are characterized by high porosity, good permeability and high-quality facies (McGowen and Bloch, 1985; Atkinson et al., 1990; Bloch, 1991). Particularly, permeability along with the thickness of the targeted site are the key parameters for CO₂ injectivity, which ultimately control the cost and efficiency of the injection operation (Cinar et al., 2008; Ghaderi et al., 2009). Generally, a reservoir thickness of larger than 50 m, a porosity of higher than 20% and a near wellbore permeability of greater than 100 mD are recommended for a suitable storage practice (Chadwick et al., 2008). Thus, the observations and measurements of geological and petrophysical parameters should be carried out by using wireline logs data and laboratory measurements to determine porosity, permeability and water distribution, together with petrographical descriptions of sedimentary facies as described by Olierook et al.
for the GSWA Harvey 1 well in the Western Australia considered for a CO\textsubscript{2} sequestration job (Olierook et al., 2014).

c) Assessing the presence of fractures near the wellbore region prior to CO\textsubscript{2} flooding during production to address the strength of rocks.

i. Mechanical failure of a caprock and/or reservoir in a high injection pressure can cause an excessive fracture propagation in the reservoir which can move towards the caprock if it is not controlled (Loizzo et al., 2010). Therefore, selection of the injection pressure should be determined to keep the injection pressure lower than the original reservoir pressure for a safe storage job (Li et al., 2006). Prediction of the fracture pressure in the production interval using wireline logs is the strategy which can also be taken on these occasions by following the steps provided in literature (e.g., Masoudi et al., 2011; Gholami et al., 2015a, b; 2016). This quantification would help to set a maximum injection pressure without fracturing the caprocks and inducing leakages.

3.3.3 Criteria and integrated approach for injection zone

The properties in Table 3.3 have gained a lot of attention during the preliminary assessment of any geologic sites for a CO\textsubscript{2} injectivity in the past decade (Bachu, 2003; Chadwick et al., 2008; Ukaegbu et al., 2009; Qi et al., 2010; Ramirez et al., 2010; Saeedi and Rezaee, 2012; Saeedi, 2012; Shamshiri and Jafarpour, 2012; Frykman et al., 2013; Ito et al., 2013; Akintunde et al., 2013; Olierook et al., 2014) as grouped together to consider in this study.

An integrated geological approach to evaluate the reservoir for its injectivity based on petrographic, core and well logs data is proposed here. For this purpose, a four steps approach was followed as below:

a) Lithofacies types were identified by the petrographic analysis of core plugs obtained from Well A. The petrographic analysis was supplemented with the corroboration of the pore type and fabric against depth and temporal ranges of facies types.
b) Lab measurements (porosity, permeability, and water saturation) were utilized to calibrate wireline log data which helps to understand the reservoir characteristics and lithofacies types.

c) A composite log analysis, using gamma ray (GR), acoustic transmit-time (DT), neutron (NPHI), and density (RHOB) logs, carried out to evaluate the rock properties of the reservoir. Depth corrections were made to match the core data against the corresponding wireline logs. Log-based estimated properties including porosity, permeability, and water saturation were compared to the measurements made at the lab scale. An analysis was then carried out to recognize lithofacies in non-cored intervals using the log data.

d) Having the petrographic and petrophysical interpretations, the reservoir quality of each zone was determined in terms of its porosity, permeability, thickness, water/residual gas saturation and lithofacies quality.

Table 3.3 The proposed indicators to justify the good zones for favourable CO₂ storage

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Positive Indicators</th>
<th>Cautionary Indicators</th>
<th>Indication of Aspect</th>
</tr>
</thead>
<tbody>
<tr>
<td>Depth</td>
<td>&gt;800 m</td>
<td>800 m&gt;depth&gt;2000 m</td>
<td>Storage capacity</td>
</tr>
<tr>
<td>CO₂ density</td>
<td>high</td>
<td>low</td>
<td>Storage capacity</td>
</tr>
<tr>
<td>Porosity</td>
<td>&gt;20%</td>
<td>&lt;10%</td>
<td>Storage capacity</td>
</tr>
<tr>
<td>Thickness</td>
<td>&gt;&gt;50 m</td>
<td>&lt;20 m</td>
<td>Injectivity</td>
</tr>
<tr>
<td>Permeability (near-wellbore)</td>
<td>&gt;100 mD</td>
<td>10-100 mD</td>
<td>Injectivity</td>
</tr>
<tr>
<td>Pore throat size distribution</td>
<td>less heterogeneous</td>
<td>highly heterogeneous</td>
<td>Injectivity</td>
</tr>
<tr>
<td>Residual gas /water saturation</td>
<td>low</td>
<td>high</td>
<td>Injectivity</td>
</tr>
<tr>
<td>Oil phase saturation</td>
<td>low</td>
<td>high</td>
<td>Injectivity</td>
</tr>
<tr>
<td>Lithofacies types</td>
<td>good quality</td>
<td>low quality</td>
<td>Injectivity</td>
</tr>
</tbody>
</table>

3.4 Reservoir scale preliminary assessment

A complete characterization of the reservoir was performed using geological, reservoir, and well data to understand the potential of the reservoir as an effective storage site. This analysis was mainly performed using the screening criteria introduced earlier to cover the key aspects of the reservoir.
3.4.1 Fluid type

Generally, fluids in gas reservoirs are classified into three categories: dry gas, wet gas, and condensate gas (Adisoemarta et al., 2004; Sobers et al., 2004). The reservoir fluid system is condensate fluid if the pressure and temperature are above or below the dew point pressure (McCain Jr, 1994; Terry and Rogers, 2013). Below the dew point pressure, condensate occurs, leading to segregation of the liquid phase in the bottom hole and the reservoir region. It should, however, be noted that the composition of the condensate gas at the depleted stage is different from that of the initial stage (Adisoemarta et al., 2004; Sobers et al., 2004; Abbasov and Fataliyev, 2016; Rahimzadeh et al., 2016). In this study, fluid characterization of the reservoir using compositional analysis, constant volume depletion, and well-stream analysis at the reservoir conditions revealed that condensate gas is the major fluid type with a dew point pressure of 1805 psia (12.4 MPa). The liquid drop-out curve shown in Figure 3.2 indicates a liquid shrinkage behavior in the condensate system during depletion. This condensate gas was estimated to occupy 19% of the pore volume (Field-Report, 1995). There have been many studies in recent years that have pointed out the potential of condensate gas reservoirs as favorable places for successful CO$_2$ storage practice (Barrufet et al., 2010; Al-Abri, 2011; Jalil et al., 2012; Narinesingh and Alexander, 2014; Shen et al., 2014; Yuan et al., 2015). Considering the above studies, it seems that the reservoir in this study may have significant potential to become a CO$_2$ storage site based on fluid-type-related analysis.

![Figure 3.2 Condensate build-up percentage in the reservoir during depletion](image-url)
3.4.2 Storage capacity

Injection and storage conditions impact on the thermodynamic properties of CO₂ significantly, which ultimately reflects the fate of storage. In this study, the model developed by Bahadori et al. (2009) was used to estimate the density of CO₂ at the reservoir temperature and pressure (see Table 3.4). The dissolution at the brine–CO₂ interface is another parameter that should be sufficient for good storage capacity, but it is often affected by the injection pressure, reservoir temperature, heterogeneity, and brine salinity (Kovacs et al., 2015). CO₂ solubility under this condition was estimated at the same pressure using the approach presented by Ji and Zhu (2013). It should be noted that this approach is valid for a temperature range from 77 °F (25 °C) to 212 °F (100 °C) and a pressure of up to 5801 psia (40 MPa). The quantity of dissolved CO₂ is very high under the injection reservoir conditions (i.e., 2000 psia (13.8 MPa), 212°F (100°C), and 15,000 ppm) and thus the dissolution may increase the density of the CO₂ and the pH of the brine significantly.

The interfacial tension (IFT) between the CO₂ and brine is referred to as an imbalance of molecular forces between two phases, and it controls the efficiency of the residual trapping due to the dominant snap-off trapping mechanism (Saeedi and Rezaee, 2012). The interfacial tension was estimated using the methodology presented by Li et al. (2014). It was then found that residual trapping can be achieved at an early stage of the injection if a high IFT (σ) is achieved (Bennion and Bachu, 2006). The results of interfacial tension analysis at the reservoir conditions (i.e., 300-2000 psia, 212°F, and 15,000 ppm) are reported in Table 3.4.

| Table 3.4 The calculated interfacial tension, density, and solubility of CO₂ |
|---------------------------------|-----------------|-----------------|
| Density (g/m³) | Solubility (kmol/m³) | IFT with brine (gf/cm) |
| Supercritical CO₂ | 0.2-0.5 | 0.002-0.013 | 0.030-0.041 |

When examining these results, it seems that the formation temperature and the injection pressure may result in a supercritical density which will reduce the upward flow of CO₂ and the risk of caprock pressurization. Figure 1.3 displays the phase diagram of pure CO₂, indicating the pressure and temperature at which the phase
change may take place in subsurface formations (Saeedi, 2012). The minimum depth at which CO$_2$ can appear in the supercritical state is about 2625 ft (800 m) if an average hydrostatic pressure gradient of 0.43 psi/ft (9727 Pa/m), an average surface temperature of 59 °F (15 °C), and an average geothermal gradient of 27 °C/km are present (Saeedi, 2012).

Storage capacity is referred to as the effective pore volume of a geological medium fully occupied by CO$_2$. A number of methods have been recommended to estimate the storage capacity (Bachu et al., 2007; Jalil et al., 2012; Lai et al., 2015). However, for the purpose of this study, the approach presented by Zhou et al. (2013) given in Appendix, developed exclusively for gas reservoirs with the support of an aquifer, was used. The field report revealed an expected volume of gas initially in-place of 4.7 Tscf (0.133 Tscm) and an expected ultimate recovery of 2.8 Tscf (0.079 Tscm), together with a proven and expected ultimate recovery of 18 MSTB and 28 MSTB, respectively. At the recovery factor of 60% for gas and condensate, the estimated CO$_2$ storage capacity is around 3.16 Tscf (0.09 Tscm) at a pressure of 2000 psia (13.8 MPa) and a temperature of 212 °F (100 °C).

3.4.3 Hydraulic integrity

The reservoir is a gentle anticline showing a slope downward to the north-east and upward to the south-west. Seismic lines also revealed a small-scale fault crossing the reservoir, which is a positive sign for reservoir connectivity (Field report, 1995). The reservoir unit is composed of a pile of five zones located between >3000 ft (914.4 m) and 6000 ft (1829 m). The depth of the site plays a vital role in having supercritical CO$_2$ on site, favoring an efficient utilization of the storage space (Civile et al., 2013). From the depth point of view, shown in Figure 3.1, one may conclude that the reservoir is suitable for having scCO$_2$ in place.

A horizontal permeability of 42 mD, and a vertical permeability of 627 mD, which gives an anisotropy $k_v/k_h$ of 15, were estimated based on the transient pressure (build-up) of the well test analysis. The high value of the vertical anisotropy was due to the presence of vertical fractures in the formation (Well-Report, 2002). For the
interpretation, radial homogeneous analytical models with no flow at the top and bottom boundaries were used to analyze the test data by the operator, while the final build-up test period was used as the basis of interpretation. The sequence of events for the test is given in Table 3.5.

Table 3.5 Sequence of events for the pressure transient well test analysis

<table>
<thead>
<tr>
<th>Date</th>
<th>Duration (hours)</th>
<th>Event</th>
<th>Average Rate (Mscf/D)</th>
</tr>
</thead>
<tbody>
<tr>
<td>01-xx-yy</td>
<td>7.85</td>
<td>First Flow Period</td>
<td>20</td>
</tr>
<tr>
<td>01-xx-yy</td>
<td>7.24</td>
<td>Second Flow Period</td>
<td>40</td>
</tr>
<tr>
<td>02-xx-yy</td>
<td>6.50</td>
<td>Third Flow Period</td>
<td>60</td>
</tr>
<tr>
<td>02-xx-yy</td>
<td>12.00</td>
<td>Build-up</td>
<td>0.0</td>
</tr>
</tbody>
</table>

For the purpose of storage, reservoirs with no faults or a limited number of faults and fractures are favorable. In fact, large faults in the reservoir can be reactivated due to a significant injection and build-up pressures (IPCC, 2005–pp200). The stability of the basin and small-scale faulting of the reservoir can make it a good candidate for CCS. The presence of the high vertical permeability may result in the upward flow of scCO$_2$ in the absence of any barriers towards the seal at the top. The tight layers may mitigate this concern. In the context of trapping mechanisms, the vertical permeability is favorable for CO$_2$ dissolution, which can move fast and be replaced by scCO$_2$–undersaturated brine (Solomon, 2006).

According to the screening criteria, the well type and good wellbore conditions have inevitable links with the storage, and a careful selection of the injection well is imperative. Thus, four wells, referred to as wells A, B, C, and D, for which there were full sets of the required data, including core and well log data, depth range, etc, were selected to characterize the reservoir for its storage potential. The experimental and modeling findings suggested that high porosity core samples are highly compressible and show pore collapse behaviors, causing a significant variation in the in-situ stress within the reservoir due to depletion. This is a negative aspect of this reservoir regarding injectivity, residual trapping, and CO$_2$ leakage. It is, therefore, recommended that a coupled geomechanical–fluid flow analysis be conducted to determine the sustainable injection pressure of the site by considering the rock and caprock compressibility. This modeling helps to evaluate the maximum surface uplift.
and other geomechanical aspects of the reservoir, including fault reactivation and changes of the stress state after depletion, which would be beneficial to prevent or at least mitigate the compaction-related issues.

There are other concerns associated with the potential of the reservoir as a suitable place for storage practice, which are linked to the aquifer support at the bottom of the reservoir (Bachu, 2004; Cinar et al., 2008). This aquifer support reduces the storage capacity due to the resistance of brine and significant pressure build-up within the reservoir (Bachu, 2004). However, the Active CO₂ Reservoir Management (ACRM) regulatory rules can be adopted for this reservoir, in which brine production combined with CO₂ injection is considered to relieve the pressure build-up and enhance the trapping mechanism, while the water produced can be disposed of in other zones (Le Guenan and Rohmer, 2011; Buscheck et al., 2012).

3.4.4 Lithological and petrophysical features

The petrophysical analysis of the core samples revealed that carbonates are either pure limestone or partially dolomitized limestone. In this study, lithological features were characterized by the petrographic analysis based on the polarizing microscope (Field of view = 5 mm). All photos were taken under the crossed polarized light (XPL) except the one marked as G and H, which were taken under the plane polarized light (PPL). Thin sections were impregnated with the blue epoxy to have a better insight into the variation of porosity. Dunham’s carbonate rock texture classification was used to recognize the depositional texture and fabrics (Dunham, 1962). A total number of nine lithofacies types were then recognized based on petrographic types, gross lithology (limestone/dolostone/dolomite), porosity and permeability as well as heterogeneity. In order to ascertain the occurrence of these lithofacies, modern and ancient techniques were compared. The photomicrographs of textural characteristics of these lithofacies were presented in Figure 3.3.

Considering lithofacies classification in terms of their sediment type, porosity types, and the associated porosity and permeability measured from core samples, it was found that five out of nine lithofacies are good-quality reservoirs. They were then
ranked in a descending order of the reservoir quality as: Peloidal Limestone (LPe), Moldic Limestone (LM), Muddy Moldic Limestone (LMMu), Moldic Dolomitic Limestone (LDM), and Moldic Dolomite (DM). Other four lithofacies types were Tight Limestone (LT), Argillaceous Limestone (ALT), Tight Dolomitic Limestone (LDT), and Tight Dolomite (DT). These four tight and poor lithologies were denoted by the suffix of “T” in their lithofacies codes.

Generally, heterogeneity in the sediment type are beneficial to understand the characteristics of the reservoir within each lithofacies type. This is mainly because of the important role of heterogeneity in the accurate modeling of a CO_2 storage site (Ennis-King et al., 2011). Performing an analysis on the data of the reservoir, it was observed that majority of lithofacies have a good total porosity which can disperse CO_2 and entrap large fraction of the fluid phase (Honari et al., 2015). Table 3.6 summarizes the features of these lithofacies in terms of their sediment type, porosity type, and porosity and permeability measured from core samples. A brief description of each lithofacies is given in the following subsections.

Considering the high dissolution (Espinoza et al., 2011; Farquhar et al., 2015) and precipitation reactions (De Silva et al., 2015) rate in carbonates (Bacci et al., 2011) together with fabric and rock characteristics of this carbonate reservoir, lithofacies may precipitate. This precipitation may bring changes in rock characteristics with more formation damage close to low-permeable areas (Mohamed and Nasr-El-Din, 2013), which would diminish the injectivity during the injection period (Yoo et al., 2013; Andre et al., 2014; Ott et al., 2015b).

3.4.4.1 Peloidal Limestone (LPe)

It is the best reservoir lithofacies with a high porosity and high permeability characteristics. The sediment type is distinctive: a fine-grained, well-sorted, compacted peloidal grainstone with few bioclasts. It is characterized by solution-enhanced moldic porosity, to the point where moulds became interconnected to develop appreciable quantities of intergranular porosity. The image analysis shows
the occurrence of the narrow range of the thin-section-scale macropore sizes while the proportion of macroporosity is equal to or slightly greater than microporosity.

3.4.4.2 Moldic Limestone (LM)

This lithofacies is a good quality reservoir. Heterogeneity has resulted from changes in the sediment fabric and the degree of cementation. The most common sediment type is grainstone, with pack-grainstones and some packstones. Moldic porosity and micro-intracrystalline porosity are pore types created within bioclasts and grains. Moldic with intercrystalline and stylolite-associated porosity are also present. This lithofacies shows the highest ratio of large pores compared to the number of micropores of all the lithofacies types. A better reservoir quality development in this lithofacies is linked to solution-enhanced pores. A series of image analysis on the core samples shows that microporosity is dominated porosity type in this lithofacies, emphasizing the importance of microporosity to reservoir quality.

3.4.4.3 Muddy Moldic Limestone (LMMu)

This lithofacies is the most common lithofacies present in the core and shows moderate to excellent reservoir characters. It is more heterogeneous than LPe and LM, in original sediment type and in the pore-type development. The petrographic type is predominantly packstones, with pack-wackestones, grainstone and boundstones. This lithofacies is characterized by a high degree of leaching which had resulted in moldic pores (dissolved bioclasts). These pores are connected via matrix intercrystalline or microporosity. The solution-enhanced moldic and intercrystalline porosity are dominated pore-types, with some moldic and intercrystalline porosity. More than half of the total porosity is contributed by microporosity.

3.4.4.4 Moldic Dolomitic Limestone (LDM)

This lithofacies type is characterized by wackestones (green) and pack-wackestones. The heterogeneity is due to different degrees of leaching as well as primary sediment variability. Intercrystalline matrix porosity as a result of dolomitization and solution-enhanced moldic porosity is common. Higher carbonate mud fractions occur in this lithofacies than in LMMu. Some of the pack-wackestones show cemented pores and
some moldic pores are partially reduced by the dolomite cement. The results obtained from the image analysis shows that the contribution made to total porosity by moldic pores in this lithofacies is far less than the DM and LM.

3.4.4.5 Moldic Dolomite (DM)

There is a wide range of porosity and permeability in this poor quality lithofacies. The DM lithofacies has moldic and intercrystalline porosity. More than half of this porosity is contributed by microporosity. The sediment types are wackestones, and packstones. This lithofacies is characterized by intercrystalline porosity along with moldic porosity which was created by the dissolution of less stable bioclasts. There is a wide heterogeneity caused by differences in the proportion of bioclasts in the sediment. These characteristics indicate the porosity enhancement in the marine phreatic zone and cut-off of ambient seawater by the sediment-water interface cement.

3.4.4.6 Tight Limestone (LT)

Lithofacies are predominantly tight packstones, partially cemented by calcite and associated with stylolites. The stylolites are associated with micro-intergranular porosity development.

3.4.4.7 Tight Argillaceous Limestone (ALT)

The ALT is argillaceous mudstone-wackestone having a high argillaceous content which is the major cause of the reservoir quality. It can be identified by high GR readings in the tight reservoir intervals. The micritic fraction of the matrix is not substantially dolomitized. More porous streaks in the ALT are associated with the leaching around stylolites to form zones of moldic, micro-intergranular to intercrystalline porosity in streaks of packstone.

3.4.4.8 Tight Dolomitic Limestone (LDT)

The LDT consists of tight wackestones, in dolomitsed fabrics with intercrystalline porosity. Other pore-types are minor moldic porosity and stylolite-associated porosity. Some moldic pores are occluded by the anhydrite cement.
3.4.4.9 Tight Dolomite (DT)

The DT is a wackestone with a finely distributed porosity with some moulds in the sucrosic dolomite matrix and pore-reducing dolomite cement.

**Fig. 3.3** Summary of the most common lithofacies observed in the reservoir’s Well A (Scale bar = 1 mm). Blue color depicts porosity.
**Fig. 3.3** Cont’d Summary of the most common lithofacies observed in the reservoir’s Well A (Scale bar = 1 mm). Blue color depicts porosity.

<table>
<thead>
<tr>
<th>ID No</th>
<th>Lithofacies</th>
<th>Depth (ft)</th>
<th>Well</th>
<th>Ø (%)</th>
<th>K (mD)</th>
<th>Fabric</th>
<th>Pore types</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>Peloidal Limestone (LPe)</td>
<td>4161</td>
<td>A</td>
<td>37.5</td>
<td>173</td>
<td>Peloidal grainstone with some bioclasts, originally, but peloids have been dissolved to form moldic porosity (blue)</td>
<td>Solution-enhanced moldic porosity</td>
</tr>
<tr>
<td>B</td>
<td>Muddy Limestone (LM)</td>
<td>4533</td>
<td>A</td>
<td>33.5</td>
<td>53</td>
<td>Grainstone (packstone) (blue)</td>
<td>Solution-enhanced moldic porosity</td>
</tr>
<tr>
<td>C</td>
<td>Muddy Muddy Limestone (LMMu)</td>
<td>4384</td>
<td>A</td>
<td>34.7</td>
<td>44</td>
<td>Packstone-grainstone (blue) with some bioclasts</td>
<td>Solution-enhanced moldic and intercrystalline porosity</td>
</tr>
<tr>
<td>D</td>
<td>Muddy Dolomitic Limestone (LDM)</td>
<td>4659</td>
<td>A</td>
<td>33.2</td>
<td>42</td>
<td>Wackestone (green), dolomitised (blue)</td>
<td>Muddy and intercrystalline porosity</td>
</tr>
<tr>
<td>E</td>
<td>Muddy Dolomite Limestone (LDM)</td>
<td>4278</td>
<td>A</td>
<td>20.1</td>
<td>23</td>
<td>Wackestone (green), dolomitised matrix with some bioclasts (red)</td>
<td>Intercrystalline porosity (bioclasts in red color are not dissolved as in A)</td>
</tr>
<tr>
<td>F</td>
<td>Muddy Dolomite (DM)</td>
<td>4505</td>
<td>A</td>
<td>26.9</td>
<td>16</td>
<td>Wackestone (green), dolomitised</td>
<td>Muddy and intercrystalline porosity</td>
</tr>
<tr>
<td>G</td>
<td>Tight Limestone (LT)</td>
<td>4109</td>
<td>A</td>
<td>4.6</td>
<td>Nil</td>
<td>Grainstone-packstone (some dolomitization) Orange color-packstone</td>
<td>Not seen in photo-stylolite associated porosity</td>
</tr>
<tr>
<td>H</td>
<td>Tight Argillaceous Limestone (ALT)</td>
<td>4446</td>
<td>A</td>
<td>5.5</td>
<td>3</td>
<td>Fine-grained argillaceous wackestone (light green)</td>
<td>Some intercrystalline porosity and minor primary porosity in small forms</td>
</tr>
<tr>
<td>I</td>
<td>Tight Dolomitic Limestone (LDT)</td>
<td>4907.7</td>
<td>A</td>
<td>4.6</td>
<td>Nil</td>
<td>Grainstone-packstone with dolomitised micrite fraction (brown)</td>
<td>Stylolite-associated porosity (blue)</td>
</tr>
<tr>
<td>J</td>
<td>Tight Dolomite (DT)</td>
<td>4698</td>
<td>A</td>
<td>17.1</td>
<td>1</td>
<td>Mudstone-wackestone dolomitised with some bioclasts (red)</td>
<td>Fine intercrystalline porosity</td>
</tr>
</tbody>
</table>
Table 3.7 gives a classification based on the grain density which was used in this study to investigate the dependency of petrophysical parameters on lithology.

Table 3.7 Classification of rocks in the reservoir based on their grain density

<table>
<thead>
<tr>
<th>Grain Density Range (g/cc)</th>
<th>Lithology</th>
</tr>
</thead>
<tbody>
<tr>
<td>2.69 - 2.75</td>
<td>Limestone to dolomitic limestone</td>
</tr>
<tr>
<td>2.76 - 2.80</td>
<td>Dolomitic limestone to calcitic dolomite</td>
</tr>
<tr>
<td>2.81 – 2.85</td>
<td>Calcitic dolomite to dolomite</td>
</tr>
</tbody>
</table>

When examining this Table 3.7, it is observed that more than 90% of the core data fall within a grain density range of 2.69–2.80 g/cc. This is aligned with the lithological description of the core samples dolomitised by only 10%. Versenate analysis was performed on 20 plugs covering a grain density range of 2.69–2.86 g/cc. The plot of the magnesium/calcium content vs grain density reveals a direct relationship between the magnesium content and the grain density, as shown in Figure 3.4. Dolomite has a higher density than calcite, and thus dolomitization increases the grain density as well as the porosity, which indicates the petrophysical dependence on the lithology.

To further evaluate the heterogeneity level, the capillary pressure was measured for core plugs taken from intervals from 4141 ft (1262 m) to 5038 ft (1535 m) using the porous plate technique, and these revealed a trend of rapid variation in the rock fabric. By normalizing the capillary pressure measurements for differences in the permeability and porosity of samples, as well as differences in the fluids used to measure the capillary pressure, the capillary pressure can be obtained as a function of permeability, porosity, interfacial tension, and wetting angle. This function can be applied to a reservoir with any permeability and porosity ranges or any wetting/non-wetting fluid characteristics. Due to a lack of samples in the grain density range above 2.77 g/cc, it was decided to categories the plugs according to lithology rather than grain density. Seven plugs with a permeability of 0.22 to 111 mD and a porosity of 3% to 34.9%, all described as moldic limestone, from the interval 4624 ft (1409 m) to 5038 ft (1535 m), were selected for averaging purposes. Unfortunately, the attempt
to average the curves of seven core plugs using the J function was not successful because of high tortuosity, as shown in Figure 3.4.

Fig. 3.4 Rock density, chemistry and capillary pressure of the reservoir before CO₂ flooding

The porosity was generally good and could have reached up to 34.9%, which suggests a high storage capacity. On the other hand, the high percentage of water saturation obtained from the capillary pressure data may reduce the storage capacity (Suekane et al., 2008; Pentland et al., 2011). However, the reservoir is favorable for successful injectivity in terms of permeability, as obtained from the core sample analysis, as this parameter is greater than 100 mD (Cooper, 2009). As mentioned earlier, the horizontal permeability is generally low, varying between 42 mD and 50 mD in the reservoir, which would offer a lower injectivity. In total, the core scale properties mark this reservoir as a potential site for storage.
However, the presence of vugs can reduce residual trapping ability and may stop the injection operation if the dissolution or precipitation of carbonates occurs (Civile et al., 2013). As per the screening criteria, highly heterogeneous geologic media have undergone complex diagenesis (IPCC, 2005-pp214) and are not often considered to be suitable sites for CCS applications.

In general, carbonates increase the chance of effective residual trapping if a strong water-wet system prevails (Iglauer et al., 2011a; Pentland, 2011). When it comes to solubility trapping, the temperature, pressure, salinity ranges, and type/composition of the rocks play crucial roles. The increase of CO$_2$ pressure, on the other hand, increases the CO$_2$ dissolution and brine density (De Silva et al., 2015). This increase in the density may result in gravitational instabilities in which denser brine moves downward and away from the flowing CO$_2$ plume, promoting solubility trapping (Ennis-King and Paterson, 2005). According to Chevalier et al. (2010), the CO$_2$ solubility is favorable in low-temperature and low-saline areas. On the other hand, geochemical reactions result in the dissolution and precipitation of minerals, depending on subsurface thermodynamic conditions, fluid composition, and rock when CO$_2$ is in contact with brine. It ultimately affects the porosity and permeability of reservoirs (Bacci et al., 2011). Carbonates also offer a relatively high rate of mineral reactions, and may result in large dissolution cavities in the reservoir, developing fast transport paths for CO$_2$ to flow away from the storage site (Kovacs et al., 2015).

Minerals are generally classified into two types that contribute to the chemical reactions between reservoir rocks and pore fluids: (a) fast-reacting carbonate minerals, and (b) Ca$^+$, Mg$^+$, or Fe-rich framework minerals, which have the capability of slow and long-term mineralization with scCO$_2$ (e.g., feldspars, clays, micas, and Fe oxides) (Hangx et al., 2013; Zheng et al., 2015). This mineral dissolution and precipitation affects storage integrity during and after injection, which may lead to damage to the wellbores, the overlying seal, and any fault/seal systems. Although the mineral composition of the carbonate reservoir may offer a slow and long-term mineralization due to the presence of magnesium (Mg) and calcium (Ca), other concerns related to carbonates include the stress-dependent permeability variation
during storage, which should not be neglected (Zhou et al., 2011). This might be a problem due to the impact of different fabrics and moldic limestones with cement reduced porosity and vugs on the plume migration, injectivity, and hydraulic integrity of the reservoir during the interaction of CO\textsubscript{2} with rocks. Thus, it would be wise to carry out an evaluation of the injectivity and mineral trapping, and the influence of both brine chemistry and CO\textsubscript{2} composition at the experimental level before selecting any carbonate formations as a storage site.

The approach presented by Desbrandes et al. (1990) was applied to determine the wettability using the pressure profile and the rock–fluid data, such as porosity, permeability, fluid densities, and surface tension. The estimated contact angle was 32\(^\circ\), emphasizing the fact that the reservoir is water-wet at a threshold pressure of 36.220 kPa. Using the capillary pressure data, the \(J(P_{ct})\) was determined through to be 0.15, and the IFT of the gas and water system was determined to be 0.00005 gf/cm, based on the graphical approach (McCain, 1990). Rock wettability has a highly significant impact on both CO\textsubscript{2} migration and trapping capacities (Iglauer et al., 2015; Al-Khdheawi et al., 2016). Water-wet reservoirs are preferred, on these occasions, due to their high storage capacity, low structural and solubility trappings and, therefore, high containment security (Al-Khdheawi et al., 2016).

The well log data were used in the next step to evaluate the porosity, net thickness, permeability, and residual gas saturation of different intervals, as presented in Table 3.8. The conventional well logs were interpreted and the required parameters were estimated, as presented in Figures 3.5–3.8.

Figure 3.5 shows the interpreted well logs acquired for well A. The laboratory results showed that the non-interconnected porosity is minimal, especially for the formations with a porosity of less than 10\%. The porosity cut-off was obtained as 10\%, and the favorable thickness (net pay) was estimated as 847.75 ft (258 m). Based on the wellbore condition, the GR, resistivity, and porosity responses, the favorable interval for the injection is 3942–5005 ft (1201–1525.5 m). The interpretation of the wireline log data from Well B was conducted in a similar way to that shown in Figure 3.6. The perforated interval of the well was located between 4266 ft (1300 m) and
4848 ft (1478 m). Based on the wellbore condition, the GR, resistivity, and porosity log responses, the interval of 4270–5119 ft (1301–1560 m) seems to be suitable for the injection. The net thickness, gross thickness, and porosity of the reservoir were found to be 655 ft (200 m), 849 ft (259 m), and 22%, respectively. A similar interpretation applies to the logs available for Well C, as displayed in Figure 3.7. The results obtained from such an interpretation indicated that the favorable thickness (net pay), gross thickness, and porosity are 680 ft, 892 ft, and 30.7%, respectively for the reservoir section. The results of the well log interpretation for Well D are shown in Figure 3.8. When examining this figure, it can be seen that the depth interval of 4036–4747 ft (1230–1447 m) has a net thickness of 595 ft (181 m), a gross thickness of 711 ft (217 m), and an average porosity of 20%. The well was perforated over a single interval located between 4047 ft (1233 m) and 4473 ft (1363 m) SSTVD.

The permeability in the wireline log data intervals was estimated using the log-based water saturation and porosity by applying the Timur model (Ahmed, 2001), which provided a better result against the core sample data compared to other correlations, such as the Morris–Biggs and the Schlumberger chart K3 (Schlumberger, 2015). This permeability was, however, only validated with the data from three wells due to the limited available core sample data, as shown in Figures 3.5–3.8. The first indication of there being a carbonate reservoir in the reservoir is perhaps the very low readings of the GR log response. It is generally known that carbonates are less radioactive than shale and sand. The density response decreases because of the low-density fluid (gas), while the neutron log reduces because of the low amount of hydrogen per unit volume. The response of the resistivity logs for Zones 1–4 in all the wells indicates the presence of hydrocarbon. However, the good correlation of the porosity, resistivity, and GR logs for the gas-bearing formation reveals a favorable porosity, permeability, and net thickness, which are essential for good storage capacity and injectivity, as highlighted in the criteria.

Considering the core and reservoir data, the only concern might be the compaction effect of the reservoir, which can be evaluated by performing flooding experiments to determine the injectivity potential.
Fig. 3.5 Conventional and estimated logs data for Well A. The first track shows the zone intervals and the second track is the depth and caliper log (Cal). The third to fifth tracks include the gamma ray (GR), combination of density (DEN), neutron (NEU) and sonic (SON) logs, and resistivity logs. The log based total porosity (PHIE) and permeability and core sample data together with lithology are given in the last three tracks.
**Fig. 3.6** Conventional and estimated logs data for Well B. The first track shows the zone intervals and the second track is the depth and caliper log (Cal). The third to fifth tracks include the gamma ray (GR), combination of density (DEN), neutron (NEU) and sonic (SON) logs, and resistivity logs. The log based total porosity (PHIE) and permeability and core sample data together with lithology are given in the last three tracks.
Fig. 3.7 Conventional and estimated logs data for Well C. The first track shows the zone intervals and the second track is the depth and caliper log (Cal). The third to fifth tracks include the gamma ray (GR), combination of density (DEN), neutron (NEU) and sonic (SON) logs, and resistivity logs. The log based total porosity (PHIE) and permeability together with lithology are given in the last three tracks.
Fig. 3.8 Conventional and estimated logs data for Well D. The first track shows the zone intervals and the second track is the depth and caliper log (Cal). The third to fifth tracks include the gamma ray (GR), combination of density (DEN), neutron (NEU) and sonic (SON) logs, and resistivity logs. The log based total porosity (PHIE) and permeability and core sample data together with lithology are given in the last three tracks.

Table 3.8 Porosity and gross and net thickness of the reservoir in different wells

<table>
<thead>
<tr>
<th>Well ID</th>
<th>Interval of Interest (ft)</th>
<th>Gross Thickness (ft)</th>
<th>Net Thickness (ft)</th>
<th>Actual Perforated Interval (ft)</th>
<th>Porosity (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>3942-5005</td>
<td>1063</td>
<td>847</td>
<td>4218-4278</td>
<td>26</td>
</tr>
<tr>
<td>B</td>
<td>4270-5119</td>
<td>849</td>
<td>655</td>
<td>4266-4848</td>
<td>22</td>
</tr>
<tr>
<td>C</td>
<td>4503-5395</td>
<td>892</td>
<td>680</td>
<td>4550-5150</td>
<td>30.7</td>
</tr>
<tr>
<td>D</td>
<td>4036-4747</td>
<td>711</td>
<td>595</td>
<td>4047-4473</td>
<td>20</td>
</tr>
</tbody>
</table>
The approach developed by Ransom and Holm (1978) was applied to determine the residual gas saturation using the resistivity log, based on the log–injection–log technique. Ransom and Holm (1978) introduced an approach to determine the residual oil saturation based on log–injection–log analysis with the help of the resistivity and thermal decay time logs. This approach can also be applied to estimate the residual gas saturation, where a microspherically focused log is used to measure the resistivity of the flushed zone ($R_{xo}$), which includes the resistivity of salt water mud-filtrate ($R_{mf}$) and the residual hydrocarbon saturation ($R_h$) in the flushed zone ($R_{xo}$) (Assaad, 2008). In fact, for cases where the log–injection–log technique cannot be applied, a microspherically focused log can be used to measure the flushed zone resistivity $R_{xo}$ in the flushed zone, and hence the residual gas saturation can be obtained via the Archie method, considering the input parameters illustrated in Table 3.9. In this study, the residual gas saturation in the invaded zone was calculated by replacing $R_t$ with $R_{xo}$ and $R_w$ with $R_{mf}$ (the resistivity of the mud filtrate). The formation factor, $F$, was estimated by considering the cementation factor, $m_c$ and the log-predicted porosity. This estimate offered a reasonable match with the available core measured residual gas saturation. In the next step, the residual gas saturation was estimated using the site resistivity log and the resistivity of the pore volume filled with water. The average residual gas saturation varied from 33% to 50% in four wells, which was similar to the ranges experienced in the Well B core plugs and is near to the measurements plotted in Figure 3.9. In general, it seems that the residual gas saturation must be less that what was estimated to be the case for a good storage site, as highlighted by Oldenburg and Doughty (2011).

Table 3.9 Input parameters for the residual gas saturation in the invaded zone

<table>
<thead>
<tr>
<th>Well ID</th>
<th>$m_c$</th>
<th>$n$</th>
<th>$\phi$ (%)</th>
<th>$R_w$ (ohm-meter)</th>
<th>$R_{mf}$ (ohm-meter)</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>1.9</td>
<td>2</td>
<td>26</td>
<td>0.24</td>
<td>0.20</td>
</tr>
<tr>
<td>B</td>
<td>1.9</td>
<td>2</td>
<td>22</td>
<td>0.24</td>
<td>0.241</td>
</tr>
<tr>
<td>C</td>
<td>1.9</td>
<td>2</td>
<td>30.7</td>
<td>0.21</td>
<td>0.20</td>
</tr>
<tr>
<td>D</td>
<td>1.9</td>
<td>2</td>
<td>20</td>
<td>0.24</td>
<td>0.241</td>
</tr>
</tbody>
</table>
3.4.5 Containment

The reservoir has two continuous sand horizons, as indicated earlier, but the risk of breaching them through the injection is very small due to the presence of an extensive shale sequence below them. The shale sequence has a marine origin and a 1650 ft (503 m) thickness extending from 1850 ft (564 m) to 3500 ft (1067 m) SSTVD, underlain by a sand/sandstone sequence. In general, the leak off test (LOT) determines the strength or fracture pressure of the open formations, and it is conducted immediately after drilling below a new casing shoe. During the test, the well is shut-in and the fluid (mud) is pumped into the wellbore to gradually increase the pressure in the annulus space. As the pressure builds up, the fracture initiation pressure will be reached and the fluid will enter or leak-off the formation. The results
of the LOT dictate the maximum pressure that can be applied before the formation fractures at the casing shoe. Thus, to evaluate the formation fracture pressure above the main carbonate formations, a number of LOT’s were performed in the wells at different depths, covering the sand horizons and shale caprock intervals (1850 ft to 3500 ft SSTVD). The fluid intake gradient in the caprock section ranged from 0.61 psi/ft (13798 Pa/m) to 0.997 psi/ft (22 553 Pa/m) within the 1233–3693 ft (376–1126 m) interval. The fluid intake gradient obtained from the LOT covering the upper part of the reservoir from 3633 ft (1107 m) to 3798 ft (1158 m) was in the range of 0.87 psi/ft (19 680 Pa/m) to 0.883 psi/ ft (19 974 Pa/ m) (see Figure 3.10). Thus, the seal will be able to bear the pressure build-up as long as the reservoir pressure is less than the seal fracture pressure of 3682 psi (25.3 MPa). However, it will be essential to determine the fracture gradient as the injection begins, because there might be some changes in the fracture pressure due to geochemical reactions between supercritical CO$_2$ and the caprock. Moreover, characterization of the seal in terms of mineralogy and the state of stress after depletion would be beneficial to predict the actual strength of the seal.

![Figure 3.10 Variations of the fluid intake gradient with depth in the chosen reservoir](image-url)
3.5 Injection well evaluation

In this section, gas reservoir wells were analyzed to indicate which one of them is the best candidate for the storage practice following the steps mentioned earlier in the injection well selection guideline.

3.5.1 Well integrity

Wells and reservoir characteristics are linked to each other and a careful selection of injection wells is imperative to have a successful storage practice. However, evaluating different factors related to injection wells depends, to a great extent, on the availability of reservoir and well-data. Table 3.10 summarizes the available data and status of the wells drilled in the reservoir. This 30 years old gas reservoir consists of up to 20 wells, out of which only Well A is vertical and the rest are directional. The majority of wells have been depleted, two were abandoned, and few were drilled for water disposal purposes. Almost all of the wells are deeper than 800 m, which is essential to have scCO₂ in place while injecting (Saeedi, 2012). Few wells such as Well J and Well K followed the sidetracks of Well C and Well D. Well D and Well K (s) are observatory wells for periodically monitoring the movement of the transition zone due to a weak aquifer support. An annulus pressure of 1200 psia had been observed in Well C and Well M in the early stage of production. It was stated that poor cement jobs, shallow gas sources, casing communication near the surface might be the possible reasons behind this annulus pressure increase. Well R was a horizontal infill well located at the total depth of 1110 m (3642 ft). Well S was a shallow well to dispose water, which had been replaced by a deeper Well T. Well T was purposely drilled to cover the whole interval of the reservoir for measuring porosity, residual gas saturation, gas saturation in the original aquifer as well as the reservoir pressure. Most of the wells were at a reasonable distance from faults based on the interpretation of seismic data. The preferred completion type in the wells is casings perforated at a single or multistage points. Wellbore conditions prior to CO₂ flooding were investigated by the caliper log, CBL log and the mud density together with fluid losses. However, CBL were not available for any of the wells drilled in this reservoir at this stage except Well B and Well Q. The CBL survey report of Well B indicated that
the amplitude of the signal is relatively high for the interval above 492 m (1615 ft), highlighting the fact that the cement placement in that interval is quite poor. However, the weak amplitude on the VDL suggested a good casing-cement and cement-formation bonds for the intervals deeper than 492 m (1615 ft). The CBL survey in Well Q indicated a generally poor cement bond condition in the intervals deeper than 335 m (1100 ft). Considering the fact that majority of the wells had caliper logs, their evaluation confirms failure observed and the mud weight variation during drilling in different wells. In fact, based on the available information from different reports, it was clear that the mud weight was properly used and no loss was reported in the main interval of 3940 to 5249 ft.

**Fig. 3.11** Caliper log responses in Well A, B and D
Having these details in mind, three wells in this reservoir, Well A, B and D, could be considered as part of the analysis due to the availability of a complete set of logs. The results obtained from the caliper log, shown in Figure 3.11, indicated an intermittent breakout/washout at 1100 m (3608 ft) and 1200 m (3937 ft). A minor breakout/washout was also observed between 1300 m (4265 ft) to 1500 m (4921 ft) in Well B and from 1152 m (3779 ft) to 1312 m (4304 ft) in Well D. Portland cement was used in these wells based on the company regulation but it may not be able to survive the CO₂ attack due to the reasons provided earlier.

Finally, considering the availability of petrophysical logs, lithofacies analysis as well as CBL reports, Well B was the only well which could be part of the further assessment based on the methodology presented.

The results of the caliper log (Cal), gamma ray (GR), density (DEN), neutron (NEU), sonic (SON), and resistivity logs were acquired and used for the petrophysical evaluation of Well B in conjunction with the core based porosity and permeability. The results obtained, including porosity, permeability and water saturation determined using conventional approaches (Senergy, 2014), revealed that Well B has crossed the reservoir in a suitable place and injection may not face any difficulties as long as this well is considered. Figure 3.6 shows the estimated parameters obtained from the petrophysical analysis of Well B carried out to evaluate the near wellbore conditions for a favorable injectivity.

The capillary pressure measurements performed by the porous plate technique on the core plugs taken from the intervals of 1409 m (4622 ft) to 1536 m (5039 ft) in Well B suggested a permeability of 0.22 to 111 mD and porosity of 3% to 34.9%. The variation of capillary curves with permeability also revealed a rapid variation in the rock fabrics as displayed in Figure 3.12. These changes might be related to fractures, porosity and consolidation of reservoir rocks. Considering the variation of porosity and permeability obtained from the core data measurements, it seems that the interval between 1409 m (4622 ft) to 1536 m (5039 ft) can be a good choice for a favorable injection due to the net thickness, porosity and near wellbore permeability, as recommended by Chadwick et al. (2008).
Table 3.10 Characteristics of the wells drilled into the carbonate reservoir

<table>
<thead>
<tr>
<th>Completed Date</th>
<th>Well ID</th>
<th>Well type</th>
<th>Status/abandonment method</th>
<th>Depth (m) and perforation interval (1 m = 3.28 ft)</th>
<th>Cement bond log information</th>
<th>Lithofacies analysis</th>
<th>Caliper log Work Over job</th>
<th>Mud gradient below sand layer, psi/m (1 psi/m = 0.3048 psi/ft)</th>
<th>Fluid losses</th>
<th>Availability of all well logs for petrophysical and geomechanical evaluation</th>
</tr>
</thead>
<tbody>
<tr>
<td>1973</td>
<td>Well A</td>
<td>Vertical</td>
<td>Abandoned/no info</td>
<td>1440 - 1</td>
<td>Not Available</td>
<td>Available</td>
<td>Available No</td>
<td>4.95 Only at 1440 m</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>1977</td>
<td>Well B</td>
<td>Directional</td>
<td>Abandoned/no info</td>
<td>1560 - 1</td>
<td>Available</td>
<td>Available</td>
<td>Available Acidizing</td>
<td>4.66 Not major</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>1973</td>
<td>Well C</td>
<td>Directional</td>
<td>Depleted</td>
<td>1083 - 8</td>
<td>Not Available</td>
<td>Not Available</td>
<td>Available No</td>
<td>4.66 Only at 1353 m</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>1983</td>
<td>Well E</td>
<td>Directional</td>
<td>Depleted</td>
<td>1353 - 7</td>
<td>Not Available</td>
<td>Not Available</td>
<td>Available No</td>
<td>4.66 and 4.95 Only at 1353 m</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>1983</td>
<td>Well F</td>
<td>Directional</td>
<td>Depleted</td>
<td>1338 - 1</td>
<td>Not Available</td>
<td>Not Available</td>
<td>Available No</td>
<td>4.75 No</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>1983</td>
<td>Well G</td>
<td>Directional</td>
<td>Depleted</td>
<td>1367 - 8</td>
<td>Not Available</td>
<td>Not Available</td>
<td>Available No</td>
<td>5.15 Only from 1190 m to 1213 m</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>1983</td>
<td>Well H</td>
<td>Directional</td>
<td>Depleted</td>
<td>1359 - 6</td>
<td>Not Available</td>
<td>Not Available</td>
<td>Available No</td>
<td>4.75 No fluid loss</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>1983</td>
<td>Well J/S</td>
<td>Directional</td>
<td>Observation</td>
<td>1653 - 1</td>
<td>Not Available</td>
<td>Not Available</td>
<td>Available No</td>
<td>4.95 and 6.75 Only from 1152 m to 1312 m (partial losses)</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>1983</td>
<td>Well K/S</td>
<td>Sidetrack</td>
<td>Observation</td>
<td>1465 - 1</td>
<td>Not Available</td>
<td>Not Available</td>
<td>Not Available</td>
<td>4.95 and 6.75 No information</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>1983</td>
<td>Well L</td>
<td>Directional</td>
<td>Depleted</td>
<td>1330 - 1</td>
<td>Not Available</td>
<td>Not Available</td>
<td>Available No</td>
<td>4.76 No</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>1983</td>
<td>Well M</td>
<td>Directional</td>
<td>Depleted</td>
<td>1371 - 7</td>
<td>Not Available</td>
<td>Not Available</td>
<td>Available No</td>
<td>4.76 No</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>1983</td>
<td>Well N</td>
<td>Directional</td>
<td>Depleted</td>
<td>1347 - 6</td>
<td>Not Available</td>
<td>Not Available</td>
<td>Available No</td>
<td>4.76 Only from 1060 m to 1099 m (partial)</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>1984</td>
<td>Well O</td>
<td>Directional</td>
<td>Depleted</td>
<td>1323 - 1</td>
<td>Not Available</td>
<td>Not Available</td>
<td>Available No</td>
<td>4.76 No</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>1984</td>
<td>Well P</td>
<td>Directional</td>
<td>Depleted</td>
<td>1370 - 7</td>
<td>Not Available</td>
<td>Not Available</td>
<td>Available No</td>
<td>4.76 No</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>2001</td>
<td>Well Q</td>
<td>Directional</td>
<td>Depleted</td>
<td>1110-nil</td>
<td>Available</td>
<td>Not Available</td>
<td>Not Available Acidizing</td>
<td>- No</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>2001</td>
<td>Well R</td>
<td>Directional</td>
<td>Depleted</td>
<td>1110-nil</td>
<td>Available</td>
<td>Not Available</td>
<td>Not Available Acidizing</td>
<td>- Yes</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>2001</td>
<td>Well S</td>
<td>Directional</td>
<td>Water disposal</td>
<td>597 - 3</td>
<td>Available</td>
<td>Not Available</td>
<td>Available No</td>
<td>4.84 Yes and particularly in 1225 m to 1246 m formation section</td>
<td>No</td>
<td>No</td>
</tr>
</tbody>
</table>
A total number of nine lithofacies types were defined during the reservoir characterization based on petrographic types, gross lithology (limestone/dolostone/dolomite), porosity and permeability together with heterogeneity. Two of these lithofacies obtained from the core samples of Well B are shown in Figure 3.13.

Muddy Moldic Limestone (LMMu) lithofacies is the most common lithofacies observed in the core plugs of Well B. The petrographic type is predominantly packstones, with pack-wackestones and some grainstone and boundstones. This lithofacies has a high degree of leaching, which has resulted in moldic pores (dissolved bioclasts). These pores are connected via matrix intercrystalline or microporosity. Moldic Dolomite (DM) is the second lithofacies with a wide range of porosities and permeability. This lithofacies and is characterized by intercrystalline porosity (the mud matrix is dolomitised) along with the moldic porosity created by the dissolution of less stable bioclasts. There is a wide poro-perm heterogeneity, caused by differences in the proportion of bioclasts of solution-enhancement. The last and perhaps the most important step of the well selection is determinations of fracture pressures for seals and caprocks, which is done in the next section.
Fracture initiation during injection may occur if the injection pressure exceeds the fracture pressure of the caprock. As mentioned earlier, the entire set of logs including DSI log (i.e., containing compressional and shear slowness data), were acquired and available for the purpose of this study. However, core samples and MDT data were not available for calibration of geomechanical parameters estimated by the geomechanical analysis. Figure 3.14 shows the logs data used for the purpose of this study.

Dynamic elastic parameters (Young’s modulus (E), and Poisson’s ratio (υ)) of the formations were analytically determined using the equations provided by Fjær et al. (2008). They were then converted to static parameters using the correlations developed by Wang (2000). This is due to the overestimation of dynamic elastic parameters obtained from the wave velocity data. To estimate the uniaxial compressive strength (UCS) and the friction angle of the rocks, the correlation proposed by Bradford (1998) and Plumb (1994) were used, respectively. Figures 3.15 shows the estimated log-based parameters of Well B.
Fig. 3.14 Conventional wireline log data of Well B used for the purpose of this study

Fig. 3.15 Estimated elastic properties, uniaxial compressive strength and friction angle of Well B
Pore pressure was estimated using the Eaton’s equation as it was required to determine the magnitude of effective in-situ stresses (Gholami et al., 2015b; Gholami et al., 2016). Poro-elastic equations were then used for the stress estimation by the help of leak-off tests (LOT) data. The results obtained from the stress analysis highlighted that the dominant stress regime in this reservoir is reverse faulting as the order of the magnitude of in-situ stresses was \( \sigma_{H_{\text{max}}} > \sigma_{h_{\text{min}}} > \sigma_v \).

It is generally known that the pore pressure and other geomechanical parameters must be calibrated using the reservoir and core data. However, those data were not available. Therefore, shear failure observed in the caliper log was used for the calibration purpose. As a result, the breakout pressure estimated using Mohr-Coulomb criteria was used to adjust the geomechanical parameters (elastic and strength parameters together with the pore pressure) linked to the mud weight variation. As a rule of thumb, if a failure criteria can accurately predict the break-out captured by the caliper log, one can safely say that the magnitude of in-situ stresses and other geomechanical parameters are correct. The principle and equations developed for wellbore stability analysis using the Mohr-Coulomb criteria were extensively brought in the literature (Gholami et al., 2015b; Gholami et al., 2016) and interested readers are referred back to those studies. Figure 3.16 shows the stress profiles in the first track, the caliper log and the bit size in the second track and the breakout pressure, mud loss and mud weight in the third track. The last track is the minimum horizontal stress giving the magnitude of the fracture initiation pressure.

Considering the leak of test data (LOT) covering the caprock section and the upper part of the reservoir as discussed earlier, the range of the fracture gradient in the caprock varies from 0.61 psi/ft to 0.997 psi/ft while the fluid intake gradient is within the range of 0.87 psi/ft to 0.88 psi/ft for the interval between 3633 ft to 3798 ft. Figure 3.10 shows the formation intake gradient obtained from the geomechanical analysis. The average and the range of the fracture gradient in Well B obtained from the geomechanical characterization and the average/range of fracture gradient of the caprock obtained from the LOT is given in Table 3.11.
Fig. 3.16 Calibration of the breakout pressure using the caliper log to determine the fracture gradient in Well B

Table 3.11 Thresholds of the seal and reservoir before CO₂ flooding

<table>
<thead>
<tr>
<th>Sr. No.</th>
<th>Section</th>
<th>Stress Regime</th>
<th>Depth Range (ft)</th>
<th>Fracture Gradient Range (psi/ft)</th>
<th>Average Fracture Gradient Range (psi/ft)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Caprock</td>
<td>-</td>
<td>1850-3500</td>
<td>0.61 - 1 (LOT Tests)</td>
<td>0.78</td>
</tr>
<tr>
<td>2</td>
<td>Reservoir (Well-B)</td>
<td>Reverse</td>
<td>4200-5101</td>
<td>0.61-0.82 (Log Data Analysis)</td>
<td>0.73</td>
</tr>
</tbody>
</table>

Having the fracture pressure determined, the pressure can build-up and a large volume of scCO₂ can be injected in the storage site as longs as the fracture pressure is not exceeded. In fact, knowing the fracture gradient of the caprock and the reservoir would reduce the risk of leakage during the storage operation. However, it would be essential to asses any changes in the magnitude and state of stress during
injection in order to have a clear understanding of the possible reduction taking place in the magnitude of the fracture gradient. Changes in the fracture pressure due to geochemical reactions between scCO$_2$ and caprocks must not also be ignored. This would help to have a safe and secure storage practice.

Having the threshold of the fracture pressure obtained from the geomechanical analysis of wireline logs data and considering favorable rock properties near the wellbore region as well as the lithofacies types, it seems that Well B can be considered as a good conduit for the injection job, however, the location of well on structure could be concern.

3.6 Injection zone evaluation

A well, which is referred to as Well A used for injection zone selection, drilled into this reservoir in late 70s and was perforated over the interval of 4200 ft to 4300 ft. An integrated geological approach was applied on Well A. The results were compared with the proposed indicators (see Table 3.3) to justify the good zones for favourable CO$_2$ storage.

3.6.1 Petrophysical analysis

Petrophysical analysis performed using wireline logs data is one of the common approaches taken to evaluate different zones in depleted petroleum reservoirs for CO$_2$ storage (Akintunde et al., 2013; Olierook et al., 2014).

For the purpose of this study, a core sample analysis for determination of petrophysical properties such as porosity, permeability and capillary pressure were done on 16 core plugs taken from different intervals of Well A. All samples were cleaned in hot refluxing methanol before being oven dried at 60 °C. This was followed by measurements of air permeability and helium porosity on the core plugs taken from 4109 ft to 4698 ft, having a wide range of porosity (4.6 to 39.6%) and permeability (0.38 to 241 mD). The power regression analysis showed a reasonable correlation of 0.651 between the lab measured porosity and permeability as shown in Figure 3.17 (left).
Capillary pressure data obtained was measured on 7 core plugs by humidified air at increasing incremental pressure up to 200 psia until irreducible water saturation was reached. The degree of saturation was then determined gravimetrically after reaching the capillary equilibrium. The results of these measurements are presented in Figure 3.17 (right). The Leverett up-scaling relationship was used to characterize capillary heterogeneity and generate a single reservoir curve, where the relative permeability was assumed uniform (Kuo and Benson, 2015). Attempts were made to average the capillary pressure curves using J-function but it was not successful. It might be due to the effect of heterogeneity and the complex diagenetic phenomenon caused by the presence of many lithofacies types (Ataie-Ashtiani et al., 2002).

There are total of five zones separated by tight layers. Well A is intersecting four of these zones except the flank zone which is on both sides of the reservoir. The well log data of Well A was used in the next step to evaluate the porosity, net thickness, permeability and the residual gas/water saturation as given in Table 3.12.

Table 3.12 Rock characteristics of the reservoir in Well A

<table>
<thead>
<tr>
<th>Well ID</th>
<th>Interval of Interest (ft)</th>
<th>Gross Thickness (ft)</th>
<th>Net Thickness (ft)</th>
<th>Actual Perforated Interval (ft)</th>
<th>Porosity (%)</th>
<th>Permeability (mD)</th>
<th>Residual Gas/ Irreducible Water Saturation (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>3942-5005</td>
<td>1063</td>
<td>847</td>
<td>4218-4278</td>
<td>26</td>
<td>9.13</td>
<td>31.25/9</td>
</tr>
</tbody>
</table>

Fig. 3.17 Correlation between core measured porosity and permeability (left) and capillary pressure curves of seven core plugs (right)
Figure 3.18 shows the interpreted logs of Well A for petrophysical evaluation that has been used in this section. For the interpretation purpose, the porosity cut-off was obtained as 10%, and the favourable thickness (net pay) was estimated as 847.75 ft (258 m). Based on the wellbore condition as well as GR, density, porosity, and permeability responses, the favourable interval for the injection was indicated to be 3942-5005 ft (1201-1525.5 m).
The results obtained also revealed that the effective porosity estimated using the wireline logs has a good match with the lab measured porosity with a correlation of 0.91 (see Figure 3.19). The estimated permeability using the Timur’s correlation, however, showed a weak match with the lab measured permeability based on the correlation of 0.44 (see Figure 3.19).

![Fig. 3.19 Correlation between laboratory and log measured porosity (left); correlation between laboratory and log measured permeability (right)](image)

It was also found that permeability decreases with depth, from a maximum value of 713 mD at 4141 ft to 9.13 mD at 4698 ft. Porosity and permeability estimated from the logs considering the initial water saturation ($S_w$) were then correlated and gave a good correlation of 0.82 as shown in Figure 3.20.

![Fig. 3.20 Correlation between log estimated porosity and permeability](image)
It is generally known that recognitions of lithofacies from wireline logs in the non-cored intervals of the well is essential to have an accurate modeling of the storage site. However, due to lateral heterogeneity observed in the analysis, the lithofacies obtained could not be extended for the non-cored intervals using the well log response.

There are several constraints which may affect the injection operation if the chosen reservoir has a remarkable water or gas saturations. As a result, the irreducible water saturation was estimated using porosity and resistivity logs and compared with that of the capillary pressure test data. It was then found that this saturation is quite different in various zones and it has a maximum value in tight formations of the reservoir. This high percentage of water saturation can significantly reduce the chance of having an effective storage capacity (Suekane et al., 2008; Pentland et al., 2011). Residual gas saturation which may also affect the efficiency of injectivity (Oldenburg and Doughty, 2011; Saeedi and Rezaee, 2012) can be estimated using deep and shallow resistivity logs and the approach presented by Ransom and Holm (1978), which is applicable to both oil and gas reservoirs. As discussed earlier that the residual gas saturation is ranging from 33% to 50% within the reservoir and its average value (31.25%) is near to the thermal decay time log (TDT) measurements (30% $S_{gr}$). The average residual gas saturation within the interval of Zones No. 2 and 3 is less than that of the Zone 1 and Zone 4. Table 3.13 gives the rock/fluid characteristics of different zones observed through the wireline log data. As mentioned earlier, the amount of the remaining oil may also affect the CO$_2$ relative permeability and, hence, CO$_2$ injectivity (Kovscek, 2002). At the recovery factor of 60% in carbonate gas reservoir, the remaining condensate could influence injectivity.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Zone 1</th>
<th>Zone 2</th>
<th>Zone 3</th>
<th>Zone 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Depth (ft)</td>
<td>3942-4200</td>
<td>4200-4470</td>
<td>4470-4720</td>
<td>4720-5005</td>
</tr>
<tr>
<td>Porosity (%)</td>
<td>25.3</td>
<td>26.2</td>
<td>27.5</td>
<td>24.5</td>
</tr>
<tr>
<td>Ne thickness (ft)</td>
<td>258</td>
<td>270</td>
<td>250</td>
<td>285</td>
</tr>
<tr>
<td>Permeability (near-wellbore) (mD)</td>
<td>81</td>
<td>161.75</td>
<td>172</td>
<td>121.44</td>
</tr>
<tr>
<td>Average residual gas /water saturation (%)</td>
<td>36/7</td>
<td>30/9</td>
<td>26/6</td>
<td>33/13</td>
</tr>
</tbody>
</table>
It can be inferred that the interpretation provided based on the wireline log data combined with the results of the core analysis could be useful to highlight the potential zones. Based on the above petrophysics analysis, it can be concluded that the level of heterogeneity as depicted by the capillary pressure and lithofacies analysis could play a crucial role in controlling brine displacement upon CO$_2$ injection which has a major influence on the plume migration and storage capacity (Honari et al., 2015; Ott et al., 2015a). Having a reasonable match of log estimated porosity, permeability and water saturation with the measured core data, reservoir zones at a suitable depth and pressure-temperature conditions with different rock/fluid characteristics will be selected for having a successful injection operation. Hence, it would be wised to experimentally or numerically evaluate injectivity by considering the residual constraints (fraction of water, remaining gas and condensate (oil phase)) as it varies with the injection rates, salinity of formation water (Izgec et al., 2008), and carbonate mineralization (Yoo et al., 2013).

### 3.6.2 Reservoir quality and CO$_2$ injectivity

Petrophysical evaluations of the reservoir alone suggested that it could provide a reasonable injectivity due to its high porosity and permeability, together with high quality facies (McGowen and Bloch, 1985; Atkinson et al., 1990; Bloch, 1991). In this study, the lithofacies analysis indicates that porosity developments are related to the original sediment type and smaller-scale depositional cyclicity. Late-leaching had made a significant positive contribution into the reservoir quality, especially in packstone and grainstone lithofacies. A relationship was found between the lithofacies and original sediment type including peloidal grainstone, packstones, wackestone, and pack-wackestones. The heterogeneities in the sediment type are useful to understand the characteristics of the reservoir within each lithofacies type. The secondary diagenetic pore types developed in these lithofacies are controlled by the primary sediment fabric.

The texture of dolomitized lithofacies was recognized purely fabric-selective to the micritic carbonate mud fraction. Therefore, dolomitic lithofacies (LDM and DM) are
predominantly wackestones or pack-wackestones. The muddy matrix in packstones has undergone dolomitization and caused the development of intercrystalline porosity by the dissolution of bioclasts. Packstones have a higher proportion of grains in the matrix than wackestones, and, thus, the moldic intercrystalline or microporosity porosity dominant. Each lithofacies with microporosity accounts for approximately half of the total porosity of the reservoir lithofacies when it is compared with the visible moldic pores.

The solution-enhancement is common in packstone lithofacies (LMMu) and shows an excellent reservoir character. In grainstone, composed of LM facie, original porosity has been cemented with calcite, and moldic and/or intergranular/microintergranular porosity developed in bioclasts and peloids. The reservoir quality in this lithofacies has been reduced by moldic porosity which is very well connected. However, late-leaching along with open stylolites is one of the major characteristics of this lithofacies which improves the reservoir quality. LDT lithofacies has a low Stylolite-associated porosity and permeability (Alsharhan, 2000).

Lithofacies such as LPe, LM and LMMu have a solution enhanced moldic porosity and permeability while DM is a low reservoir quality facies. The lithofacies ‘T’ are characterized by a low porosity and permeability, creating a poor reservoir quality. Moreover, different levels of porosity and permeability observed through the well log data interpretation together with failure to average the capillary pressure data revealed that there is a wide variation of the facies obtained as mentioned and obtained earlier by the petrographic analysis. It is, therefore, concluded that there are four zones with different levels of reservoir quality with lateral heterogeneity.

For a favourable injectivity, the reservoir at the depth of greater than 2625 ft seems to have a good permeability, porosity, and thickness with a low level of water/gas saturation for achieving a maximum storage capacity. The analysis of a wide range of data obtained from well A indicates that Zones No. 2 and 3 are good quality zones with a favourable thickness which can support a high injection rate. According to proposed zone evaluation criteria, the thickness should be greater than 164 ft for a
successful CO₂ injection. Overall, the Zone 3 due to having a good thickness (250 ft), good-quality facies with a favourable porosity and permeability and a small amount of residual gas/water saturation shows a better reservoir quality compared to the Zone 2. Zone 1, on the other hand, should not be selected at all for the injection practice. Zone 4 is a very low-quality interval connected to a wide spread aquifer which should not be chosen as a part of the storage practice. Thus, the intervals from 4200 ft to 4470 ft (i.e., Zone 2) and 4470 ft to 4720 ft (i.e., Zone 3) are the best intervals for the injection. Table 3.14 depicts the characteristics of different zones considered as part of the favourable target selection for a safe storage practice.

**Table 3.14** Comparing characteristics of different zones for an optimum injectivity target selection

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Positive Indicator</th>
<th>Negative Indicator</th>
<th>Zone 1</th>
<th>Zone 2</th>
<th>Zone 3</th>
<th>Zone 4</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Depth (ft)</strong></td>
<td>&gt;2625 ft (800 m)</td>
<td>2625 ft (800 m) &gt;depth&gt;6562ft (2000 m)</td>
<td>3942-4200</td>
<td>4200-4470</td>
<td>4470-4720</td>
<td>4720-5005</td>
</tr>
<tr>
<td>CO₂ density</td>
<td>high</td>
<td>low</td>
<td>Reservoir pressure and temperature conditions</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Porosity (%)</td>
<td>&gt;20%</td>
<td>&lt;10%</td>
<td>25.3</td>
<td>26.2</td>
<td>27.5</td>
<td>24.5</td>
</tr>
<tr>
<td>Thickness (ft)</td>
<td>&gt;&gt;164 ft (50 m)</td>
<td>&lt;&lt;66 ft (20 m)</td>
<td>258</td>
<td>270</td>
<td>250</td>
<td>285</td>
</tr>
<tr>
<td>Permeability (near-wellbore) (mD)</td>
<td>&gt;100 mD</td>
<td>10-100 mD</td>
<td>81</td>
<td>161.75</td>
<td>172</td>
<td>121.44</td>
</tr>
<tr>
<td>Pore throat size distribution</td>
<td>less heterogeneous</td>
<td>highly heterogeneous</td>
<td>High Variation of rock fabrics in 4109ft to 4698ft interval</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Average residual gas /water saturation (%)</td>
<td>low</td>
<td>high</td>
<td>36/7</td>
<td>30/9</td>
<td>26/6</td>
<td>33/13</td>
</tr>
<tr>
<td>Oil phase saturation (%)</td>
<td>low</td>
<td>high</td>
<td>Expected 40% Condensate (oil phase) at depleted stage</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lithofacies types</td>
<td>good quality</td>
<td>low quality</td>
<td>LPe, LT</td>
<td>LMMu, LDM, ALT</td>
<td>LM, LDM, DM, DT</td>
<td>LDT</td>
</tr>
</tbody>
</table>

It is indicated that tight zones can act as barriers to slow down the vertical flow of CO₂ (Frykman et al., 2009; Ukaegbu et al., 2009). According to Frykman et al. (2009), numerical modeling of the Vedsted structure composed of two different facies in Denmark revealed that zones of poor quality facies with intraformational sealing can slow down the vertical flow of CO₂. It seems that having those tight layers (low permeable) in the reservoir can help to achieve a good storage capacity due to the slow vertical movement of CO₂. However, it is worth to evaluate the injectivity through numerical and experimental studies on the zones suggested by this study to ensure that the interval can support a high injection rate. Additionally, an evaluation
on CO₂/brine/rock chemical reactions, and the influence of both brine chemistry and CO₂ composition before selecting any carbonate formations as a storage site would also be useful to make a final decision.

3.7 Summary of chapter

The reservoir that is the subject of this study was evaluated based on proposed screening criteria and consideration of the available data. After assessing every single parameter according to the screening criteria, the reservoir was found to be a suitable place for CO₂ storage. This was confirmed by analysing the depth of the reservoir and its anticline structure, CO₂ properties (density, viscosity, and interfacial tension), porosity, thickness, permeability, well types, well locations/conditions, residual gas/water saturation, salinity, conditions (pressure and temperature), rock types, wettability, and seal geometry (thickness). There are, however, some concerns about the presence of an aquifer support, a compaction issue, and the high heterogeneity level, which may result in poor injectivity. There are a few other parameters, such as the mineralogical interaction of the reservoir and caprock with scCO₂, the seal capacity, the seal geometry, and the stress characterization of caprock, which could not be studied due to the absence of the required data.

A long-term and safe CO₂ storage practice depends on the cap rock and well-integrity as well as hydraulic integrity, and trapping mechanisms. According to the proposed methodology, prior to flooding, evaluation of well-integrity, wellbore conditions and hydraulic integrity for the fracture pressure estimation is essential and Well B shows favorable well characteristics to act as injection well.

In this study, an injectivity analysis was also done based on the facies and petrophysical descriptions considering different indicators for target zone selections. The reservoir was found to be highly heterogeneous, undergone through a complex diagenetic phenomenon which controls the brine displacement upon CO₂ injection as well as plume migration and storage capacity. Based on the facies characterization, the reservoir has classified into nine lithofacies where lithofacies marked by A-E show a good quality. Four zones in Well A separated by tight layers were marked based on
the wireline log interpretation at different intervals, having different rock/fluid characteristics. The integrated analysis indicated that Zones No. 2 and 3 are rational choices for injection because of their favourable characteristics.
CHAPTER 4

A NEW CO₂ RESIDUAL TRAPPING METHOD AND ITS IMPLEMENTATION

4.1 Introduction

Considering the importance of field level CO₂ residual trapping for a precise storage site selection, this chapter proposed a method for the residual trapping assessment of CO₂ storage sites by considering related and effective constraints such as residual hydrocarbon saturation, interfacial tension, pore geometry, and wettability. The proposed approach was validated both experimentally and numerically. Data from two wells of the largest gas reservoir in Malaysia were considered as part of this study to show how the proposed method can be executed in the field scale for determination of the residual trapping ability of the petroleum reservoir.

4.2 Theory and calculation

4.2.1 Residual trapping

The residual trapping refers to the immobilization of a fluid due to the capillary force in a snap-off process (Ennis-King and Paterson, 2001; Juanes et al., 2006; Pentland, 2011; Jalil et al., 2012; Zhang and Song, 2014; Raza et al., 2016), even in the presence of a pressure gradient induced by gravity, fluid injection or extraction (Krevor et al., 2011). Pentland et al. (2011) reported two mechanisms in pore scales which are responsible for controlling the amount of residual trappings. The first mechanism is imbibition- a competition between pore and throat filling. At the reservoir scale, this imbibition process is dominant at the tail of the migrating scCO₂ plume, while brine as the wetting-phase imbibes behind the migrating non-wetting phase CO₂. When the concentration of scCO₂ becomes less than a certain value, it is trapped by the capillary pressure and ceased to flow (Ennis-King and Paterson, 2001; Holtz, 2002). Therefore, at the trail, the immobile scCO₂ is left behind the plume as it migrates upward (Juanes et al., 2006). During the Piston-like advance when the
water flow displaces the non-wetting phase from neighboring pore throats, the threshold capillary pressure is expressed as:

$$P_c = \frac{2\sigma \cos \theta}{r}$$  

(4.1)

In the above equation, $P_c$ (psi), $\theta$ (degree), $\sigma$ (gf/cm), and $r$ (cm) are the capillary pressure, contact angle, interfacial tension and pore throat radius, respectively. To assess the threshold capillary pressure, quantification of these parameters would be essential.

The second mechanism in charge of controlling the residual trapping is the snap-off process, taking place during imbibition process when water preferably refills the smallest pore spaces. The way in which the non-wetting phase gradually occupies small pores and the degree of trapping is controlled by local capillary forces (Pentland, 2011). It is worth to mention that thin films only exist in strongly wetting systems and the snap-off mechanism may be abridged/excluded entirely in intermediate-wet media (Kimbrel et al., 2015). Therefore, strong water and water wet systems are more capable of residual trapping compared to intermediate or oil-wet rocks (Iglauer et al., 2015; Al-Menhali and Krevor, 2015; Al-Menhali and Krevor, 2016). For a throat of square cross-section and inscribed radius, $r_i$ (cm), the threshold capillary pressure, $P_c$ (psi), is obtained by the interfacial tension, $\sigma$ (gf/cm), and the contact angle, $\theta$ (degree), as:

$$P_c = \frac{\sigma (\cos \theta - \sin \theta)}{r_i}$$  

(4.2)

Basically, the CO$_2$ residual trapping is the most efficient mechanism contributing into the overall trapping compared to dissolution or mineral trapping mechanisms (Kimbrel et al., 2015), having considerable impacts on the rate and extent of plume migration, immobilization and storage security (Krevor et al., 2015). There are a number of parameters such as rock-fluid characteristics, geologic settings and injection conditions linked to the residual trapping, which many of them are summarized in Table 4.1. Having all of these parameters in mind, quantification of the residual trapping capability of a storage site prior to CO$_2$ injection seems very
unlikely. This might be the reason why there is almost no study carried out on the determination of the residual trapping in a reservoir scale.

4.2.2 Proposed analytical approach

There are many parameters affecting the CO$_2$ residual trapping in a depleted reservoir and development of an approach to estimate the residual CO$_2$ saturation ($S_{gr CO_2}$) is not an easy and straightforward task. There are studies carried out in the past indicating factors such as capillary forces (Pashin and Dodge, 2010; Iglauer et al., 2011b), interfacial tension (Bennion and Bachu, 2006; Jiang and Tsuji, 2015), wettability (Iglauer et al., 2015), and pore geometry (Pashin and Dodge, 2010; Pentland et al., 2012) as the controlling parameters of the residual trapping. However, there might be few others which have not been recognized yet. In this study, an attempt was made to propose an approach for estimation of the residual CO$_2$ saturation (residual trapping capability) based on the Laplace model which can be applied at reservoir scales. The Laplace model was used because it is the only theoretical well-established model relating the capillary pressure, $P_c$ (psi), to the contact angle, $\theta$ (degree), interfacial tension (capillary force), $\sigma$ (gf/cm), and pore throat radius, $r$ (cm) (Amyx et al., 1960). It also covers the basic mechanism of the capillary pressure during drainage and imbibition. The capillary pressure by the standard Young-Laplace equation is defined as:

$$P_c = P_{nw} - P_w = \frac{2\sigma \cos \theta}{r} \quad (4.3)$$

Capillary pressure, $P_c$ (psi), in this sense, is referred to as the difference between a non-wetting phase pressure, $P_{nw}$ (psi), and a wetting phase pressure, $P_w$ (psi), arising from the capillary forces. These capillary forces are surface and interfacial tensions. The interfacial tension is the imbalance of molecular forces between two phases (Chalbaud et al., 2009) while wettability of rocks is defined as the ability of one fluid over another to wet the rock’s surface (Iglauer et al., 2015). Wettability is determined by the contact angle as the angle created between a fluid and a solid surface. Contact angles for different rock systems is given in Table 4.1.
Table 4.1 Contact angles for different rock systems (modified after Iglauer et al. (2015))

<table>
<thead>
<tr>
<th>Wettability Based on Contact Angle from the Petroleum Engineering Literature</th>
<th>Treiber and Owens (1972)</th>
<th>Dake (1978)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Water-wet</td>
<td>$0^\circ \leq \theta &lt; 75^\circ$</td>
<td>$0^\circ \leq \theta &lt; 90^\circ$</td>
</tr>
<tr>
<td>Intermediate-wet</td>
<td>$75^\circ \leq \theta &lt; 105^\circ$</td>
<td>$\theta = 90^\circ$</td>
</tr>
<tr>
<td>Oil-wet</td>
<td>$105^\circ \leq \theta \leq 180^\circ$</td>
<td>$90^\circ &lt; \theta \leq 180^\circ$</td>
</tr>
</tbody>
</table>

**Wettability Based on Contact Angle for CO$_2$-Brine-Mineral Systems**

<table>
<thead>
<tr>
<th>Wettability State</th>
<th>Water Contact Angle $\theta^\circ$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Complete wetting or spreading of water</td>
<td>0</td>
</tr>
<tr>
<td>Strongly water-wet</td>
<td>0-50</td>
</tr>
<tr>
<td>Weakly water-wet</td>
<td>50-70</td>
</tr>
<tr>
<td>Intermediate-wet</td>
<td>70-110</td>
</tr>
<tr>
<td>Weakly CO$_2$-wet</td>
<td>110-130</td>
</tr>
<tr>
<td>Strongly CO$_2$-wet</td>
<td>130-180</td>
</tr>
<tr>
<td>Complete non-wetting of water</td>
<td>180</td>
</tr>
</tbody>
</table>

It is known that CO$_2$ and hydrocarbons are often form a non-wetting phase and, thus, the Laplace equation (Eq. (4.3)) can be addressed as:

$$P_{c_{h_{yd-brine}}} = \frac{2\sigma_{h_{yd-brine}} \cos \theta_{h_{yd-brine-rock}}}{r} \quad (4.4)$$

$$P_{c_{CO2-brine}} = \frac{2\sigma_{CO2-brine} \cos \theta_{CO2-brine-rock}}{r} \quad (4.5)$$

In the Eq. (4.4), $P_{c_{h_{yd-brine}}}$ (psi) is the capillary pressure between hydrocarbon and brine at a particular hydrocarbon-brine interfacial tension, $\sigma_{h_{yd-brine}}$ (gf/cm), a rock-fluids contact angle, $\theta_{h_{yd-brine-rock}}$ (degree), and pore throat radius, r (cm). In Eq. (4.5), $P_{c_{CO2-brine}}$ (psi), $\sigma_{CO2-brine}$ (gf/cm) and $\theta_{CO2-brine-rock}$ (degree) are the CO$_2$-brine capillary pressure, CO$_2$-brine interfacial tension, the rock-fluids (CO$_2$-brine) contact angle, and pore throat radius, r (cm), respectively.

Saeedi and Rezaee (2012) experimentally revealed that the amount of CO$_2$ trapping in a depleted natural gas system by cycling and brine injection is approximately similar to that of a two-phase system (CO$_2$/brine) as given in Table 4.2. It should be noted that CO$_2$ injection in a depleted natural gas system would transform the two-phase system of CH$_4$-brine into a multiphase system having three phases such as CH$_4$,
brine, and CO₂. Considering this aspect and dividing Eq. (4.5) by Eq. (4.4), the multiphase storage system (hydrocarbon/brine/CO₂) during CO₂ injection at a particular depth in depleted hydrocarbon system can be written as:

\[
\frac{P_{C_{\text{CO}_2-\text{brine}}}}{P_{C_{\text{hyd-brine}}}} = \frac{\sigma_{\text{CO}_2-\text{brine}}}{\sigma_{\text{hyd-brine}}} \times \frac{\cos \theta_{\text{CO}_2-\text{brine-rock}}}{\cos \theta_{\text{hyd-brine-rock}}} 
\]

Eq. (4.6) considers the fact that the pore geometry will equally change during depletion and injection. As mentioned earlier, the amount of CO₂ trapping in a depleted natural gas system by cycling CO₂ and brine injection is approximately similar to that of a two-phase system (CO₂-brine). This means that forces trapping natural gases are diminished during the cycling of CO₂, and new forces based on the CO₂-brine interfacial tension develops and traps CO₂. There have been many studies on the relevant factors though indicating that immobilization as the residual CO₂ saturation is taking place in pores due to capillary forces (Ennis-King and Paterson, 2001; IPCC, 2005-pp205; Juanes et al., 2006; Pentland, 2011; Jalil et al., 2012; Cheng, 2012; Zhang and Song, 2014; Burnside and Naylor, 2014; Raza et al., 2016). Considering these studies, it can be claimed that all of the effective and related parameters such as interfacial tension, wettability and pore geometry related to capillary pressure are the major controlling factors of the residual saturation. Thus, Eq. (4.7) was introduced and assumed to be equal to a two non-wetting phase residual CO₂ and hydrocarbon saturations. The parameter \( \alpha \) in this equation is an adjustment factor determined by a non-linear regression analysis of SgrCO₂. This adjustment factor would consider the impact of other effective parameters such as effective in-situ stress (Saedi et al., 2012) and the ratio of gravity to viscous forces (Taku Ide et al., 2007) which are related to the residual trapping.

\[
\frac{P_{C_{\text{CO}_2-\text{brine}}}}{P_{C_{\text{hyd-brine}}}} = \frac{\sigma_{\text{CO}_2-\text{brine}}}{\sigma_{\text{hyd-brine}}} \times \frac{\cos \theta_{\text{CO}_2-\text{brine-rock}}}{\cos \theta_{\text{hyd-brine-rock}}} = \alpha \frac{S_{\text{grCO}_2}}{S_{\text{grhyd}}} 
\]

or

\[
S_{\text{grCO}_2} = \frac{S_{\text{grhyd}}}{\alpha} \times \frac{\sigma_{\text{CO}_2-\text{brine}}}{\sigma_{\text{hyd-brine}}} \times \frac{\cos \theta_{\text{CO}_2-\text{brine-rock}}}{\cos \theta_{\text{hyd-brine-rock}}} 
\]
To compute the total residual saturation from the beginning up to the end of injection period at any given pressure, residual saturation is summed up and averaged as expressed in Eq. (4.9).

\[
Sgr_{CO_2} = \frac{\sum_{i=1}^{N} Sgr_{hyd} \times \frac{\sigma_{CO_2-brine}}{\alpha} \times \frac{\cos \theta_{CO_2-brine-rock}}{\cos \theta_{hyd-brine-rock}}}{N}
\] (4.9)

In Eqs. (4.7-4.9), \(\alpha\) is the adjustment factor, \(P_{hyd-brine}\) (psi) is the capillary pressure between hydrocarbon and brine, \(\sigma_{hyd-brine}\) (gf/cm) is the hydrocarbon-brine interfacial tension, \(\theta_{hyd-brine-rock}\) (degree) is the rock-fluids contact angle, \(Sgr_{hyd}\) is the hydrocarbon residual gas saturation. \(P_{CO_2-brine}\) (psi), \(\sigma_{CO_2-brine}\) (gf/cm), \(\theta_{CO_2-brine-rock}\) (degree), and \(Sgr_{CO_2}\) are the CO\(_2\)-brine capillary pressure, CO\(_2\)-brine interfacial tension, the rock-fluids (CO\(_2\)-brine) contact angle, and residual CO\(_2\) saturation, respectively. Eq. (4.9) can now be used to calculate the residual CO\(_2\) saturation/residual trapping for different rock types having different wetting characteristics. However, this approach must be validated to ensure its application in different scenarios.

For the purpose of this study, the proposed approach was validated using a strong-water-wet system since this system is capable of providing more residual trapping compared to an intermediate or oil-wet rocks (Iglauer et al., 2015; Al-Menhali and Krevor, 2015; Al-Menhali and Krevor, 2016). A separated numerical modeling was also employed to further verify the developed analytical model using relative permeability data obtained from the carbonate gas bearing core samples.

4.3 Material and methods

The proposed approach was validated using data obtained from experimental and numerical modeling methods. In this section, these validations were presented and attempts were made to show the application of the approach presented in providing suitable results even in the reservoir scale.
4.3.1 Experimental data

Saeedi and Rezaee (2012) conducted an experimental study to evaluate the effect of residual natural gas saturation on the multiphase flow behavior having CH₄-brine-scCO₂ during geo-sequestration in depleted natural gas reservoirs. This is one of the pioneer studies available in the literature which could be utilized to validate the proposed approach. Prior to going through the validation part, a brief summary on the materials, experimental conditions, procedure and the results of the study carried out by Saeedi and Rezaee (2012) is provided.

In total, four types of fluids were used in that study, including dead brine (brine with no dissolved gas content), CO₂-saturated brine (brine saturated with CO₂ (high-purity grade 99.99%) at the in-situ reservoir P–T conditions), water-saturated CO₂ (supercritical CO₂ with water vaporized at the in-situ reservoir P–T conditions) and CH₄ (representing the natural gas) pre-saturated with water vapor. The brine was prepared in the lab using demineralized water and analytical grade (99.95%) sodium chloride (NaCl). Four core samples consisting of three Berea sandstone and a composite sample from the Unit C of the Waarre formation located in the CRC's Naylor reservoir were used for running experiments. The measured porosity and permeability values under in-situ reservoir conditions are given in Table 4.2, covering a wide range of porosity and permeability. Samples were aged in the synthetic formation brine for two weeks to restore their original wettability of strongly water-wet. The core-flooding experiments were carried out using a high pressure-high temperature (HPHT), three-phase steady-state core-flooding apparatus under in-situ reservoir conditions. It should be noted that in these tests, fluids were saturated with each other to avoid dissolution during injection. However, all drainage floods were capillary dominated as predicted based on the capillary numbers and Rapoport scaling coefficients. In total, eight core-flooding experiments were conducted, out of which the first four aimed to investigate the effect of residual CH₄ on the process of CO₂ geo-sequestration, and the rest were taken to establish the base case (pure CO₂-brine injection system) required for evaluating the results obtained from the first four tests.
Table 4.2 summarizes the end-point brine saturations at the end of injection cycles during flooding experiments. To study the effect of the residual natural gas, beyond the primary drainage and imbibition floods, the first four tests were continued with further drainage and imbibition cycles to simulate the CO₂ geosequestration process.

<table>
<thead>
<tr>
<th>Test No.</th>
<th>Sample Name</th>
<th>Porosity (%)</th>
<th>Permeability (mD)</th>
<th>1st drain.</th>
<th>1st imb.</th>
<th>2nd drain.</th>
<th>2nd imb.</th>
<th>3rd drain.</th>
<th>3rd imb.</th>
<th>4th drain.</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>CO2CRC-2,3-H</td>
<td>17.31</td>
<td>788.3</td>
<td>35.0</td>
<td>71.3</td>
<td>49.5</td>
<td>77.0</td>
<td>49.0</td>
<td>79.8</td>
<td>51.8</td>
</tr>
<tr>
<td>2</td>
<td>BS-1-H</td>
<td>17.97</td>
<td>234.6</td>
<td>29.4</td>
<td>68.0</td>
<td>38.0</td>
<td>70.5</td>
<td>40.1</td>
<td>76.5</td>
<td>43.4</td>
</tr>
<tr>
<td>3</td>
<td>BS-2-H</td>
<td>18.4</td>
<td>141.13</td>
<td>35</td>
<td>67.6</td>
<td>37.1</td>
<td>73.9</td>
<td>40.6</td>
<td>76.3</td>
<td>43.4</td>
</tr>
<tr>
<td>4</td>
<td>BS-3-V</td>
<td>18.64</td>
<td>194.4</td>
<td>29.1</td>
<td>67.6</td>
<td>34.7</td>
<td>72.1</td>
<td>38.5</td>
<td>75.1</td>
<td>43.1</td>
</tr>
<tr>
<td>5</td>
<td>CO2CRC-2,3-H</td>
<td>17.31</td>
<td>788.3</td>
<td>50.1</td>
<td>80.4</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>6</td>
<td>BS-1-H</td>
<td>17.97</td>
<td>234.6</td>
<td>44.9</td>
<td>78.5</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>7</td>
<td>BS-2-H</td>
<td>18.4</td>
<td>141.13</td>
<td>44.8</td>
<td>80.6</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>8</td>
<td>BS-3-V</td>
<td>18.64</td>
<td>194.4</td>
<td>45.8</td>
<td>76.5</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

4.3.2 Experimental validation

In order to determine the residual saturation of CH₄ and CO₂, the imbibition flooding results with the available interfacial tension (σ) and strongly water-wet rocks (i.e., the contact angle of less than 50°) were considered for both CH₄-brine and CO₂-brine systems (See Table 4.3) together with the modified Laplace model (Eq. (4.9)). It should be noted that the first imbibition flooding data from Table 4.2 was utilized to obtain the residual saturations of non-wetting phases (CH₄ and CO₂). It is clear from Table 4.3 that the residual natural gas is more than the residual CO₂ saturation in similar conditions for all of the core samples. This is because CO₂–brine interfacial tension is less than that of a hydrocarbon–brine and, thus, a lower residual gas saturation is achieved in a CO₂-brine system due to a dominant snap-off trapping mechanism (Saeedi and Rezaee, 2012). Having all of the input data, the residual CO₂ saturation was calculated by considering the adjustment factor, α. Non-linear
regression analysis was done on the residual CO₂ saturation and the value of \( \alpha \) was found to be 0.996 with a minimum standard deviation of 8.67. Figure 4.1 compared the estimated and measured values of the residual saturation.

For all samples, the model and experimental data were in a good agreement. However, it is essential to evaluate this approach for low permeable samples to extend its applications. However, the estimation provided by the model was sensitive to the interfacial tension and reliable interfacial tension values were required for the reliable modeling of residual CO₂ saturation. Since a close match could be found between the measured and estimated values if the adjustment factor of 0.996 is used, it is expected to have a same adjustment factor for sandstone samples having similar characteristics and a strongly water-wet system. It is worth mentioning that this comparison is just to validate the proposed approach and can only be used for a strongly water-wet system, although it can be evaluated against any other wetting system (i.e., intermediate or oil-wet systems) and different rock types to tune the adjustment factor \( (\alpha) \). As mentioned earlier, the parameter \( \alpha \) is determined by a non-linear regression analysis of SgrCO₂ which considers the impact of other effective parameters related to the residual trapping such as effective in-situ stress and the ratio of gravity to viscous forces. According to the literature, it might be possible that supercritical CO₂ changes the wettability condition of the rock’s surface during flooding (Wang and Tokunaga, 2015; Iglauer et al., 2015) as wettability is a function of pressure, temperature and salinity. It has also been shown that wettability is strongly related to the CO₂-brine interfacial tension as well as changes in density (Arif et al., 2016; Roshan et al., 2016). To avoid these issues, the same core plugs used for two different systems of CH₄-brine-CO₂ and CO₂-brine were employed for validation to mitigate the effect of the above parameters.

The residual CO₂ saturation estimated by taking capillary forces into consideration, wettability and pore geometry at specific reservoir conditions were presented in Figure 4.1. The results shown in this Figure would provide a more in depth understanding of the residual trapping and its major controlling parameters.
Table 4.3 Residual gas saturation in case of CH₄-brine and CO₂-brine systems for a strongly water-wet system

<table>
<thead>
<tr>
<th>System</th>
<th>Test No.</th>
<th>Sample Name</th>
<th>Experimental Residual Saturation (%)</th>
<th>Interfacial tension between non-wetting phase-brine (gf/cm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>CH₄-H₂O</td>
<td>1</td>
<td>CO2CRC-2,3-H</td>
<td>28.7</td>
<td>0.045</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>BS-1-H</td>
<td>32</td>
<td>0.045</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>BS-2-H</td>
<td>32.4</td>
<td>0.045</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>BS-3-V</td>
<td>33.4</td>
<td>0.045</td>
</tr>
<tr>
<td>CO₂-H₂O</td>
<td>5</td>
<td>CO2CRC-2,3-H</td>
<td>19.6</td>
<td>0.030</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>BS-1-H</td>
<td>21.5</td>
<td>0.030</td>
</tr>
<tr>
<td></td>
<td>7</td>
<td>BS-2-H</td>
<td>19.4</td>
<td>0.030</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>BS-3-V</td>
<td>23.5</td>
<td>0.030</td>
</tr>
</tbody>
</table>

Fig. 4.1 Comparison of calculated (from Eq. 4.9) and measured residual CO₂ saturation by considering the adjustment factor of 0.996

4.3.3 Numerical modeling

4.3.3.1 Modeling background/setup

The CO₂ storage modeling was carried out considering remaining natural methane (CH₄) gas through Eclipse300™, an industry standard finite difference flow simulator. The GASWAT option in AIM (Adaptive IMplicit) formulation of E300 provides a gas/aqueous phase equilibrium method which was used to run the simulation (Schlumberger, 2014a; Schlumberger, 2014b). The GASWAT option is for a two-phase system only and cannot model the oil phase. This option was used in earlier studies to evaluate the enhanced natural gas recovery by CO₂ storage (Feather and Archer, 2010). The "Egg Model", a synthetic static reservoir model, consisting of an ensemble
of 101 relatively small three-dimensional permeability realizations (Jansen et al., 2013) was used by modifying the grid dimensions. In this study, a 3D Cartesian grid Egg model consisting of 7 zones were considered where each zone had a thickness of 26.25 feet (8 m) with a certain level of heterogeneity (Kuo et al., 2011; Hingerl et al., 2016), time-scale of convective mixing, plume size and degree of CO₂ trapping (Han et al., 2011). To ensure the supercritical state of CO₂, the top depth of first zone was set at 13000 feet. The model has an average porosity and permeability of 20% and 800 mD, respectively. Figure 4.2 displays the permeability distribution in the model in which the X-Y plane has 3600 grid blocks in each direction.

A vertical oriented injection well was placed in the center of the model, perforating the last four zones for up to 105 feet. The reason to select these zones was to take the benefit of the fact that the higher density of CO₂ compared to methane at the reservoir condition causes an undertaking running effect. For the depletion scenario, the initial reservoir pressure was set to be 290 psia. Three components such as CH₄, CO₂ and H₂O were used for the dry gas since CO₂ and H₂O are necessary to take in GASWAT modeling. The total of four salinity conditions (0.085 mol/kg, 0.87 mol/kg, 1.79 mol/kg, and 2.75 mol/kg) and three temperatures (80.6 °F, 159.8 °F, and 212 °F)
were used to run 12 simulation cases. Salinities considering NaCl concentrations were expressed in molal (M) values (mol/kg). The main purpose of considering these salinities and temperatures was to compare the results with those of the experimental values presented by Chalbaud et al. (2009), which could further validate the proposed approach.

Properties of gas, water and carbon dioxide (i.e., critical pressure, critical temperature, acentric factors and binary interaction coefficients) were generated by the PVTi module of the Eclipse. For calculation of PVT properties of methane, the Peng-Robinson equation of state (PR-EOS) was applied as expressed in Eq. (4.10). During simulation, solubilities of CO$_2$ in water was determined by PR-EOS including Soreide and Whitson modifications (Eqs. (4.11) and Eq. (4.12)) (Soreide and Whitson, 1992), while the solubility of methane was treated by the original Peng Robinson EOS (Eq. (4.10)) (Schlumberger, 2014a).

\[
\left[ P + \frac{A}{V_M (V_M + B) + B(V_M - B)} \right] (V_M - B) = RT
\]

In the above equation, $P$ is the pressure, $V_M$ is the molar volume, $R$ is the gas constant, $T_R$ is the temperature, $A$ and $B$ are the mixture-specific constants which are a function of temperature and composition. The coefficient $A$ is defined based on the mole fraction, binary interaction coefficients, critical temperature and critical pressure. Soreide and Whitson (1992) proposed two changes for the coefficient $A$, which could help to have a more accurate result.

1). Modifying the expression $\alpha^{1/2}$ for the water component and expressing it with Eq. (4.11) which is related to salinity ($c_s$) of brine, expressed as a molality (M) and reduced temperature $T_r$.

\[
\alpha^{1/2} = 1 + 0.4530 \left[ 1 - (1 - 0.0103 c_s^{1.1} ) T_r \right] + 0.0034 (T_r^{-3} - 1)
\]

(4.11)

2). Adding a temperature dependent parameter to the aqueous phase binary interaction coefficients, $k_{jw}^{a}$, expressed as Eq. (4.12) with default values (bq.) along with Pitzer acentic factor (w) as given in Table 4.4.
\[ k_{jw}^a = bq_1 + bq_2 T_{ij} + bq_3 T_{ij}^2 \]  \hspace{1cm} (4.12)

**Table 4.4** Default values of parameters included in Eq. (4.12) (Soreide and Whitson, 1992)

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Equation</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>( bq_1 = A_s(1+S_c c_s) )</td>
<td>( A_s = 1.112 - 1.7369 w_j^{-0.1} )</td>
<td>( S_c = 0.017407 )</td>
</tr>
<tr>
<td>( bq_2 = A_i(1+S_i c_s) )</td>
<td>( A_i = 1.1001 + 0.836 w_j )</td>
<td>( S_i = 0.033516 )</td>
</tr>
<tr>
<td>( bq_3 = A_x(1+S_x c_s) )</td>
<td>( A_x = -0.15742 - 1.0988 w_j )</td>
<td>( S_x = 0.011478 )</td>
</tr>
</tbody>
</table>

The molecular diffusion of gas components is not often included in subsurface simulation models, although it is important in certain reservoirs under flooding conditions. In fact, many studies highlighted the link of diffusion with the matrix-bound oil in fractured reservoirs (Hoteit and Firoozabadi, 2009; Alavian and Whitson, 2010; Yanze and Clemens, 2012). This mixing increases with increasing heterogeneity and reservoir aspect ratios (Connolly and Johns, 2016). In view of this fact, molecular diffusion between gas components was introduced for diffusive flow which is obtained using Eq. (4.14) by defining diffusivity input of Eq. (4.13) (Schlumberger, 2014a).

\[ J_i = -x \frac{D_i \partial y_i}{\partial d} \]  \hspace{1cm} (4.13)

In Eq. (4.13), \( x \) is the total molar concentration (mol m\(^{-3}\)), \( J_i \) is the flux of component \( i \) per unit area (mol m\(^2\) s\(^{-1}\)), \( D_i \) is the diffusion coefficient of component \( i \) (m\(^2\) s\(^{-1}\)), and \( \partial y_i / \partial d \) is the molar concentration gradient of component \( i \) in the direction of flow (mole fraction). These diffusion coefficients are used in the simulator module to obtain the gas interblock diffusive flows expressed as Eq. (4.14).

\[ F_{ig}^{diff} = (T_D D_{ig} S_g b_g^m) \Delta y_i \]  \hspace{1cm} (4.14)

In the above equation, \( F_{ig} \) is the interblock diffusive flow (mol/hour), \( T_D \) is the diffusivity (m\(^2\)/s), and \( y_i \) is the vapor mole fractions, \( S_g \) is gas saturation (fraction), and \( b_g^m \) is molar density of gas (mol/m\(^3\)).
For the multiphase flow in the reservoir without the hysteresis phenomenon, the relative permeability of CH₄-CO₂ and CO₂-brine systems were applied as reported by Seo (2004). Figure 4.3 displays the relative permeability curves of those systems, in which the red line is the relative permeability of CO₂ in the presence of CH₄ (left) and brine (right). It should be noted that the GASWAT option allows only to define CO₂-brine relative permeability drainage/imbibition curves and it is essential to consider the effect of the residual gas during the flow of CO₂ (Schlumberger, 2014b).

The composition flow of gas (remaining hydrocarbon and CO₂) and water phases were governed during simulation using Eq. (4.15).

\[
F_{pni}^c = T_m y_p^c k_p S_p b_p^{nu} \frac{dP_{pni}}{\mu_p} 
\]

(4.15)

![Fig. 4.3 Gas-liquid (CO₂) relative permeability curves (left) and CO₂-brine relative permeability curves (right)](image)

The pure CO₂ was injected into the storage formation with a bottom hole pressure limit of 3800 psia (equal to the capillary entry pressure of the seal) at a low injection rate for 1.2 years without recovering the remaining gas. The GASWAT modeling captures the total molar volume of CO₂ in terms of free (mobile), residual and dissolved components during injection in the depleted gas system. Three models with similar rock and fluid characteristics considering three different temperatures 80.6 °F, 159.8 °F, and 212 °F, respectively were simulated for different salinity of 0.085 mol/kg, 0.87 mol/kg, 1.79 mol/kg, and 2.75 mol/kg till all pore volume were
accumulated and the bottom hole pressure limit was reached. The reservoir and fluid properties are given in Table 4.5.

Table 4.5 Reservoir and fluid properties used in the numerical modeling

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Variable</th>
<th>Value</th>
<th>Field Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>N</td>
<td>Grid blocks</td>
<td>25200</td>
<td></td>
</tr>
<tr>
<td>h</td>
<td>Grid-block height</td>
<td>26.25</td>
<td>feet</td>
</tr>
<tr>
<td>Δx/Δy</td>
<td>Grid-block length/width</td>
<td>26.25</td>
<td>feet</td>
</tr>
<tr>
<td>φ</td>
<td>Porosity</td>
<td>20%</td>
<td></td>
</tr>
<tr>
<td>K</td>
<td>Permeability</td>
<td>800</td>
<td>mD</td>
</tr>
<tr>
<td>c_r</td>
<td>Rock compressibility</td>
<td>3.402 × 10⁻⁷</td>
<td>1/psi</td>
</tr>
<tr>
<td>S_g_i</td>
<td>Initial gas saturation</td>
<td>78%</td>
<td></td>
</tr>
<tr>
<td>S_w_c</td>
<td>Connate water saturation</td>
<td>20%</td>
<td></td>
</tr>
<tr>
<td>P_r</td>
<td>Reservoir pressure (depleted)</td>
<td>290</td>
<td>psia</td>
</tr>
<tr>
<td>Q_g</td>
<td>Gas injection rate</td>
<td>10</td>
<td>Mscf/D</td>
</tr>
<tr>
<td>P_bh</td>
<td>Bottom hole injection pressure</td>
<td>3800</td>
<td>psia</td>
</tr>
<tr>
<td>r_w</td>
<td>Well bore radius</td>
<td>0.328</td>
<td>feet</td>
</tr>
<tr>
<td>S</td>
<td>Salinity</td>
<td>0.085, 0.87, 1.79, 2.75</td>
<td>mol/kg</td>
</tr>
<tr>
<td>Temp</td>
<td>Temperature</td>
<td>80.6, 159.8, 212</td>
<td>°F</td>
</tr>
<tr>
<td>Comp</td>
<td>Components</td>
<td>98.5C1, 1H2O and 0.5CO2</td>
<td>%</td>
</tr>
<tr>
<td>PV</td>
<td>Initial pore volume</td>
<td>1.17</td>
<td>Bscf</td>
</tr>
<tr>
<td>T</td>
<td>Simulation time</td>
<td>1.2</td>
<td>years</td>
</tr>
</tbody>
</table>

Storage was evaluated during injection period for only trapping mechanisms. The results obtained indicated that the CH₄ mixing with scCO₂ at a particular temperature would increase the gas mobility and its plume size by decreasing the mixture gas density and viscosity (Oldenburg and Doughty, 2011), which would have a negative impact on the CO₂ storage capacity (ZiabakhshGanji, 2015). After estimating the total molar volume of CO₂ in terms of free, residual and dissolved CO₂, saturations of the injected gas were calculated by dividing the effective pore volume (excluding the trapped gas saturation).

4.3.3.2 Modeling results and discussion

The results of simulations for different temperature and salinity ranges are plotted in Figure 4.4. As it is seen in this figure, it can be concluded that in all cases and at a particular flow rate, the injectivity loss is taking place which was significant at a high temperature and saline level. At 80.6 °F, the residual trapping remains more than the solubility trapping (CO₂ dissolved) up to a certain limit and then solubility trapping overrides the residual trapping. The solubility trapping override starts to decrease with increasing salinity at low temperatures and is completely vanished at the high temperatures of 159.8 °F and 212 °F. The domination of residual trapping at the initial stage might be due to selection of the injection rate as residual trapping is
significantly affected by the selection of the injection rate (Raza et al., 2016). High interfacial tension values at low pressures offer a maximum residual CO₂ volume compared to free and dissolved CO₂ at the early stage. During injection, it was noted that CO₂ solubility decreases while the amount of free and residual CO₂ increases as salinity and temperature increases. The relationship of salinity and temperature with CO₂ solubility is aligned with the findings of recent studies (Shedid and Salem, 2013; De Silva et al., 2015). These factors are known as the cause of decrease in CO₂ density which diminishes the dissolution phenomenon and increases the buoyancy, forcing CO₂ plume to flow upward as a free gas and trapped by the capillary phenomenon. Moreover, mixing of CH₄ with CO₂ in a particular temperature would increase the gas mobility and its plume size by decreasing the density and viscosity of mixture (Oldenburg and Doughty, 2011). These have a negative impacts on CO₂ storage capacity (ZiabakhshGanj, 2015). The results obtained also indicated that high temperatures and saline reservoirs would not be a good choice for CO₂ storage, as reported in earlier studies (IPCC, 2005-p214).

The reservoir pressure, as shown in Figure 4.4, generally increases due to increase of the pore fluid pressure by CO₂. Typically, the pressure diffusivity is three to five times larger than the molecular diffusivity, making the reservoir pressurization faster compared to the molecular diffusion (Oldenburg and Benson, 2001b). However, pressure increases by the increase of temperature and salinity. This indicated the fact that any increase in the temperature and salinity may decrease the density of CO₂, which in turn causes the CO₂ plume to flow at a higher rate, making the monitoring far more complicated by enhancing the free gas saturation and over-pressurizing the site.
Fig. 4.4 Comparison of simulated CO$_2$ volume (free, residual and dissolved) and field reservoir pressure (FPR) for cases: 80.6 °F (Left), 159.8 °F (Middle), and 212 °F (Right) temperatures with NaCl concentrations (a) 0.085 mol/kg, (b) 0.87 mol/kg, (c) 1.79 mol/kg, and (d) 2.75 mol/kg

4.3.4 Numerical validation

The proposed approach was employed to compute the residual CO$_2$ saturation. In the first step, the interfacial data of CO$_2$-brine was obtained under different...
pressures (696 psi to 3741 psi), temperatures (80.6 °F, 159.8 °F, and 212 °F), and salinity levels (0.085 mol/kg, 0.87 mol/kg, 1.79 mol/kg, and 2.75 mol/kg) from Chalbaud et al. (2009) as shown in Figures 4.5 and 4.6.

Fig. 4.5 Top a-c: Interfacial tension (σ) of CO₂-brine as a function of pressure (P) for different temperatures and NaCl concentrations (a) 0.085 mol/kg, (b) 0.87 mol/kg, (c) 1.79 mol/kg, and (d) 2.75 mol/kg (Chalbaud et al., 2009); bottom (e): The interfacial tension of the pure water-CO₂ system as a function of pressure at 113 °F reported by different researchers.
From Figure 4.5, one can conclude that the evolution of $\sigma_{\text{CO}_2\text{-brine}}$ with the pressure is aligned with what was reported in the literature (Chun and Wilkinson, 1995; Hebach et al., 2002; Akutsu et al., 2007; Lun et al., 2012). According to Chalbaud et al. (2009), the $\sigma_{\text{CO}_2\text{-brine}}$ decreases at low pressures while a plateau value of $\sigma_{\text{CO}_2\text{-brine}}$ is reached for all NaCl concentrations at a high pressure.

Figure 4.6 shows the same experimental results in terms of salinity on the $\sigma_{\text{w-CO}_2}$ which are aligned with the results reported in the literature (Lun et al., 2012).

**Fig. 4.6** a-c) Interfacial tension ($\sigma$) of $\text{CO}_2$-brine as a function of pressure ($P$) for different NaCl molal concentrations at (a) $T=80.6^\circ\text{F}$, (b) $T=159.8^\circ\text{F}$, and (c) $T=212^\circ\text{F}$ (Chalbaud et al., 2009); d) Measured equilibrium interfacial tension ($\sigma$) versus pressure ($P$) at three systems of pure water-$\text{CO}_2$, 0.24 mol/kg brine-$\text{CO}_2$ and 0.36 mol/kg brine-$\text{CO}_2$ system (Lun et al., 2012)

A linear relationship between the $\sigma_{\text{CO}_2\text{-brine}}$ and the molal salt concentration was observed which becomes prominent at a high temperature. In a high pressure, $\text{CO}_2$ reaches a constant value by achieving an incompressibility that does not depend on
the pressure nor on the temperature. At lower temperatures, this incompressibility can be reached at a lower pressure. A very similar observation was made by many others (Wiebe, 1941; Malinin and Saveleva, 1972; Malinin and Kurovskaya, 1975).

In the next step, to determine the surface tension of the methane-brine ($\sigma_{hb}$), the temperature and salinity levels reported by Chalbaud et al. (2009) were considered to use the approach presented by Sutton (2009). Prior to this, the gas density was calculated by the real gas law. Hydrocarbon gas pseudo-critical properties were predicted by Sutton (2007) and the natural gas compressibility factor, $z$, were estimated by the method of Dranchuk and Abou-Kassem (1975), which was followed by the adjustment of pseudo critical properties for non-hydrocarbon components as presented by Wichert and Aziz (1972). The pure water density was calculated considering no dissolved gas using the modified method of Rowe and Chou (1970) as reported by Sutton (2009). Theoretically, it is well established that the surface tension of a hydrocarbon-water system is attributed to pure water and hydrocarbon system’s density as shown in Eq. (4.16). For dissolved salts in the water, this would be accommodated by using Eq. (4.17). The substitution of these two equations into Eq. (4.18) gives the correct surface tension between hydrocarbon and brine.

$$
\sigma_{gw} = \frac{1.53988(\rho_{wg/cc} - \rho_{hg/cc}) + 2.08339}{T_{o,k}} - \frac{3.6667}{302.881}
$$

Where, $\sigma_{gw}$ is the gas-pure water surface tension in gf/cm, $T_{R}$ is the temperature in Rankine, and $\rho_{wg/cc}$ and $\rho_{hg/cc}$ are water and gas density in g/cm$^3$. Sutton (2009) proposed the salinity correction for the methane-brine surface tension by comparing the results with those obtained by Standing (1981) as below:

$$
\sigma_{cor} = 3.44 \times 10^{-5} c_s
$$

$$
\sigma_{hb} = \sigma_{gw} + \sigma_{cor}
$$
In Eqs. (4.17) and (4.18), $c_s$ is the salinity in parts per million, $\sigma_{cor}$, $\sigma_{gw}$, and $\sigma_{hb}$ denote the correct, gas-pure water, and hydrocarbon-brine surface tensions in $\text{gf/cm}$, respectively.

Figure 4.7 and Figure 4.8 show the calculated surface tensions at different temperature and salinities. The direct relationship of the gas-brine surface tension with salinity and its inverse correlation with temperature is observed in these figures which are consistent with the findings of Sutton (2009) and Kashefi et al. (2016). This observation might be linked to the increase of salt which elevates the average molecular weight of the aqueous phase, resulting in an overall increase of density and surface tension over the range of the pressures and temperatures considered. These results were part of the validation in the later stages.

![Figure 4.7 Methane-brine surface tension as a function of pressure for different temperatures and NaCl concentrations](image)

(a) 0.085 mol/kg, (b) 0.87 mol/kg, (c) 1.79 mol/kg, and (d) 2.75 mol/kg
Fig. 4.8 Methane-brine surface tension as a function of pressure for different NaCl concentrations and temperatures (a) 80.6 °F, (b) 159.8 °F, and (c) 212 °F.

The computation was begun with the input data of interfacial tensions, and the simulated residual CH₄ saturation. Having the interfacial data at particular temperatures, pressures and salinity levels from Figures (4.5-4.8), Eq. (4.9) were used to predict the residual CO₂ saturations. For all cases, the obtained residual CO₂ saturation was plotted against the pressure as presented in Figure 4.9. To validate the calculated residual CO₂ saturation at different conditions, the simulated residual CO₂ volume obtained from Figure 4.4 was taken into consideration to calculate the cumulative residual CO₂ saturation (total volume of residual CO₂ per effective pore volume) during injection. To calculate the effective pore volume for CO₂ storage, 20% of residual gas (CH₄) saturation was excluded. However, the cumulative residual CO₂ saturation was transformed into individual residual CO₂ saturation by subtracting the previous trapped volume of CO₂. Free and dissolved CO₂ saturations were calculated.
in the same manner at each pressure (see Figure 4.4). The simulated saturations were plotted in Figure 4.9 along with the calculated residual saturations.

Fig. 4.9 Comparison of simulated saturations (free, residual and dissolved) and calculated saturation (residual) against pressure: 80.6 °F (Left), 159.6 °F (Middle) and 212 °F (Right) temperatures with NaCl concentrations (a) 0.085 mol/kg, (b) 0.87 mol/kg, (c) 1.79 mol/kg and (d) 2.75 mol/kg

As shown in this figure, one can conclude that the free gas saturation increases up to a particular pressure depending on the temperature and salinity level and then
begins to decline until the effective pore volume is filled by the injected CO\textsubscript{2}. This variation might be due to the decrease in the interfacial tension of CO\textsubscript{2}-brine system with increasing the pressure, which confirms the validity of the method developed and presented earlier. However, making a comparison between the calculated and simulated residual CO\textsubscript{2} saturations is not possible. The reason behind this mismatch could be the non-uniform variation of capillary forces of CO\textsubscript{2}-brine and CH\textsubscript{4}-brine systems during the pressure build-up, particularly due to the presence of CH\textsubscript{4} as it drastically reduces the density and viscosity of the gas mixture (Oldenburg and Doughty, 2011; ZiabakhshGanji, 2015). The solubility trapping, at a particular temperature and salinity, increases with the increase of the pressure which is aligned with the finding of De Silva et al. (2015). Since the amount of residual CH\textsubscript{4} saturation is similar in all cases and CO\textsubscript{2} solubility increases in the presence of CH\textsubscript{4} (ZiabakhshGanji, 2015), its qualitative effect on CO\textsubscript{2} solubility at different temperatures and salinity level was not covered here. Table 4.6 shows the cumulative gas saturation at the end of the injection period to highlight the site trapping potentials.

From this table, one can observe the effect of the temperature and salinity on the trapping mechanisms as described earlier. It can be seen that the cumulative residual saturation is less than the cumulative free and dissolved CO\textsubscript{2} at the temperature of 80.6 °F, while at both 159. 6 °F and 212 °F temperatures, it was more than the dissolution cumulative saturation. As stated above, the CO\textsubscript{2} residual trapping contributes more to overall trapping than both solubility and mineral trapping mechanisms (Kimbrel et al., 2015). At a particular salinity level, the temperature and salinity shows a direct relationship with the free and indirect with dissolved CO\textsubscript{2} saturation, which were also endorsed by the earlier studies (Chevalier et al., 2010; Iglauer, 2011). Moreover, the direct effect of salinity and temperature with the residual CO\textsubscript{2} saturation was aligned with the findings of previous studies (Bennion and Bachu, 2006). Considering the free saturation and dissolved CO\textsubscript{2}, it is observed that a high temperature and saline reservoir could not be feasible for a storage job as higher brine salinity and temperature leads to an increase in CO\textsubscript{2} mobility by decreasing CO\textsubscript{2} density (IPCC, 2005-pp214; Al-Khdheewai et al., 2017).
Table 4.6 Cumulative CO₂ saturation in different phases at the end of the injection period

<table>
<thead>
<tr>
<th>T (°F)</th>
<th>S (mol/kg)</th>
<th>P (psia)</th>
<th>Cumulative CO₂ Saturation (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>upper</td>
</tr>
<tr>
<td>80.6</td>
<td>0.085</td>
<td>3700</td>
<td>51.1</td>
</tr>
<tr>
<td>80.6</td>
<td>0.87</td>
<td>3705</td>
<td>52.2</td>
</tr>
<tr>
<td>80.6</td>
<td>1.79</td>
<td>3708</td>
<td>52.8</td>
</tr>
<tr>
<td>80.6</td>
<td>2.75</td>
<td>3713</td>
<td>53.4</td>
</tr>
<tr>
<td>159.8</td>
<td>0.085</td>
<td>3720</td>
<td>54.9</td>
</tr>
<tr>
<td>159.8</td>
<td>0.87</td>
<td>3725</td>
<td>55.5</td>
</tr>
<tr>
<td>159.8</td>
<td>1.79</td>
<td>3728</td>
<td>56.1</td>
</tr>
<tr>
<td>159.8</td>
<td>2.75</td>
<td>3733</td>
<td>56.7</td>
</tr>
<tr>
<td>212</td>
<td>0.085</td>
<td>3738</td>
<td>57.9</td>
</tr>
<tr>
<td>212</td>
<td>0.87</td>
<td>3743</td>
<td>58.5</td>
</tr>
<tr>
<td>212</td>
<td>1.79</td>
<td>3747</td>
<td>58.9</td>
</tr>
<tr>
<td>212</td>
<td>2.75</td>
<td>3753</td>
<td>59.5</td>
</tr>
</tbody>
</table>

Although the simulated residual CO₂ saturation against the simulated reservoir pressure doesn’t show an acceptable match with the calculated residual CO₂ saturation, the calculated and simulated residual saturation match very well in all cases at the adjustment factor 0.92 under a same pressure range as depicted in Table 4.7. The adjustment factor was determined by a non-linear regression of residual CO₂ saturation against all 12 cases. This average residual saturation is the actual residual trapping ability of the site during the injection period which was used as a benchmark to validate the presented analytical model. Moreover, the applicability of the adjustment factor will be limited to certain conditions such as pressure, temperature and salinity levels.

Table 4.7 Comparison of simulated and calculated average residual CO₂ saturations

<table>
<thead>
<tr>
<th>T (°F)</th>
<th>Salinity (mol/kg)</th>
<th>Pressure (psia)</th>
<th>Calculated Sgr̄ avgCO₂ (%)</th>
<th>Simulated Sgr̄ avgCO₂ (%)</th>
<th>Standard Deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Upper</td>
<td>Lower</td>
<td></td>
<td></td>
</tr>
<tr>
<td>80.6</td>
<td>0.085</td>
<td>3482</td>
<td>696</td>
<td>9.42</td>
<td>9.60</td>
</tr>
<tr>
<td>80.6</td>
<td>0.87</td>
<td>3590</td>
<td>764</td>
<td>9.73</td>
<td>9.91</td>
</tr>
<tr>
<td>80.6</td>
<td>1.79</td>
<td>3278</td>
<td>1004</td>
<td>8.87</td>
<td>9.13</td>
</tr>
<tr>
<td>80.6</td>
<td>2.75</td>
<td>3561</td>
<td>1189</td>
<td>9.25</td>
<td>9.50</td>
</tr>
<tr>
<td>159.8</td>
<td>0.085</td>
<td>3520</td>
<td>741</td>
<td>10.88</td>
<td>10.95</td>
</tr>
<tr>
<td>159.8</td>
<td>0.87</td>
<td>3664</td>
<td>869</td>
<td>11.02</td>
<td>11.10</td>
</tr>
<tr>
<td>159.8</td>
<td>1.79</td>
<td>3568</td>
<td>735</td>
<td>11.65</td>
<td>11.70</td>
</tr>
<tr>
<td>159.8</td>
<td>2.75</td>
<td>3365</td>
<td>741</td>
<td>11.72</td>
<td>11.77</td>
</tr>
<tr>
<td>212</td>
<td>0.085</td>
<td>3423</td>
<td>986</td>
<td>11.58</td>
<td>11.58</td>
</tr>
<tr>
<td>212</td>
<td>0.87</td>
<td>3742</td>
<td>917</td>
<td>11.98</td>
<td>11.98</td>
</tr>
<tr>
<td>212</td>
<td>1.79</td>
<td>3684</td>
<td>921</td>
<td>12.49</td>
<td>12.46</td>
</tr>
<tr>
<td>212</td>
<td>2.75</td>
<td>3301</td>
<td>933</td>
<td>12.28</td>
<td>12.28</td>
</tr>
</tbody>
</table>
4.4 Implementation on gas reservoir

In this section, carbonate gas reservoir was introduced and two of its wells were analyzed to evaluate the CO₂ residual trapping potentials. This was done to evaluate the application of the approach presented.

4.4.1 Results and discussion

The wells, which are referred to as Well C and Well D in this study, were drilled into this reservoir at the center of the structure, covering the whole interval of the reservoir. Table 4.8 gives the interval of interest, its thickness, perforated intervals and porosity based on log evaluation reports. To use the proposed approach at the reservoir scale, the available information and analytical correlations were used. For instance, Ransom and Holm (1978) introduced an approach to determine the residual oil saturation based on the log-injection-log analysis by the help of resistivity and thermal decay time logs. This approach can also be applied for estimation of the residual gas saturation using the microspherically focused log as the measure of flushed zone resistivity ($R_{xo}$), which includes the resistivity of mud filtrate ($R_{mf}$) and the residual hydrocarbon saturation ($R_h$) in the flushed zone ($R_{xo}$) (Assaad, 2008). In fact, for cases where the log-injection-log technique cannot be applied, microspherically focused log can be used to measure the resistivity $R_{xo}$ in the flushed zone, and, hence, residual gas saturation can be obtained from the Archie method, considering the input parameters as illustrated in Table 4.9. In this study, the residual gas saturation in the invaded zone was calculated by replacing $R_t$ with $R_{xo}$ and $R_w$ by $R_{mf}$ (the resistivity of the mud filtrate) in the Archie equation. The formation factor, $F$, was estimated at the given reservoir level and the log predicted porosity were compared with the core measured porosity. The cementation factor, $m_c$, and the saturation exponent, $n$, were also considered to be 1.9 and 2, respectively. In next step, the residual gas saturation was estimated which had a fair match with the available core measured residual gas saturation (Well D). It is worth to mention that the core measured residual gas saturation from Well C was not present and, thus, the estimated residual gas saturation in Well C was calibrated against the wireline logs and reservoir information. However, the estimation of residual hydrocarbon
saturation in the wells might be uncertain if the reservoir section near the wellbore is not ready to have a fluid saturation similar to the bulk of the reservoir (Ransom and Holm, 1978). The average residual gas saturations in Well C and Well D were, then, obtained, respectively, as 33% and 34% which were near to the TDT measurements plotted in Figure 4.10. However, the residual gas saturation can be further reduced in the high heterogeneous area of the reservoir away from the wellbore, which may add some uncertainty to the estimated CO$_2$ residual trapping ability of the reservoir (Rezaee et al., 2013).

In order to estimate the wettability at the initial and depleted stages, few methods presented based on the pressure profile, porosity, permeability, and interfacial tension data were used (Desbrandes et al., 1990; Desbrandes and Bassiouni, 1990). As calculation made in Chapter 3, the contact angle was then obtained as 32°, emphasizing the fact that the reservoir is water-wet (see Table 4.1).

Table 4.8 Porosity, gross thickness and net thickness of the reservoir in different wells

<table>
<thead>
<tr>
<th>Well ID</th>
<th>Interval of Interest (ft)</th>
<th>Gross Thickness (ft)</th>
<th>Net Thickness (ft)</th>
<th>Actual Perforated Interval (ft)</th>
<th>Porosity (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>C</td>
<td>4503-5395</td>
<td>892</td>
<td>680</td>
<td>4550-5150</td>
<td>30.7</td>
</tr>
<tr>
<td>D</td>
<td>4036-4747</td>
<td>711</td>
<td>595</td>
<td>4047-4473</td>
<td>20</td>
</tr>
</tbody>
</table>

Table 4.9 Input parameters for the residual gas saturation in the invaded zone

<table>
<thead>
<tr>
<th>Well ID</th>
<th>$m_c$</th>
<th>n</th>
<th>$\phi$ (%)</th>
<th>$R_w$ (ohm-meter)</th>
<th>$R_{mf}$ (ohm-meter)</th>
<th>$T_{Rmf}$ (°F)</th>
</tr>
</thead>
<tbody>
<tr>
<td>C</td>
<td>1.9</td>
<td>2</td>
<td>30.7</td>
<td>0.21</td>
<td>0.20</td>
<td>93</td>
</tr>
<tr>
<td>D</td>
<td>1.9</td>
<td>2</td>
<td>20</td>
<td>0.24</td>
<td>0.241</td>
<td>78</td>
</tr>
</tbody>
</table>

For estimation of the interfacial tension of CO$_2$-H$_2$O and CH$_4$-H$_2$O at representative reservoir conditions from the injection pressure to the final build-up pressure, the experimental approaches (Rushing et al., 2008; Chalbaud et al., 2009; Shariat et al., 2012) and reliable analytical correlations (Chalbaud et al., 2009; Sutton, 2009) can be
used. For instance, the approach presented by Chalbaud et al. (2009) is a well-known method which requires only fluid densities, temperature, pressure together with brine salinity and storage site conditions to determine the interfacial tensions of the CO₂-H₂O system. To estimate the interfacial tension between the CH₄-H₂O system, Sutton’s correlation is another approach which can be taken as it has the applicability for the pressure range of 14.7 psia to 43,526 psia and the temperature range of 33-500 °F with salinity correction to consider the presence of dissolved salts in water (Sutton, 2009). Here, the correlation proposed by Chalbaud et al. (2009) and Sutton (2009) was used to obtain the interfacial tension as given in Table 4.10.

**Table 4.10** Associated parameters for calculation of the residual CO₂ saturation

<table>
<thead>
<tr>
<th>Sr. No</th>
<th>Injection Pressure (psia)</th>
<th>Temperature, (°F)</th>
<th>σ₀₂ by Chalbaud correlation (gf/cm)</th>
<th>σ₀₂ by Sutton 2009 correlation (gf/cm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2000</td>
<td>212</td>
<td>0.032</td>
<td>0.0470</td>
</tr>
<tr>
<td>2</td>
<td>1800</td>
<td>212</td>
<td>0.034</td>
<td>0.0480</td>
</tr>
<tr>
<td>3</td>
<td>1600</td>
<td>212</td>
<td>0.036</td>
<td>0.0490</td>
</tr>
<tr>
<td>4</td>
<td>1400</td>
<td>212</td>
<td>0.039</td>
<td>0.0495</td>
</tr>
<tr>
<td>5</td>
<td>1200</td>
<td>212</td>
<td>0.042</td>
<td>0.0505</td>
</tr>
<tr>
<td>6</td>
<td>1000</td>
<td>212</td>
<td>0.043</td>
<td>0.0515</td>
</tr>
<tr>
<td>7</td>
<td>800</td>
<td>212</td>
<td>0.044</td>
<td>0.052</td>
</tr>
<tr>
<td>8</td>
<td>600</td>
<td>212</td>
<td>0.045</td>
<td>0.053</td>
</tr>
<tr>
<td>9</td>
<td>300</td>
<td>212</td>
<td>0.048</td>
<td>0.054</td>
</tr>
</tbody>
</table>

The residual CO₂ saturation was then calculated by the adjustment factor of 0.996 from 0-2000 psia using the input data of two wells by applying Eq. (4.9). The estimated saturation was averaged for all pressures and plotted against depth as shown in Figure 4.10. Since the estimated saturation of Well D was found to have a good match with the core measured residual gas saturation, it was concluded that the residual natural gas saturation is greater than the residual CO₂ saturation which is probably due to a larger interfacial tension of CH₄-H₂O system compared to CO₂-H₂O system (Saedi and Rezaee, 2012). This strategy can be helpful to pick the best zones for CO₂ injection. To mark the average site trapping potential near the
wellbore, the average of all saturations against depth were taken for the whole interval which was around 26% and 27% for Well C and Well D, respectively as shown by dashed-dotted black line in the same figure. It seems to be favorable and results are justified as residual CO\(_2\) saturation is less than original residual gas saturation (30% Sgr). Thus, the maximum volume of CO\(_2\) residual trapped could be approximately 0.965 Tscf of the effective pore volume (excluding 30% Sgr), based on the average saturations estimated from the data of Well C and Well D. The residual CO\(_2\) saturation was plotted against the injection pressure from 0 psia to 2000 psia at two starting and ending depths of the porous interval as shown in Figure 4.11.

The average CO\(_2\) saturation at the starting depth was 3% and 12% for Well C and Well D, respectively. These values were 33% and 34% at the ending depth for Well C and Well D, respectively. The results are aligned with the reservoir measurements, where it was revealed that the residual CO\(_2\) saturation increases initially and then decrease to a lower stabilised value (Schlumberger, 2012). This trend was also aligned with the simulation results (see Figure 4.9), where the residual trapping ability is maximum at a low pressure and then begins to decrease with the increase in the pressure in a long term. However, more experimental studies on the core samples taken from the same reservoir are required to validate the results.

The residual wetting (SgrCO\(_2\)) and original wetting (Sgr) relationships obtained for Well C (left) and Well D (right) were also plotted as shown in Figure 4.12. It should be noted that the estimated average SgrCO\(_2\) must be validated against the corresponding core sample measured SgrCO\(_2\) at injection conditions before being used for making any judgment.
Fig. 4.10 Estimated residual CO₂ saturation (blue line) and residual gas saturation (red line) obtained from the wireline logging data of two wells. Dashed-dotted black line shows the average both saturation. Square green bullets points are showing Sgr near well bore of Well D.
Fig. 4.11 Trends of residual CO$_2$ saturation against the injection pressure in Well C (left) and Well D (right) at starting and ending depths

Fig. 4.12 Relationship between the residual wetting and the original wetting saturation before corrections of Well C (left) and Well D (right)

4.5 Summary of chapter

A long-term and safe CO$_2$ storage practice depends mainly on the efficiency of the trapping mechanisms, especially the residual CO$_2$ trapping. In this part, an attempt was made to present a new method to estimate the residual CO$_2$ saturation in depleted petroleum reservoirs. Based on the literature data and a numerical simulation, the method gives reasonable results for a strongly water-wet system.
Although the approach presented provides a good result for a strongly water-wet system, more experimental studies are required to extend its application for other rock wetting characteristics.

The behavior of trapping mechanisms against pressure, temperature and salinity was also simulated where it was found that the amount of free and residual CO$_2$ increases with the increase in salinity and temperature. It was also revealed that the free gas saturation increases up to a particular pressure depending on the temperature and salinity level and then begins to decline till the effective pore volume is filled by the injected CO$_2$. The residual CO$_2$ saturation gradually decreases with the progressive pressure build-up.

Data from two wells of gas reservoir were applied on the proposed method to determine the residual trapping ability. The results obtained indicated that the reservoir has a potential to residually trap CO$_2$ at the time of injection till the maximum injection pressure. However, the need to numerically evaluate trapping mechanisms including the residual trapping is essential to evaluate the storage potential of the reservoir.
CHAPTER 5

ASSESSMENT OF CO₂ INJECTIVITY AND RESERVOIR INTEGRITY

5.1 Introduction

CO₂ injection in subsurface geologic sites may result in geomechanical issues and scCO₂/brine/rock chemical interactions, which could affect the CO₂ injectivity and reservoir/caprock integrity. In this chapter, attempts were made to experimentally evaluate the CO₂ injectivity and effect of scCO₂/brine/rock chemical interactions on geomechanical properties of Berea sandstone owing to the absence of carbonate gas reservoir core plugs under different in-situ stress conditions. This would provide more understanding on the behavior of stress sensitive reservoirs under scCO₂/brine/rock chemical interactions during CO₂ injection for storage purposes and the results might be useful to understand the integrity of stress sensitive carbonate gas reservoir of Malaysia. A series of measurements (CO₂ flooding, ultrasonic pulse measurements, Hg injection porosimetry, X-ray diffraction (XRD) analysis as well as X-ray fluorescence (XRF) and image analysis using Scanning Electron Microscope (SEM)) were carried out. It is found that injectivity is favourable and complicated CO₂/brine/rock chemical interactions might cause acidification, rock dissolution, and changes in the rock in-situ stress, which in turn may have negative impacts on the elastic and strength parameters of sandstone rock.

5.2 Geomechanical-geochemical interactions

A series of ultrasonic pulse measurements were performed and dynamic elastic parameters were estimated using the velocity of P- and S-waves recorded. This may help to understand how body waves can be used to evaluate changes in the characteristics of reservoirs and seal rocks while flooding is in progress.

5.2.1 Sample characterizations

Berea sandstone is a sedimentary rock have been widely recognized by the petroleum industry as the best rock type for testing and the relatively high porosity and
permeability of Berea sandstone makes it a good reservoir rock (www.bereasandstonecores.com). Berea sandstone was used for the purpose of this study and a series of petrophysical and image analysis was carried out to understand the physical, mineralogical and fabric properties of the sample. The petrophysical tests conducted consisted of: 1) Hg injection porosimetry for pore size distribution estimation, 2) permeability determination using an air permeameter, 3) X-ray diffraction (XRD) analysis and 4) X-ray fluorescence (XRF). The bulk density was measured by determination of the volume of the samples and its dry mass. The saturated density could then be calculated using the sample porosity and the fluid density. The density of the fluid (brine and CO$_2$) was determined using the NIST Chemistry Web-Book (webbook.nist.gov) under different pressure and temperature conditions.

An image analysis using the Scanning Electron Microscope (SEM) was done in different scales to examine the texture and microstructure of the sample before and after exposure to scCO$_2$. Tables 5.1 and 5.2, respectively, gives the physical properties and distribution of minerals in the sample. Table 5.3 summarizes the results obtained from the XRF analysis. Figures 5.1 and 5.2, respectively, shows the SEM images and the pore throat size of the sample.

**Table 5.1** Physical properties of the Berea sample used for the purpose of this study

<table>
<thead>
<tr>
<th>Samples</th>
<th>Density (g/cm$^3$)</th>
<th>Porosity (V/V)</th>
<th>Permeability (mD)</th>
<th>Young's Modulus (GPa)</th>
<th>Shear Modulus (GPa)</th>
<th>Poisson’s ratio</th>
<th>Compressive Strength (MPa)</th>
<th>Tensile Strength (MPa)</th>
</tr>
</thead>
<tbody>
<tr>
<td>B.1</td>
<td>2.3</td>
<td>0.19</td>
<td>420</td>
<td>25.3</td>
<td>10.2</td>
<td>0.25</td>
<td>53</td>
<td>~5</td>
</tr>
</tbody>
</table>

**Table 5.2** Mineral types and distribution in the sample

<table>
<thead>
<tr>
<th>Samples</th>
<th>Quartz (%)</th>
<th>Microcline (%)</th>
<th>Kaolinite (%)</th>
<th>Chlorite (%)</th>
<th>Albite (%)</th>
<th>Ankerite (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>B.1</td>
<td>80</td>
<td>6.7</td>
<td>7.3</td>
<td>1.4</td>
<td>2.9</td>
<td>1.7</td>
</tr>
</tbody>
</table>

**Table 5.3** Chemical element included in the structure of the sample

<table>
<thead>
<tr>
<th>Samples</th>
<th>SiO$_2$ (%)</th>
<th>Al$_2$O$_3$ (%)</th>
<th>Fe$_2$O$_3$ (%)</th>
<th>FeO (%)</th>
<th>MgO (%)</th>
<th>CaO (%)</th>
<th>Total (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>B.1</td>
<td>93.13</td>
<td>3.86</td>
<td>0.11</td>
<td>0.54</td>
<td>0.25</td>
<td>0.10</td>
<td>97.99</td>
</tr>
</tbody>
</table>
Big grains of quartz and dispersed clays are observed in the sample (right side).

As it is seen in Table 5.1, the Berea sandstone composed of quartz, feldspars (microcline), kaolinite, chlorite, albite and ankerite (carbonate) with a high permeability and porosity values. Table 5.4 summarizes the chemical reactions observed in sandstone reservoirs having the above minerals.

According to Rathnaweera et al. (2016), calcite dissolution is predominant in a short-term scale compared to other reaction mechanisms involved. The reaction rate on these occasions are directly related to the CO$_2$ partial pressure and indirectly attributed to the pore fluid pH, and temperature (Rathnaweera et al., 2016). In the
case of siliciclastic sandstones, quartz doesn’t make a significant contribution into the geochemical reactions and it is often part of a long-term reaction dominated by the mineral trapping process (De Silva et al., 2015). Aluminosilicates including feldspars, micas, and clays have a slow rate of reaction but it is not as much slow as that of quartz. Feldspars and clay minerals such as anorthite, illite and kaolinite tend to dissolve in a low pH environment created due to generation of the carbonic acid (De Silva et al., 2015). During the dissolution of kaolinite, for instance, the rock mass pore structure is affected by changes of grain-to-grain contacts (Rathnaweera et al., 2016).

Considering these rates of reactions for the minerals included in the Berea sandstone, it seems that the dissolution of calcite and dolomite might be the fastest mechanism taking place during and after CO₂ injection in a short-term scale causing geomechanical changes, followed by a slower chemical reaction of aluminosilicates (feldspars and clays).

Table 5.4 Mineral-CO₂-brine interactions taking place in sandstone reservoirs (Espinoza et al., 2011; De Silva et al., 2015)

<table>
<thead>
<tr>
<th>Primary mineral</th>
<th>Reaction</th>
<th>Reaction Rate</th>
<th>Secondary mineral</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dissolution Reactions</td>
<td>CO₂(g) → CO₂(aq)</td>
<td>1.6 × 10⁻¹⁸ mol.m⁻³.s⁻¹</td>
<td>Solubility of quartz does not change with concentration of dissolved CO₂.</td>
</tr>
<tr>
<td>Siliicates</td>
<td>SiO₂ + 2H₂O = H₂SiO₄ = H⁺ + HSiO₄⁻ = H⁺ + SiO₄²⁻</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Kaolinite</td>
<td>Al₂Si₂O₅(OH)₄ + 6H⁺(aq) → 2H₂SiO₄(aq) + 2Al³⁺(aq)</td>
<td>10⁻¹⁰ to 10⁻¹¹ mol.m⁻³.s⁻¹</td>
<td>Complete Dissolution</td>
</tr>
<tr>
<td>Arnonthite</td>
<td>CaAl₂Si₂O₇(OH)₄ + CO₂(aq) + 2H₂O → CaCO₃(aq) + Al₂Si₂O₇(OH)₄(s)</td>
<td>1.2 × 10⁻⁸ mol.m⁻³.s⁻¹</td>
<td>Complete Dissolution</td>
</tr>
<tr>
<td>Illite</td>
<td>Ca⁺(aq) + 5.4H⁺(aq) + CO₂(aq) → Na⁺(aq) + 0.6Ca⁺(aq) + HCO₃⁻(aq) + 2.2H₂O(l)</td>
<td>Complete Dissolution</td>
<td></td>
</tr>
<tr>
<td>Labradorite</td>
<td>Na⁺(aq) + CO₂(aq) + 2H₂O(l) → Na⁺(aq) + 2H⁺(aq) + CO₂(g)</td>
<td>Complete Dissolution</td>
<td></td>
</tr>
<tr>
<td>Calcite</td>
<td>CaCO₃(s) + H⁺(aq) → Ca⁺(aq) + HCO₃⁻(aq)</td>
<td>1.6 to 3.2 × 10⁻⁹ mol.m⁻³.s⁻¹</td>
<td>Complete Dissolution</td>
</tr>
<tr>
<td>Glaucocanthite</td>
<td>Glaucocanthite + 14H⁺(aq) → 1.5K⁺(aq) + 2.5Fe²⁺(aq) + 0.5Fe³⁺(aq) + Mg²⁺(aq) + 1.0Al³⁺(aq) + 7.5SiO₄²⁻(aq) + Na⁺(aq) + 9H₂O(l)</td>
<td>Complete Dissolution</td>
<td></td>
</tr>
<tr>
<td>Anorthite</td>
<td>anorthite + 3CO₂ = 3siderite + K⁺(aq)</td>
<td>Complete Dissolution</td>
<td></td>
</tr>
<tr>
<td>Chlorite</td>
<td>Chlorite + 2OH⁻(aq) → 5Fe²⁺(aq) + 5Mg²⁺(aq) + 4Al(OH)₃(aq) + 6H₂SiO₄(aq)</td>
<td>Complete Dissolution</td>
<td></td>
</tr>
<tr>
<td>Dolomite</td>
<td>CaMg(CO₃)₂(s) + 2H⁺(aq) + Mg²⁺(aq) + 2HCO₃⁻(aq) → CaMg(CO₃)₂(s) + 2H₂O(l)</td>
<td>Complete Dissolution</td>
<td></td>
</tr>
<tr>
<td>Precipitation Reactions</td>
<td>Ca⁺(aq) + CO₂(aq) → CaCO₃(s)</td>
<td>Complete Dissolution</td>
<td></td>
</tr>
<tr>
<td>Fe⁺(aq) + CO₂(aq) → FeCO₃(s)</td>
<td>Complete Dissolution</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mg⁺(aq) + CO₂(aq) → MgCO₃(s)</td>
<td>Complete Dissolution</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ca⁺(aq) + SO₄²⁻(aq) → CaSO₄(s)</td>
<td>Complete Dissolution</td>
<td></td>
<td></td>
</tr>
<tr>
<td>K⁺(aq) + 3Al⁺(aq) + 2SiO₄²⁻(aq) + 6H⁺(aq) → 3KAl₂SiO₅(OH)(aq) + 3H₂O(l)</td>
<td>Complete Dissolution</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ca⁺(aq) + Mg⁺(aq) + 2HCO₃⁻(aq) → CaMg(CO₃)₂(s) + 2H₂O(l)</td>
<td>Complete Dissolution</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Quartz, Siderite, K-feldspar, Aluminous hydroxide, Complete Dissolution.
5.2.2 Ultrasonic pulse measurement

The ultrasonic pulse measurement system setup used in this study is available in the department of Petroleum Engineering at Curtin University, Australia. The experimental setup consists of a pulse generator unit, transducers, a signal conditioner, and a computer equipped with a high frequency analog to digital (A/D) converter. Measurement were conducted using a triaxial (Hoek) high pressure cell, which allows axial loading of up to 150 MPa, with a confining and pore pressure of 40 MPa and 20 MPa, respectively while temperature could be varied from ambient conditions to up to 80°C. Piezoelectric crystals were used for the pulse transmission and converting electric signals into mechanical vibrations modes of compressional (P) and shear (S). Figure 5.3 shows the location of the Berea sample in the triaxial cell used for the pulse measurements.

![Figure 5.3 Location of the sample between transducers under the confining pressure (Cp), axial stress (Pa) and pore pressure (Pp)](image)

To accurately measure S-wave velocity which is often tricky to record in traditional experimental setups, due to placing transducers very close to samples, transducers were separated from the sample by 60-mm-long plastic cylinders. This set up decreases wave reverberations inside platens and prevents contamination of the S-wave arrival time because of the proximity of acoustic impedances of the plastic cylinder in the rock sample. Calibration of the system was performed over the whole range of pressures and temperatures using aluminum and stainless-steel samples with the same lengths and diameters as that of the sample. Ultrasonic compressional and shear wave velocities along the symmetry axis of the sample were then measured with a nominal pulse central frequency of 0.5 MHz.
To decrease the random noise, the recorded waveforms were a stack of 100 traces. The experimental errors in determination of P- and S-wave velocities were 1% and 1.5%, respectively induced mainly because of the uncertainty in picking up the arrival time of the waves recorded.

It should be noted that the following nomenclature was used in this study to describe the lab protocol:

i. Confining pressure (Cp): The external (pressure) stress applied to the sample;

ii. Pore pressure (Pp): The internal pressure of the fluid (brine and CO₂) occupying the pore space of the sample;

iii. Differential pressure (Pd): the difference between the confining and pore pressures.

5.2.3 Saturation control

When injection in an aquifer begins, CO₂ dissolves into the brine, which reduces the pH of the system and increases mineral dissolutions and precipitations. This acidification is followed by desiccation in which CO₂ gas bubbles are created around the injection well, pushing the formation water away from the injection site. This leads to formation of a dry zone with a gas saturation degree of almost 1. This dry zone is surrounded by a mixed zone partially saturated by brine and free CO₂. In the more remote parts of the aquifer, however, an aqueous phase fully saturated by brine exist which will be further pushed as injection progresses (Rathnaweera et al., 2015). To simulate this condition, the sandstone sample was gone through the pulse measurement under the following three different conditions:

- **Dry Sample**: The sample was subjected to the ultrasound cleaning in distilled water and then placed in an oven at 105 °C for 24 hours. The dry mass of the specimen was measured after cooling to the room temperature followed by the pulse measurements to record P- and S-waves transit times at different confining pressures ranging from 1 to 30 MPa.
- **Brine Saturated Sample**: A brine solution with the salinity of 1500 ppm containing 5 wt% NaCl and 1 wt% KCl was prepared at this stage. Saturation was initiated by injecting brine into the sample for almost one hour to release all of the gases. Upon full saturation, the outlet valve was closed and the pore pressure was increased to 1.5 MPa. This was followed by conducting the ultrasonic tests under different confining pressures ranging from 0 to ~21 MPa while the maximum pore pressure observed was 18 MPa. Figure 5.4 shows two of the waveforms obtained from these measurements under the pore and confining pressures of 15 MPa.

![Waveforms](image)

**Fig. 5.4** P-wave (left) and S-wave (right) waveforms obtained from the pulse measurements on the brine saturated sample under the pore and confining pressure of 15 MPa. Colors are amplitude variations.
- **CO\textsubscript{2} Saturated Sample**: Carbon dioxide in the supercritical phase (scCO\textsubscript{2}) was injected using the syringe pump into the brine saturated sample. Syringe pump, tubes, and high-pressure cell were heated and maintained at a temperature of 35 °C while the confining pressure was varied from 10 MPa to ~24 MPa to have a fully CO\textsubscript{2} saturated sample. The volume flow rate of CO\textsubscript{2} injected was carefully observed through injection and the volume of brine collected from the sample was used to estimate the average saturation of CO\textsubscript{2} in the sample. Generally, the sample was exposed to CO\textsubscript{2} for five days. Figure 5.5 shows two of the waveforms obtained from these measurements under the pore pressure of 14 MPa and confining pressure of 20 MPa.

![P-Wave Gather of the CO\textsubscript{2} Saturated B.1 Sample](image1)

![S-Wave Gather of the CO\textsubscript{2} Saturated B.1 Sample](image2)

**Fig. 5.5** P-wave (left) and S-wave (right) waveforms obtained from the pulse measurements on the CO\textsubscript{2} saturated sample under the pore pressure of 14 MPa and confining pressure of 20 MPa. Colors are amplitude variations.
5.2.4 Injection pressure and magnitude of stress

Amplitude is one of the important parameters, carrying a lot of information related to the wave behavior and its attenuation (Aleme et al., 2013). It would, therefore, be a very useful attribute which can be used for characterizations of rocks while being saturated with different kinds of fluids. In this section, attempts were made to evaluate the effect of injection (increases in the pore pressure) and in-situ stress (confining pressure) on the acoustic response of the sample when it is saturated with brine and flooded by scCO₂. This helps to understand the possible changes taking place in the elastic and strength parameters of medium during and after injection.

As mentioned earlier, the pulse measurement was done at different confining pressures on the dry sample. Figure 5.6 shows the quality of the P-wave amplitude received under three different confining pressures.

From this Figure 5.6, one may conclude that as the confining pressure increases, the amplitude increases and attenuation decreases under a dry condition. This could be due to the reduction in the matrix anelasticity and closure of pores and cracks in the sample matrix (Thakur and Rajput, 2010). Such stress dependency is typical for sandstones and can be explained theoretically with the dual-porosity model (Shapiro, 2003; Pervukhina et al., 2010).

Fig. 5.6 Amplitude spectra of P-wave obtained from the tests on the dry sample
The results obtained from the pulse measurement on the brine saturated sample, in the next stage, indicated that as the confining pressure increases, the amplitude increases due to the closure of the penny shaped pores and thin cracks as well as the compaction of the grains and cement in the sample (Njiekak et al., 2013) (See Figure 5.7). It was also found that increasing the confining pressure increases the density and bulk modulus of the samples because of the compaction effect. This increase in the bulk modulus was more pronounced than the density as the attenuation of the compressional wave was reduced in the brine saturated samples under a high confining pressure.

![Amplitude Spectra of P-wave in the Brine Saturated Samples](image)

**Fig. 5.7** Amplitude spectra of P-wave at as a function of the confining pressure at the pore pressure of 14 MPa in the brine saturated sample

In contrast, the pore pressure revealed that in a same confining pressure, any increases in the pore pressure decreases the amplitude of P-wave going through the brine saturated sample (See Figure 5.8). This is mainly because the pore pressure opens the pores and increases the overall density (Chen et al., 2013). It was then concluded that as the in-situ stress decreases due to the pore pressure increase, stiffness and strength of the medium chosen as the storage site reduces remarkably.
In the next step, the effect of the pore and confining pressure on the acoustic response of the samples being flooded by CO$_2$ were evaluated. The results obtained indicated that regardless of the confining pressure, the amplitude of P-wave would generally decrease as brine is replaced by CO$_2$ in the pore spaces. This decrease in the amplitude can be attributed to the reduction of the bulk modulus of the fluids as well as the distribution, extrusion, and movement of CO$_2$ in the pore space of the sample. Compression and expansion of cracks and pore spaces can be another reason of attenuation which should not be neglected (Njiekak et al., 2013). As a result, the amplitude of the P-wave initially decreases as the injection of CO$_2$ begins and then rises as the saturation progresses. This amplitude variation and reduction could offer a means to detect CO$_2$ at the early stage of injection in an aquifer.

![Amplitude spectra of P-wave in the brine saturated sample](image)

**Fig. 5.8** Amplitude spectra of P-wave as a function of the pore pressure in the brine saturated sample under a same confining pressure of 20 MPa

Another observation made during CO$_2$ injection revealed that as the pore pressure increases, or the confining pressure decreases, the amplitude dispersion increases but this dispersion was more pronounced than that of the brine saturated sample which could be related to the physical properties of CO$_2$. Figures 5.9 and 5.10 show the amplitude of P-wave obtained during CO$_2$ injection.
Fig. 5.9 Amplitude spectra of P-wave as a function of the pore pressure during CO₂ injection under the confining pressure of 20 MPa

Fig. 5.10 Amplitude spectra of P-wave as a function of the confining pressure during CO₂ injection under the pore pressure of 14 MPa

5.2.5 Elastic parameters

In order to have a good insight into the changes taking place due to the fluid substitution in the sample using the wave velocity, it was crucial to ensure that any
variations in the waveform is due to changes in the pore fluid physical properties and alterations of the sample’s solid framework. Thus, a constant differential pressure of 3 MPa was upheld at different stages by assuming that the increase in the confining pressure can cancel the effect of the pore pressure. Figure 5.11 shows the velocity of P- and S-waves obtained from the sample saturated by brine and flooded by scCO$_2$ under the differential pressure of 3 MPa.

![Figure 5.11 Compressional and shear wave velocities in the CO$_2$ and brine saturated samples with respect to confining pressure under the differential pressure of 3 MPa](image-url)
As it is shown in Figure 5.11, the brine-saturated sample gives a higher velocity of P-wave with a value up to 3600 m/s at the confining pressure of 18 MPa (i.e., the pore pressure of 15 MPa and a differential pressure of 3 MPa) while the CO₂-saturated sample shows a lower P-wave velocity which initially increases to 3390 m/s at the confining pressure of 9 MPa and then reduces constantly with a slow rate reaching 3350 m/s. The difference in velocities between the samples is especially manifest at the later stage when the confining and pore pressure increases. The results obtained (see Figure 5.11) from the variation of the shear velocity seems that the shear velocity is sensitive to the fluid types in the pore space, which needs further investigations. The other interesting observation was the reduction of the shear velocity in the CO₂ saturated sample after reaching the confining pressure of 9 MPa, which could be due to increases in the density of samples, alteration of the solid skeleton, or even pore pressure disequilibrium. This can be further evaluated by determination of dynamic shear modulus of the samples with different fluids substitutions.

It has been indicated by many that the strength of a rock can be decreased because of the fluid substitution in the pore space which might be related to mechanical actions of fluids or chemical interactions posed by pore fluids as the surface free energy reduced. However, there are very few studies reporting changes in mechanical responses of CO₂-saturated Berea sandstone. The study performed by Oikawa et al. (2008) and Hangx et al. (2013) suggested that the difference in the strength between the water saturated and the CO₂-saturated sandstone samples are very small. To further evaluate these changes, dynamic elastic parameters including Young’s modulus, Poisson’s ratio as well as Shear modulus were estimated using the conventional equations provided by Mavko et al. (2009), assuming that the sample is homogenous and isotropic. Figure 5.12 shows the variation of the Young’s and Shear moduli obtained from this analysis.

When examining this Figure 5.12, one can conclude that the there is a reduction in the variation of elastic parameters especially the shear modulus. This indicates the fact that the decrease in the shear velocity was not only because of the increases in the density of the sample. It could also be due to mineralogical alterations and
dissolution of calcite and break down of clays in the matrix after exposure to CO$_2$ (Marbler et al., 2012).

Fig. 5.12 Variations of Young’s and Shear’s Modulus in the CO$_2$ and brine saturated samples with respect to confining pressure under the differential pressure of 3 MPa

Generation of carbonic acid may be the other reason leading to the dissolution of carbonates including calcite and a long-term dissolution of feldspars, clay minerals, micas and Fe-oxides during and after injection. According to Marbler et al. (2012), dissolution of CO$_2$ into brine saturated sandstone samples changes its ability to resist
against differential stresses. Le Guen et al. (2007) observed a clear strength reduction in the wet sandstone due to CO$_2$ injection.

To further evaluate the alteration of the solid skeleton, the SEM images of the Berea sandstone before and after exposure to CO$_2$ were studied as shown in Figures 5.13 and 5.14. Tables 5.5 and 5.6 give the element type, their weight concentrations and stoichiometric percentage$^1$ obtained from the same analysis before and after exposure to CO$_2$.

The results obtained revealed that the alteration was induced and mineral dissolutions and corrosions were observed, as shown in Figure 5.14. In fact, it seems that the main concerns are corrosion of quartz, K-feldspars and clay minerals (kaolinite) as well as dissolution of carbonates (calcite) (See Table 5.6). Kaolinites often gives marginal mineral dissolution whereas K-feldspar reactions with carbon dioxide in the aqueous solution of aquifer can result in the formation of bicarbonate, silica and kaolinite (Holdren and Berner, 1979).

The surface of the sandstone sample shows a clear alteration of the cement matrix, such as initial dissolution of calcite. This dissolution of the carbonate matrix which was observed after five days of the experiment could also be linked to the formation of HCO$_3^-$ as mentioned earlier. Small grains of secondary carbonate minerals were also observed on the surfaces of quartz in the SEM images (Figure 5.14 right). Some of quartz crystals demonstrate selective surface corrosions which may destabilise the microstructure of the sandstone, due to changes of porosity within the boundary between cement and grains.

When examining this Table 5.6, the concentration and percentage of certain elements may indicate the stage at which the primary minerals dissolve and secondary minerals precipitate in the solution. In this regard, the concentrations of Na, K, Ca, Mg, as well as Si and Al would be particularly important.

$^1$ - The percentage in which those elements were involved in the reactions taken place due to CO$_2$ exposure
Fig. 5.13 The Berea Sandstone before exposure to scCO₂

Fig. 5.14 The Berea Sandstone after exposure to scCO₂ with signs of changes and alteration in the solid framework

Table 5.5 Element quantification before exposure to scCO₂

<table>
<thead>
<tr>
<th>Element Symbol</th>
<th>Atomic Concentration</th>
<th>Weight Concentration</th>
<th>Stoichiometric Percentage</th>
</tr>
</thead>
<tbody>
<tr>
<td>O</td>
<td>74.81</td>
<td>62.81</td>
<td></td>
</tr>
<tr>
<td>Si</td>
<td>17.74</td>
<td>26.15</td>
<td>70.41</td>
</tr>
<tr>
<td>Al</td>
<td>5.42</td>
<td>7.68</td>
<td>21.52</td>
</tr>
<tr>
<td>K</td>
<td>1.00</td>
<td>2.05</td>
<td>3.96</td>
</tr>
<tr>
<td>Mg</td>
<td>1.03</td>
<td>1.32</td>
<td>4.10</td>
</tr>
</tbody>
</table>
Table 5.6 Element quantification after exposure to scCO$_2$

<table>
<thead>
<tr>
<th>Element Symbol</th>
<th>Atomic Concentration</th>
<th>Weight Concentration</th>
<th>Stoichiometric Percentage</th>
</tr>
</thead>
<tbody>
<tr>
<td>O</td>
<td>71.61</td>
<td>57.92</td>
<td></td>
</tr>
<tr>
<td>Si</td>
<td>17.95</td>
<td>25.48</td>
<td>63.23</td>
</tr>
<tr>
<td>Al</td>
<td>3.83</td>
<td>5.23</td>
<td>13.50</td>
</tr>
<tr>
<td>Cl</td>
<td>1.79</td>
<td>3.21</td>
<td>6.32</td>
</tr>
<tr>
<td>Ca</td>
<td>1.37</td>
<td>2.78</td>
<td>4.83</td>
</tr>
<tr>
<td>Na</td>
<td>1.64</td>
<td>1.91</td>
<td>5.79</td>
</tr>
<tr>
<td>Fe</td>
<td>0.60</td>
<td>1.69</td>
<td>2.11</td>
</tr>
<tr>
<td>Mg</td>
<td>0.79</td>
<td>0.97</td>
<td>2.77</td>
</tr>
<tr>
<td>K</td>
<td>0.41</td>
<td>0.81</td>
<td>1.45</td>
</tr>
</tbody>
</table>

5.3 CO$_2$ injectivity

Results of CO$_2$ injectivity (pressure drop) show significant variation in the pressure drop during CO$_2$ flooding in sandstone. The inlet and outlet pressures of the samples were also monitored during the flooding procedures as the magnitude of the pressure drop across the sample could represent the formation injectivity. During the injection, the pressure drop was measured against time (Figure 5.15), which expressively decreases. Regardless of the presence of two phase flow during CO$_2$ injection in brine saturated core sample, steady-state condition achieved at 1.5 pore volume (PV) as at this particular PV, the slope of the pressure drop smoothens. Subsequently, the further decrease in pressure difference is indication of complete saturation.

![Fig. 5.15 Pressure drop as a function of injected CO$_2$ in the sample](image-url)
5.4 Summary of chapter

It is generally known that the long-term storage of CO₂ in a geologic site is affected by complicated chemical interactions causing acidification, mineral dissolution, and changes in the in-situ stress, which in turn may have negative impacts on the elastic and strength parameters of reservoirs and seals. In this work, attempts were made to evaluate the geochemical alteration taking place in rock sample against different in-situ stresses in a short period of time when it is saturated by brine and scCO₂. The results obtained indicated that reductions in the shear velocity and modulus which might be attributed to the corrosion of clays and dissolution of calcite in the matrix. This was further evaluated by the SEM image analysis, where clear alteration of the rock sample was observed. In fact, there were signs of carbonate dissolution, kaolinite break-down and even corrosion of quartz which indicates the fact that geomechanical parameters of reservoirs and seals can be affected even in a short-term exposure to scCO₂.
CHAPTER 6
CO₂ STORAGE NUMERICAL MODELING

6.1 Introduction
It is essential to accurately predict the injection rate and pressure for a safe and favorable CO₂ injection operation in the storage sites. In this chapter, a scheme for the estimation of the optimum injection rate is presented to achieve favorable injectivity and effective storage potentials within the suitable injection period. The full dataset of a carbonate gas reservoir of Malaysia was utilized to numerically evaluate: 1) storage capacity, and trapping mechanisms, 2) optimum injectivity, and 3) the potential leakage of CO₂ from the reservoir through building a 3D numerical model based on the Peng-Robinson equation of state. It was found that a significant amount of scCO₂ can be injected in the reservoir at the optimum injection rate over 20 years with a favorable injectivity.

6.2 Data sources and numerical model setup
Numerical models can be used to assess the storage performance of CO₂ injection. However, these numerical models must be validated against reservoir observations before consideration for reservoir development and designs. Numerical simulations were performed in this study with the Eclipse simulator (E300) which is a flow simulator developed by Schlumberger Limited. It is a major tool used for compositional modeling of enhanced recovery processes and CO₂ storage. A 3D model was established for the carbonate gas reservoir and calibrated through historic data from 1983-2015. The gas reservoir historic data covers monthly gas, condensate and water productions.

A Cartesian model with 70 × 50 × 24 grids was used to model a total reservoir area of 5 km × 4.4 km with a total thickness of 1000 ft. The model has an anticline structure with 4 horizontal zones with different porosity and permeability. These four zones were separated by a tight layer while an aquifer with constant pressure lateral
boundary condition was attached at the bottom of the reservoir as shown in Figure 6.1. In fact, the reservoir has already been divided into four main flow units based on the preliminary assessment obtained from the well log interpretation (see Figure 3.10) of a Well D drilled in the center of the reservoir structure seems as best suitable conduit regarding well location. In an earlier study, wireline log data of the same well (Well D) was analyzed to evaluate the rock characteristics of the different intervals where the depth interval of 4036-4747 ft (1230-1447 m) was indicated to be the reservoir interval with a net and gross thickness of 595 ft (181 m) and 711 ft (217 m), respectively. The porosity and permeability of the reservoir in that was found to be from 4.5–42% and 0.1–2927 mD, respectively which were used for the numerical modeling of this study as shown in Figure 6.2. These details would also help during CO₂ storage modeling to consider the effect of heterogeneity on the multiphase flow behavior (Kuo et al., 2011; Hingerl et al., 2016), time-scale of convective mixing, plume size and degree of CO₂ trapping (Han et al., 2011). Table 6.1 summarizes other reservoir properties used in the numerical model.

![Fig. 6.1](image)

**Fig. 6.1** Anticline structure model having carbonate build-up of condensate gas (red) between a thick caprock (yellow) and aquifer (blue)
Table 6.1 Fluid properties and contacts data used in numerical modeling of the reservoir

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Molar concentration gradient of component (m³/sec)</td>
<td></td>
</tr>
<tr>
<td>CO₂</td>
<td>$1.72 \times 10^{-5}$</td>
</tr>
<tr>
<td>C₁</td>
<td>$1.61 \times 10^{-5}$</td>
</tr>
<tr>
<td>C₂</td>
<td>$4.30 \times 10^{-6}$</td>
</tr>
<tr>
<td>C₃</td>
<td>$4.30 \times 10^{-6}$</td>
</tr>
<tr>
<td>C₄</td>
<td>$4.30 \times 10^{-6}$</td>
</tr>
<tr>
<td>C₅</td>
<td>$4.30 \times 10^{-6}$</td>
</tr>
<tr>
<td>C₆</td>
<td>$1.20 \times 10^{-5}$</td>
</tr>
<tr>
<td>C₇+</td>
<td>$1.40 \times 10^{-6}$</td>
</tr>
<tr>
<td>Liquid</td>
<td>$10^{-10}$</td>
</tr>
<tr>
<td>Rock compressibility (1/psia)</td>
<td>$2 \times 10^{-5}$</td>
</tr>
<tr>
<td>Connate water saturation (%)</td>
<td>20</td>
</tr>
<tr>
<td>Salinity (ppm)</td>
<td>15000</td>
</tr>
<tr>
<td>Gas density at standard condition (kg/m³)</td>
<td>942</td>
</tr>
<tr>
<td>Water density (kg/m³)</td>
<td>1108</td>
</tr>
<tr>
<td>Original gas water contact depth (ft)</td>
<td>4887</td>
</tr>
<tr>
<td>Dew point pressure (psia)</td>
<td>1805</td>
</tr>
</tbody>
</table>

Table 6.1 summarizes other reservoir properties used in the numerical model. The simulation model is isothermal and uses a single reservoir temperature of 212 °F considering the molecular diffusion effect among gas and CO₂ components for values given in Table 6.1 and neglects chemical (dissolution/precipitation) reactions between minerals and fluids due to simulator limitations.

Neglecting these reactions puts some constraints on the analysis of the modeling results as they may affect the injectivity. For instance, dissolution of CO₂ in water results in generation of carbonic acid which decreases the pH of brine and may lead...
to potential mineral dissolution and/or precipitation due to the reservoir rock’s interactions with the acidic fluid (Ukaegbu et al., 2009; Espinoza et al., 2011).

For PVT properties of condensate gas, the composition provided in Table 6.2 was used. In fact, the black oil PVT analysis with up to seven compositions of the condensate gas mixture along with a constant composition expansion (CCE) and viscosity data were utilized to tune the equation of state (EOS) and Peng-Robinson EOS as given in Figure 6.3. The Black oil model was then converted into the compositional model in which CO\(_2\) and N\(_2\) were kept separated to evaluate individual contributions of a typical flue gas component. Properties of gas, water and carbon dioxide (i.e., critical pressure and temperature, acentric factors and binary interaction coefficients) were generated by the PVTi module of Eclipse at the reservoir condition to history match the static model. These properties are essential as the inputs for the storage modeling governing the fluid properties at the depleted pressure before injection.

Figure 6.4 depicts a phase diagram indicating the fluid type based on the position of the reservoir pressure path, separator conditions and the size of phase diagram (McCain Jr, 1994; Terry and Rogers, 2013).

### Table 6.2 Mole composition of typical reservoir fluids

<table>
<thead>
<tr>
<th>Component</th>
<th>Gas Condensate (mole fraction)</th>
</tr>
</thead>
<tbody>
<tr>
<td>CO(_2)</td>
<td>2.17</td>
</tr>
<tr>
<td>N(_2)</td>
<td>0.93</td>
</tr>
<tr>
<td>C(_1)</td>
<td>85.88</td>
</tr>
<tr>
<td>C(_2)</td>
<td>3.55</td>
</tr>
<tr>
<td>C(_3)</td>
<td>3.38</td>
</tr>
<tr>
<td>iC(_4)</td>
<td>1.21</td>
</tr>
<tr>
<td>nC(_4)</td>
<td>0.86</td>
</tr>
<tr>
<td>iC(_5)</td>
<td>0.47</td>
</tr>
<tr>
<td>nC(_5)</td>
<td>0.23</td>
</tr>
<tr>
<td>C(_6)</td>
<td>0.32</td>
</tr>
<tr>
<td>C(_7^+)</td>
<td>1</td>
</tr>
<tr>
<td>Total</td>
<td>100</td>
</tr>
<tr>
<td>Mol. wt. C(_7^+)</td>
<td>111.4</td>
</tr>
</tbody>
</table>
**Fig. 6.3** Comparison of experimental and simulating results: (a) relative volume; (b) vapor viscosity

**Condensate Gas PVT Analysis**

**Fig. 6.4** Phase diagram of condensate gas bounded by the bubble point line (black) and the dew point line (red). The vertical line of the reservoir pressure path is crossing the dew point line at 1805psia. Separator conditions are marked by a dark blue lying within the phase envelope
As shown in the phase diagram, below the dew point pressure, condensation occurs leading to segregation of the liquid phase in the near bottom-hole and reservoir region. However, the composition of condensate gas at the depleted stage is different from the composition at the initial stage (Adisoemarta et al., 2004; Sobers et al., 2004; Abbasov and Fataliyev, 2016; Rahimzadeh et al., 2016).

As stated earlier, depleted gas reservoirs have a large amount of remaining gas in place which can only be recovered by employing CO$_2$ enhanced gas recovery (EGR) (Stevens et al., 1999; Oldenburg and Benson, 2001b; Leeuwenburgh et al., 2014; Shen et al., 2014; Yuan et al., 2015; Patel et al., 2016). Hence, for the purpose of this study, each zone has 30% remaining gas and 40% condensate at the depleted pressure of 500 psia. Water–gas and gas–gas relative permeability data were also used and capillary pressure effects were neglected. Analytical equations are commonly used to estimate the relative permeability for an individual phase in numerical simulations. As a result, the relative permeability was calculated through the analytical expressions given in Table 6.4 using the input parameters given in Table 6.3. Table 6.4 shows the governing equations for the phase flow, fluid properties and relative permeability estimation provided for the reservoir based on the simulation run. The tuned relative permeability curves used in the history matching simulation are shown in Figure 6.5.

![Fig. 6.5 Three phase relative permeability: gas-gas system (left) and water-gas system (right)](image-url)
Table 6.3 The information on the water-condensate and gas-condensate systems

<table>
<thead>
<tr>
<th>$S_{wc}$</th>
<th>$S_{orw}$</th>
<th>$S_{gc}$</th>
<th>$S_{org}$</th>
<th>$(K_{ro})_{swc}$</th>
<th>$(K_{rw})_{orw}$</th>
<th>$(K_{ro})_{sgc}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>9%</td>
<td>40%</td>
<td>5%</td>
<td>40%</td>
<td>0.73</td>
<td>0.39</td>
<td>0.85</td>
</tr>
</tbody>
</table>

Table 6.4 Governing equations for the compositional modeling of the depletion scenario

<table>
<thead>
<tr>
<th>Mechanism</th>
<th>Model</th>
<th>Governing Equation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Phase (oil, gas, water) flow</td>
<td>Composition flow</td>
<td>$F_{pm}^{c} = T_{pc} c_{p}^{c} k_{pc} S_{p}^{c} b_{pc}^{c} dP_{pm}$</td>
</tr>
<tr>
<td>Fluid Properties</td>
<td>Peng-Robinson EOS</td>
<td>$P + \frac{A}{V_{w}} (V_{w} + B) + \frac{b(V_{w} - B)}{RT} = RT$</td>
</tr>
<tr>
<td>Molecular Diffusion</td>
<td>Diffusive flow</td>
<td>$J_{i} = -y_{i} \frac{D_{i}}{d_{i}} \delta Y_{i}$, $F_{i}^{diff} = T_{Di} D_{i} (S_{i} b_{i}^{p}) \Delta Y_{i}$</td>
</tr>
<tr>
<td>Capillary pressure and Relative Permeability</td>
<td>Oil-Water system</td>
<td>$K_{rw} = (K_{ro})<em>{sw} \left[ \frac{1 - S</em>{w} - S_{orw}}{1 - S_{wc} - S_{orw}} \right]^{n_{w}}$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$K_{rw} = (K_{ro})<em>{sw} \left[ \frac{S</em>{w} - S_{wc}}{1 - S_{wc} - S_{orw}} \right]^{n_{w}}$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$P_{orw} = (P_{ro})<em>{sw} \left[ \frac{1 - S</em>{w} - S_{orw}}{1 - S_{wc} - S_{orw}} \right]^{n_{p}}$</td>
</tr>
<tr>
<td></td>
<td>Gas-Oil System</td>
<td>$K_{ro,g} = (K_{ro})<em>{sw} \left[ \frac{1 - S</em>{g} - S_{o}}{1 - S_{gc} - S_{w}} \right]^{n_{ro,g}}$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$K_{rg} = (K_{ro})<em>{sw} \left[ \frac{S</em>{g} - S_{gc}}{1 - S_{gc} - S_{g}} \right]^{n_{rg}}$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$P_{rg,o} = (P_{ro})<em>{sw} \left[ \frac{S</em>{g} - S_{gc}}{1 - S_{gc} - S_{g}} \right]^{n_{p}}$</td>
</tr>
</tbody>
</table>

When it comes to CO$_2$ storage, residual gas and condensate can be an issue for a favorable injectivity because the amount of remaining gas (Saiedi and Rezaee, 2012; Oldenburg and Doughty, 2011) and oil in reservoirs significantly affects the relative permeability and injectivity of CO$_2$ (Kovscek, 2002). Thus, it is necessary to consider the residual gas and condensate effect on CO$_2$ injection to investigate the actual multiphase flow mechanism during storage. For the storage in the reservoir without the hysteresis phenomenon, the relative permeability of the gas-CO$_2$ and CO$_2$-brine systems were applied during simulation of storage as reported by Seo (2004). Figure 4.3 (given in Chapter 4) displays the relative permeability curves of those systems, in
which the red line is the relative permeability of CO₂ in the presence of CH₄ (left) and brine (right).

In the numerical model, an active aquifer at the bottom of the reservoir was considered with a water index of 500 STB/day/psia. The approximation of Fetkovich aquifers was used to calculate the water influx from the aquifer. Water can flow from the aquifer into the reservoir and from the reservoir into the aquifer depending on the pressure gradient.

6.2.1 Injection rate estimation

Among the 20 wells drilled in this reservoir, a well was selected for CO₂ injection and storage away from the fault, in the center of the structure, with good wellbore conditions, and favorable rock characteristics. This well has a perforation interval of 4047-4473 ft (426 ft) covering the first two zones with a wellbore radius of 0.8 ft. Permeability and thickness of the zones obtained from the earlier interpretation were used to calculate the injection rate. Geomechanical analysis was carried out based on analytical solutions for the fracture gradient estimation near the wellbore region which is an indicator of the safe injection pressure (Loizzo et al., 2010). This would help to determine when the injection pressure exceeds the fracture initiation pressure of the reservoir/caprock which may results in leakage and seepage of CO₂ to the surface (Burke, 2011).

For the fracture gradient estimation near the wellbore prior to injection, wireline logs data including DSI log (i.e., containing compressional and shear slowness data) were available and used for the purpose of this study. However, core samples and MDT data were not available for calibration of elastic, strength and pore pressure parameters estimated using analytical solutions. Figures 6.6 shows the wireline logs data used for the purpose of this study.

The analysis was initiated by determination of dynamic elastic parameters (Young’s modulus (E), and Poisson’s ratio (υ)) of the formations using the equations provided by Fjær et al. (2008). The correlation developed by Wang (2000) was used to convert the dynamic elastic parameters into static ones as the wave velocity data based
elastic parameters are overestimated. To estimate the uniaxial compressive strength (UCS) and the friction angle of rocks, the correlation proposed by Bradford et al. (1998) and Plumb (1994) were employed, respectively. Figure 6.7 shows the estimated log-based parameters of Well D.

For the pore pressure, Eaton’s method was utilized which is an essential parameter to determine the magnitude of effective in-situ stresses by poro-elastic equations (Gholami et al., 2015b; Gholami et al., 2016). The results obtained from the stress analysis revealed that the dominant stress regime in this reservoir is reverse faulting as the order of the magnitude of in-situ stresses was $\sigma_{H_{\text{max}}}>\sigma_{H_{\text{min}}}>\sigma_v$. It is commonly recognized that the pore pressure and other geomechanical parameters must be rectified using the reservoir and core data. Owing to the absence of this data set, shear failure observed in the caliper log was used for the calibration purpose. As a result, the breakout pressure determined by the Mohr-Coulomb criteria was used to regulate the geomechanical parameters (elastic and strength parameters together with the pore pressure) linked to the variation of the mud weight. As a rule of thumb, if a failure criteria can precisely predict the break-out taken by the caliper log, one can safely say that the magnitude of in-situ stresses and other geomechanical parameters are accurate.

Figure 6.8 shows the stress profiles in the first track, the caliper log and the bit size in the second track and the breakout pressure, mud loss and mud weight in the third track. The last track is the minimum horizontal stress representing the magnitude of the fracture initiation pressure. LOT test data in the caprock section of the reservoir at different depth gives the maximum value of 3682 psi for the fracture pressure as discussed in Chapter 3. Results of petrophysical and geomechanical analyses before CO$_2$ flooding are given in Table 6.5 and Table 6.6 which are used here, respectively.

Considering the effect of CO$_2$ during and after injection, such as geochemical interactions which may have a huge impact on geo-mechanical characteristics in sandstone and carbonates, the fracture initiation pressure and gradient might be changed. Thus, a safe value of wellbore injection pressure must be selected wisely based on different considerations. In this study, a pressure of 2000 psi, which was
less than the initial reservoir and fracture initiation pressure of the reservoir and caprock, was selected to mitigate the leakage concern (Rutqvist et al., 2007; Dempsey et al., 2014). Since the magnitude of stresses may change during production and injection phases, it would be useful to conduct geomechanical-geochemical studies by following the scheme presented by Masoudi et al. (2011) to assess plasticity, reservoir volume and fracture initiation.

Table 6.5 Thresholds of the caprock and reservoir before CO\(_2\) flooding

<table>
<thead>
<tr>
<th>Section</th>
<th>Stress Regime</th>
<th>Depth Range (ft)</th>
<th>Fracture Gradient Range (psi/ft)</th>
<th>Average Fracture Gradient Range (psi/ft)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Caprock</td>
<td>-</td>
<td>1850-3501</td>
<td>0.61 – 1 (LOT Tests)</td>
<td>0.78</td>
</tr>
<tr>
<td>Reservoir (Well-D)</td>
<td>Reverse</td>
<td>3800-4804</td>
<td>0.65-0.78 (Log Data Analysis)</td>
<td>0.75</td>
</tr>
</tbody>
</table>

Table 6.6 Results of petro-physical and geomechanical analysis

<table>
<thead>
<tr>
<th>Zone</th>
<th>Interval (ft)</th>
<th>Permeability (mD)</th>
<th>Thickness (ft)</th>
<th>Fracture Gradient (psi/ft)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>4020-4300</td>
<td>85</td>
<td>280</td>
<td>0.75</td>
</tr>
<tr>
<td>2</td>
<td>4300-4530</td>
<td>160</td>
<td>230</td>
<td>0.75</td>
</tr>
<tr>
<td>3</td>
<td>4530-4750</td>
<td>175</td>
<td>220</td>
<td>0.75</td>
</tr>
<tr>
<td>4</td>
<td>4750-4804</td>
<td>110</td>
<td>54</td>
<td>0.75</td>
</tr>
</tbody>
</table>

Taking into account the maximum injection pressure of 2000 psia and the pore pressure of 500 psia, properties of scCO\(_2\) i.e., the formation volume factor and viscosity, were estimated under the reservoir condition using the experimental results presented by Jalil et al. (2012). For the effect of residual gas on scCO\(_2\), the relative permeability of CO\(_2\) was considered to be 0.9 at maximum saturation of CO\(_2\) (80%). The effect of condensate on the flow of CO\(_2\) (Kovscek, 2002) was excluded due to absence of relative permeability of CO\(_2\) in the presence of condensate.
Fig. 6.6 Conventional wireline log data of Well D used for the purpose of this study

Fig. 6.7 Estimated elastic properties, uniaxial compressive strength and the friction angle of formations in Well D
Since selection of the injection rate is related to many parameters considering the scCO₂ mixing and residual fluids concerns, the mathematical expression of Eq. (6.1) might be a wise choice to calculate optimum injection rate for CO₂ storage under steady-state conditions. This expression is applicable where gas/CO₂ is injected through a vertical well located at the center of a brine-filled cylindrical reservoir. In the case of hydraulically fractured vertically wells, horizontal wells, and hydraulically fractured horizontal well, this equation must be modified (Cinar et al., 2008). Moreover, the maximum injection pressure, \( P_{w, \text{max}} \), in Eq. (6.1) can be obtained using analytical approaches and/or through reservoir tests data such as Leak-Off Test (LOT) (Aadnoy and Looyeh, 2011).

\[
Q_{\text{inj CO₂}} = \frac{0.00708(kh)k_{CO₂}(P_{w, \text{max}} - P_e)}{\mu_{CO₂}B_g \frac{k_{CO₂}}{r_e} \ln \left( \frac{r_e}{r_w} \right)}
\]  

\text{(6.1)}
Where $Q_{\text{injCO}_2}$ is the CO$_2$ injection flow rate (Mscf/D), $h$ is the thickness (ft), $k$ is the absolute permeability (mD), $B_{g\text{CO}_2}$ is the CO$_2$ gas formation volume factor (bbl/Mscf), and $\mu_{\text{CO}_2}$ is the viscosity of CO$_2$ gas (cp). The formation volume factor and gas viscosity are evaluated at the average reservoir pressure where $P_{w,\text{max}}$ would be the maximum injection pressure (psia), $P_e$ is the initial reservoir pressure (psia), $k_{r\text{CO}_2}$ is the CO$_2$ gas relative permeability, $r_e$ is the external radius of the cylindrical reservoir (ft) and $r_w$ is the internal wellbore radius (ft).

Having all of the required data and considering Eq. (6.1), the injection rate was estimated for the perforated interval (e.g., 4047-4473 ft (426 ft)) as well as the production zones (e.g., 1, 2, 3 and 4) as given in Table 6.7.

**Table 6.7** Reservoir data used to calculate the injection rate

<table>
<thead>
<tr>
<th>Section</th>
<th>$k_{\text{avg}}$ (mD)</th>
<th>$h$ (ft)</th>
<th>$k_{\text{CO}_2}$</th>
<th>$P_{w,\text{max}}$ (psia)</th>
<th>$P_e$ (psia)</th>
<th>$B_{g\text{CO}_2}$ (bbl/Mscf)</th>
<th>$\mu_{\text{CO}_2}$ (cp)</th>
<th>$r_e$ (ft)</th>
<th>$r_w$ (ft)</th>
<th>$Q_{\text{injCO}_2}$ (Mscf/D)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Perforated interval</td>
<td>132</td>
<td>426</td>
<td>0.9</td>
<td>2000</td>
<td>500</td>
<td>3000</td>
<td>0.03</td>
<td>7500</td>
<td>0.6</td>
<td>542</td>
</tr>
<tr>
<td>Zone 1</td>
<td>85</td>
<td>280</td>
<td>0.9</td>
<td>2000</td>
<td>500</td>
<td>2500</td>
<td>0.03</td>
<td>7500</td>
<td>0.6</td>
<td>322</td>
</tr>
<tr>
<td>Zone 2</td>
<td>160</td>
<td>230</td>
<td>0.9</td>
<td>2000</td>
<td>500</td>
<td>2500</td>
<td>0.03</td>
<td>7500</td>
<td>0.6</td>
<td>497</td>
</tr>
<tr>
<td>Zone 3</td>
<td>175</td>
<td>220</td>
<td>0.9</td>
<td>2000</td>
<td>500</td>
<td>2500</td>
<td>0.03</td>
<td>7500</td>
<td>0.6</td>
<td>520</td>
</tr>
<tr>
<td>Zone 4</td>
<td>110</td>
<td>54</td>
<td>0.9</td>
<td>2000</td>
<td>500</td>
<td>2500</td>
<td>0.03</td>
<td>7500</td>
<td>0.6</td>
<td>80</td>
</tr>
</tbody>
</table>

When examining this Table 6.7, it is clear that high permeability and large thickness can bear a high injection rate. Although the calculated injection rate may offer a good injectivity, the large volume of scCO$_2$ may require a higher injection rate within the time frame. Thus, it is not possible to select any rates for Zones 1 and 4; hence, the approximate rate of 500 Mscf/D can only be used to evaluate the storage potential for Zone 2, Zone 3 and perforated interval.
6.3 Results and discussion
6.3.1 Depletion and history matching

Before carrying out the injection simulation, the model was calibrated by the history matching of monthly production rates data from 1983 to 2015 to observe reservoir pressures. The Developed PVT model was calibrated for its EoS and then run using Eclipse (E300) for history matching by tuning the relative permeability curves. It is worth noting that historical condensate production rates are difficult to maintain when the reservoir is almost at the residual gas saturation and therefore the simulator brings the bottom-hole pressure down, creating a high gas production rate to compensate this issue. The match between field data and simulated data of water production rate does not look like the best fit that could raise uncertainties in forecast and storage simulations. Historic reservoir data and the simulation match for the reservoir are shown in Figure 6.9.

The history-matched model was then used to forecast the production till 2018. After observing insignificant gas production beyond 2018, the production was stopped and the reservoir model was kept on shut-in for two years, i.e. from 2019-2020, to allow the reservoir pressure to stabilise prior to CO₂ storage.

According to the history match model, the reservoir was estimated to be depleted by 2018 with a maximum forecasted gas recovery based on the sensitivity analysis conducted. The reservoir was predicted to experience approximately 500 psia pressure drop from the initial reservoir pressure of 2405 psia by 2015. However, further reduction of the reservoir pressure was not anticipated because the reservoir is connected to an extensive aquifer with a limited pressure support. This behavior is similar to the carbonate condensate reservoir of Malaysia which has a strong aquifer support and almost similar structure and characteristics (Jalil et al., 2012).

Figure 6.10 displays the distribution of gas, condensate and water phases in the reservoir from 1983 to the end of the reservoir development plan in 2018 where most of the reservoir was invaded by brine.
(a) Monthly gas production rate

(b) Monthly oil production rate

(c) Monthly water production rate

Fig. 6.9 History matching of production data from 1983 to 2015

1983 (Initial conditions)  2018 (Depletion)

Fig. 6.10 Saturation in the reservoir interval showing a gas saturation of 80% in 1983 (left), which has been swept by water in 2018 (right)
### 6.3.2 CO₂ storage simulation

The results obtained from the simulation of history matching were used for initialization of the CO₂ storage model. This is different from initializing the entire reservoir model at the residual saturation, allowing to study the performance of CO₂-EOR operations while considering historical production data. In this section, an operation starting from 2021 to 2040 was modelled to initialize the entire reservoir model at the residual saturation.

For CO₂ injection simulations, a comprehensive evaluation was conducted to assess the potential storage capacity of the site. This analysis was carried out for each zone individually considering the bottom-hole injection pressure threshold of 2000 psia. It has been generally implemented in many CO₂ pilot EOR-storage projects where CO₂ was injected in the lower structure of the reservoir (Zhou et al., 2005; Dance, 2013). This is done to have efficient trapping and avoid caprock over-pressurization by the CO₂ mobile phase. Thus, the perforated interval was not considered as it is mainly covering Zone 1 which should not be selected due to the restrict plume movement by the caprock.

In this assessment, an optimum rate of 500 Mscf was used in the storage simulation, instead of choosing different injection rates, to achieve a desired storage potential equal or less than the effective storage potential within 20 years of the injection period. Figure 6.11 plots the trend of FGIR (field gas injection rate) against time at the injection rates of 500 Mscf/D. When examining this figure, it is observed that the injectivity behavior in the four zones is not the same and starts to decline in different zones at different time periods. It is also seen that, unlike Zone 1 and Zone 4, injectivity is sustainable in Zone 2 and Zone 3 for up to 14 and 15 years, respectively. Rock characteristics are affecting the stability of the injection rate and stabilised injection rates are achievable where the reservoir is composed of intervals with high porosity, permeability, and quality lithofacies. Zone 4 is a very low quality interval connected to a wide spread aquifer which should not be chosen as part of the storage operation. Thus, the intervals from 4200 ft to 4470 ft (i.e., Zone 2) and 4470 ft to 4720 ft (i.e., Zone 3) are the best intervals for injection. It would also be possible to
select a low injection rate for Zones 1 and 4, as the injection rate of 500 Mscf/D does not seem to be sustainable after 50% of the injection.

To further evaluate the storage behavior at the injection rate of greater than the estimated rate of 500 Mscf/D, the reservoir model was simulated at 600 Mscf/D. Figure 6.12 shows the injectivity trend at 600 Mscf/D. The high injection rate observed in this figure is causing an earlier decline in the rate of all zones compared to the case where the injection rate of 500 Mscf/D was selected. This confirms that the optimum injection rate initially selected is feasible to for the storage operation.

The storage capacity of a depleted gas reservoir is known to be the effective pore volume available for storage purposes, which can be estimated by using a volumetric method and/or production data. This estimation can then be validated by the compositional modeling, considering reservoir injectivity and injection constraints (Jalil et al., 2012). As mentioned in Chapter 3, estimated storage capacity was up to 3.16 Tscf. The simulation results indicate that the maximum cumulative CO₂ injected through Zones 1 to 4 are around 2.416 Tscf, 2.78 Tscf, 2.88 Tscf, and 2.419 Tscf, respectively at the end of 20 years as shown in Figure 6.13. The cumulative CO₂ injected are almost similar for Zones 1 and 4 a quite different for Zones 2 and 3. This is probably due to the different injectivity behavior of these zones at 500 Mscf/D. The achievable storage volume is maximum in Zone 3 compared to other zones and less than the volumetric estimation of 3.16 Tscf. It is worth mentioning that the injected volume is low in all zones even at 600 Mscf/D compared to the 500 Mscf/D case as shown in Figure 6.14.

It also shows that Zone 3 has the maximum potential to have CO₂ compared to others at 600 Mscf/D. This indicates the fact that even much more CO₂ can be injected in this reservoir but one should assure that the injection pressure would not exceed the fracture pressure of the medium (Rutqvist et al., 2007; Dempsey et al., 2014).
**Fig. 6.11** CO₂ Injection rate in different zones for 20 years at 500 Mscf/D

**Fig. 6.12** CO₂ Injection rate in different zones for 20 years at 600 Mscf/D
On the other hand, increasing the injection pressure during the recovery by the condensate re-vaporization (Narinesingh and Alexander, 2014) would be a concern which needs to be addressed when CO₂ injection is taking place in a depleted condensate gas reservoir. It is known that there are four major trapping mechanisms
for CO₂ storage in a gas reservoir. These trapping mechanisms are fully coupled and competitive with each either and, hence, their contribution to CO₂ storage differs with time and space.

Figures 6.15 and 6.16 show the volume and percentage of CO₂ in different phases over time for all zones of gas reservoirs. Within the conditions mentioned in this study, CO₂ is within the supercritical condition and resides mainly in the bulk of the space in the reservoir, while some amount is capillary trapped and dissolved at the early stage of injection. With continuous injection, CO₂ in other phases continues to increase at the end of injection after 20 years, in which CO₂ is trapped under the supercritical phase in different zones within the range of 40% to 48%.

Residual and dissolved trappings are significant and within the range of 14-27% in short-term geological storage. As time passes, the residual phenomenon becomes significant, resulting in the increase of capillary phase while dissolution takes place with a slow rate, enhancing CO₂ residual trapping and dissolution in brine. On the other hand, CO₂ in the supercritical phase is reduced as time passes. At the end of 1000 years, the reservoir shows a good potential for residual trapping and dissolution particularly in Zones No. 2 and 3, where the residual and solubility trapping immobilized more than half of the total CO₂ at the end of 1000 years. It is worth to mention that average CO₂ residual trapping potential of all zones after 20 years and 1000 years is 24% which is approximately near to the estimated residual CO₂ saturation value of 26.5% in reservoir by the proposed method as presented in Chapter 4. Practically, the solubility trapping increases when the capillary trapped CO₂ starts to dissolve into brine (IPCC, 2005-pp208). On these occasions, the dissolution rate is controlled by the rate at which dissolved CO₂ is transported away from the interface of CO₂ and brine, allowing fresh brine to be in close contact with free-phase CO₂ (Emami-Meybodi et al., 2015). The pressure reduction due to CO₂ dissolution enhanced by convective mixing (Mohamed and Nasr-El-Din, 2013), depending on the pressure and temperature condition as well as brine salinity (Saeedi, 2012). It is observed that the percentage of CO₂ in different phases relative to the pore volume is highest in Zone 3 and lowest in the Zone 1 as shown in Figure.
which might be attributed to the good Injectivity. Zone 4 does not seem to be suitable as it is attached to an aquifer.

Fig. 6.15 The amount of CO\textsubscript{2} in different phases and its trends in different zones at 500 Mscf/D

**6.3.3 CO\textsubscript{2} plume movement**

Movements of CO\textsubscript{2} plume during the injection period in the case of 500 Mscf/D injection in Zone 3 is another factor of storage capacity assessment. The reservoir should accept and store CO\textsubscript{2} during the injection period, and provide acceptable containment for the post-injection by trapping the injected CO\textsubscript{2} via different mechanisms such as structural, residual, solubility, and mineral trappings. To evaluate the plume movement for the injection period, the numerical modeling was run for CO\textsubscript{2} storage by overlooking the geochemical reactions. Figure 6.17 shows CO\textsubscript{2} saturation in the reservoir over 20 years of the injection period.
As it is seen in Figure 6.17, because of gravitational forces and aquifer supported stabilization of the reservoir pressure, CO\textsubscript{2} moves up, towards the center of the anticline, with the plume’s areal extension around the model boundaries shrinking. The anticline structure of the reservoir provides a structural trap for CO\textsubscript{2} in supercritical phase. High-permeability channels in the reservoir are the main conduits to move the fluids out of the zone, which could result in free CO\textsubscript{2} migration towards the upper structure and breaching of the caprock. This breaching in long-term could be due to caprock over-pressurization by free CO\textsubscript{2} saturation and thus overcoming the capillary threshold of the caprock. This high vertical fracture reservoir could enhance the risk of leakage in long-term regardless of tight strips among the separated zones. Considering the significant geomechanical-geochemical interactions upon CO\textsubscript{2} injection (Zhang et al. 2016a, b) and its effect on the strength of the reservoir and caprock (Espinoza et al., 2011; Varre et al., 2015; Erickson et al., 2015), it is suggested to conduct extended simulation for long term CO\textsubscript{2} plume movement by including the geochemical reactions.
Fig. 6.17 Simulation results indicating that injected CO₂ stays and equilibrates within the site

6.4 Summary of chapter

In this study, a 3-D numerical model of condensate carbonate gas reservoir in a carbonate basin of Malaysia was developed to evaluate key CO₂ storage aspects. The steady-state injection analytical expression was proposed to calculate the optimum injection rate by integrating the effect of remaining hydrocarbons in CO₂ relative permeability. Prediction of the reservoir fluid phase behavior and history matching was carried using reservoir information and 32 years of gas production history data. The history matched-model was employed to quantify the effective CO₂ storage potential of the reservoir.

For the storage, scCO₂ was injected for 20 years followed by 1000 years of observation after injection to confirm the safe storage and recognize any potential leakages. The results obtained revealed that the optimum injection rate selected based on reservoir information is a good strategy to evaluate the injectivity of reservoir’s zones and effective storage potential. It was also observed that injectivity is reasonable in Zones No. 2 and 3 in which the maximum volume of CO₂ can be
stored. This behavior is in consistent with the preliminary assessment of CO₂ injectivity. In a short or middle term, 40-48% of injected CO₂ can be trapped in the supercritical phase by injection in different zones, while in the long-term (hundreds of years), residual and solubility trappings are dominant. However, the reservoir has a good potential for a CO₂ storage practice, but there might be some difficulties faced in term of geochemical activity and seal pressurization due to the high heterogeneity level, compaction behavior and aquifer supports of the reservoir.
CHAPTER 7

CONCLUSIONS AND RECOMMENDATIONS

7.1 Introduction
This study was carried out to characterize a carbonate gas reservoir located in Malaysia for its CO₂ storage potential and to address different aspects of CO₂ storage and highlight the major steps which must be taken for evaluation of CO₂ storage sites. The main aim was to conduct a preliminary assessment of the storage site, CO₂ residual trapping methods, geomechanical and geochemical interactions, and selection of optimum CO₂ injection rate for CO₂ storage in petroleum reservoirs.

This chapter concludes the key findings of this study, which are worthy of consideration when CO₂ storage reservoir characterizations is done for any gas reservoirs. This last chapter also provides few recommendations for future works in this research area.

7.2 Conclusions

7.2.1. Preliminary characterization for CO₂ storage
Preliminary characterization of the carbonate gas reservoir was carried out based on a newly presented screening criteria and available data. It was found that the new screening criteria is a comprehensive tool at the field scale for a thorough evaluation of petroleum reservoirs and their storage potentials. It was concluded that availability of data from petroleum reservoirs plays a key role to execute the screening tool for a thorough assessment of storage potentials. Although, the screening tool proposed in this study for wellbore and zonal evaluation could not be applied to all wells in the carbonate reservoir due to the absence of data, the result indicates that the chosen reservoir can be a suitable site.

From the preliminary characterization of the gas reservoir, it was found that the reservoir is a suitable place for CO₂ storage based on its geometry, rock
characteristics, and subsurface conditions. The preliminary evaluation of the injection well was also highlighted that the wellbore and hydraulic integrity related analysis of the reservoir/caprock must be done to ensure the potential of the injection wells.

7.2.2. A new method for estimating CO₂ residual trapping

In this study, a new method was developed for determination of residual CO₂ saturation at the reservoir scale, which was validated by numerical and experimental modeling. This method was based on the residual hydrocarbon saturation, interfacial tension, pore geometry, and wettability of reservoir rocks, which were found to be the major factors controlling the residual CO₂ saturation.

Applying this method to the carbonate gas reservoir, the residual trapping potential was determined by wireline logs at the reservoir scale, where it was found that the maximum volume of CO₂ that could be residually trapped in the reservoir is approximately 0.965 Tscf of the effective pore volume. It was also revealed that the residual trapping ability becomes maximum at a low pressure and begins to decrease with the increase of pressure. This is due to the decrease of the interfacial tension with the increase of pressure. Validation of the estimated CO₂ residual saturation, however, was not possible due to the absence of core plugs representing the carbonate gas reservoir.

7.2.3. Injectivity evaluation and reservoir integrity

Significant variation in the pressure drop is initially observed upon scCO₂ injection. From ultrasonic pulse measurements, it was highlighted that there is a significant effect of injection (i.e., increases in the pore pressure) and in-situ stress (i.e., confining pressure) on the acoustic response of the sample, when it is saturated with brine and flooded by scCO₂. In addition, the increase of the confining pressure was increasing the density and bulk modulus of the samples, which was due to the compaction effect. On the other hand, as the in-situ stress decreased due to the increase of pore pressure, the stiffness and strength of the rock samples reduced remarkably. This helps to have a better understanding of possible changes taking place in the geomechanical parameters of the storage site during and after injection.
Evaluating the texture and microstructure of the sample before and after exposure to scCO₂ using imaging analysis in different scales indicated a clear alteration of the sample structure after scCO₂ injection due to carbonate dissolution, kaolinite breakdown and corrosion of quartz, which resulted in the reduction of the shear modulus.

7.2.4. CO₂ storage numerical modeling

The carbonate gas reservoir was numerically modeled in this study for its CO₂ storage, and the key storage aspects were evaluated at different injection rates. It was then revealed that the optimum injection rate calculated based on the petrophysical and geomechanical analysis is a good strategy to evaluate the storage potential. At this optimum injection rate, the reservoir model shows a favorable storage capacity, injectivity, and trapping mechanisms compared to any other injection rates. It was found that the average CO₂ residual trapping potential of all zones after 20 years and 1000 years is 24% which is approximately near to the estimated residual CO₂ saturation value of 26.5% in reservoir by the proposed CO₂ residual trapping method. The movement of CO₂ plume was also determined in short-term to govern the potential leakage of CO₂, where it was concluded that anticline structure of the reservoir provides a structural trap for CO₂ in supercritical phase. High-permeability channels and geochemical activity in reservoirs/caprock could damage the containment of storage medium and can result the CO₂ leakage.

In general, the results obtained from this research could enable the petroleum industry to characterize reservoirs for CO₂ storage in depleted reservoirs of Malaysia and worldwide.

7.3 Recommendations

Following the course of this study, a few recommendations for future research have been identified.

A frequent feature in the report of this thesis is the lack of CO₂ storage reservoir information and related experimental data/core sample measurements. For instance, a comprehensive screening criteria that has been developed to assess the
suitability of the reservoir requires more real reservoir CO₂ storage data to recheck its validity. Similarly, screening criteria developed for injection well evaluation are valuable tool, but the results of gas reservoir must be further validated by performing numerical simulations of all the existing wells. Although the residual trapping approach provides a good result for a water-wet system, more experimental studies are required to extend its application for other rock wetting characteristics. Moreover, the residual trapping ability of the gas reservoir predicted by the proposed approach could be further validated by a two-phase core flooding experiment if reservoir core plugs are available. Regarding the compaction effect in sandstone, due to absence of core plugs/data of the carbonate gas reservoir, injectivity, three-phase relative permeability and few other parameters such as mineralogical interaction of the reservoir/caprock with scCO₂ as well as the seal capacity, seal geometry and stress characterization of the caprock could not be studied. Therefore, it is recommended that a series of experimental and numerical studies on different uncover aspects of carbonate gas reservoir be performed to ensure that CO₂ injectivity does not pose any problems.
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Appendix

A.1 For calculation of porosity

Density porosity

\[
\phi = \left( \frac{\rho_{\text{ma}} - \rho_{\text{b}}}{\rho_{\text{ma}} - \rho_{\text{fluid}}} \right)
\]  

(A.1)

Sonic porosity

Wyllie’s correlation

\[
\phi = \left( \frac{DT - DT_{\text{matrix}}}{DT_{\text{fluid}} - DT_{\text{matrix}}} \right) \times C_p
\]  

(A.2)

Hunt – Raymer

\[
\phi = \frac{(2 \times V_{\text{ma}} - V_f) - \sqrt{(2 \times V_{\text{ma}} - V_f)^2 - 4 \times V_{\text{ma}} \times (V_{\text{ma}} - V_{\text{log}})}}{2 \times V_{\text{ma}}}
\]  

(A.3)

Where,

\[
V_{\text{ma}} = \frac{1}{D_{\text{ima}}}
\]

\[
V_f = \frac{1}{D_{\text{iff}}}
\]

\[
V_{\text{log}} = \frac{1}{D_r}
\]

Neutron porosity

The Neutron input is already in porosity units and routine simply performs lithology transformations. Manually define the input and output lithology along with the type of neutron tool. IP then locates the lithology transform for the tool and outputs the corrected neutron porosity.

A.2 For calculation of water saturation

\[
FF = \frac{a}{\phi^m}
\]  

(A.4)

\[
R_{\text{wapp}} = \frac{R_t}{FF}
\]  

(A.5)

\[
R_{\text{mfapp}} = \frac{R_{\text{mf}}}{FF}
\]  

(A.6)

\[
S_W = \left( \frac{FF \times R_w}{R_t} \right)^{\frac{1}{2}}
\]  

(A.7)

\[
S_{\text{xo}} = \left( \frac{FF \times R_{\text{mf}}}{R_{\text{xo}}} \right)^{\frac{1}{2}}
\]  

(A.8)
A.3 For calculation of permeability

Timur’s Correlation

\[ k = 8.58102 \frac{\phi^{4.4}}{(S_{wtr})^2} \]  

(A.9)

A.4 For calculation of geomechanical parameters

The correlations for Young’s modulus (E), and Poisson’s ratio (\( \nu \)) can be applied on compression (\( V_p \)), shear (\( V_s \)) and density (\rho) logs for elastic properties as presented below:

\[ E_{dyn} = \rho V_s^2 \left( \frac{V_p}{V_s} \right)^2 - 4 \left( \frac{V_p}{V_s} \right)^2 - 4 \left( \frac{V_p}{V_s} \right)^2 - 1 \]  

(A.10)

\[ V_{dyn} = \frac{1}{2} \left( \frac{V_p}{V_s} \right)^2 - 2 \left( \frac{V_p}{V_s} \right)^2 - 1 \]  

(A.11)

Wang (2000) correlation to relate static (\( E_{sta} \)) and dynamic (\( E_{dyn} \)) Young’s modulus. In this correlation \( E_{sta} \) and \( E_{dyn} \) are in GPa.

\[ E_{sta} = 0.4145E_{dyn} - 1.0593 \]  

(A.12)

Bradford et al., 1998 proposed the following correlations for UCS as expressed in Eq. (A.13)

\[ 228 + 4.1089E \]  

(A.13)

Plumb (1994) correlation used for determination of friction angle using wireline logs measurements of porosity (NPHI) and shale volume (\( V_{shale} \))

\[ 26.5 - 37.4 \times (1 - \text{NPHI} - V_{shale}) + 62.1 \times (1 - \text{NPHI} - V_{shale})^2 \]  

(A.14)

\( V_{shale} \) is the shale volume obtained through Eq. (A.16) (Li and Wong)

\[ \text{GRI} = \frac{GR - GR_{min}}{GR_{max} - GR_{min}} \]  

(A.15)

\[ V_{sh} = 0.33(2^{2\text{GRI}} - 1) \]  

(A.16)

Where, Gamma ray index (GRI) is based on \( GR_{min} \) 0% shale and \( GR_{max} \) 100% shale are for minimum and maximum values of gamma ray log, respectively.

Eaton method (Eq. A.17) is the most common equation to quantify pore pressure through sonic or resistivity logs (Gholami et al., 2015b).
\[ P_{pg} = OBG - (OBG - P_{pn}) \left[ \frac{NCT}{\Delta t} \right] \]  
(A.17)

Where, \( P_{pg} \) is the pore pressure gradient, OBG is the overburden stress gradient that is calculated using density log. NCT is the normal compacted trend line obtained through fitting a linear or non-linear curve to the compressional wave log data. \( P_{pn} \) and \( \Delta t \) are the normal pore pressure and the compressional wave transit time, respectively.

The magnitude of the vertical stress (\( \sigma_v \)), the minimum and maximum horizontal stresses as expressed in Eq. (A-18-A.20) (Fjær et al., 2008). \( \sigma_x \) and \( \sigma_y \) are the tectonic strain in the field.

\[
\begin{align*}
\sigma_v &= \rho gh \\
\sigma_h &= \frac{v}{(1-v)} \left( \sigma_v - \alpha P_p \right) + \alpha P_p + \frac{E_{\text{str}}}{(1-v^2)} \left( \varepsilon_x + v \varepsilon_y \right) \\
\sigma_m &= \frac{v}{(1-v)} \left( \sigma_v - \alpha P_p \right) + \alpha P_p + \frac{E_{\text{str}}}{(1-v^2)} \left( \varepsilon_y + v \varepsilon_x \right)
\end{align*}
\]  
(A.19)  
(A.20)

A.5 Density of CO₂ at reservoir conditions

Most successful approach conventionally used for estimation of the density is the one proposed by Bahadori et al. (2009). It should be noted that this approach (Eq. (A.21)) can only be used for the temperature between 293 K to 433 K and the pressure of 25 bar to 700 bar.

\[
\rho = \alpha + \beta T + \gamma T^2 + \Theta P^3
\]  
(A.21)

\[
\begin{align*}
\alpha &= (A_1 + B_1 P + C_1 P^2 + D_1 P^3) \\
\beta &= (A_2 + B_2 P + C_2 P^2 + D_2 P^3) \\
\gamma &= (A_3 + B_3 P + C_3 P^2 + D_3 P^3) \\
\theta &= (A_4 + B_4 P + C_4 P^2 + D_4 P^3)
\end{align*}
\]  
(A.22)  
(A.23)  
(A.24)  
(A.25)

In the above equations, \( P \) is the pressure in bar, \( \rho \) is the density in kg/m³, \( T \) is the temperature in Kelvin, \( \alpha, \beta \) and \( \gamma \) are the temperature coefficients estimated by Eqs. (A.22)–(A.25) and Table A.1.
A.6 Interfacial tension

Chalbaud’s approach links the interfacial tension to the differential density and is expressed as:

\[
\sigma_{\text{brine-CO}_2} = \gamma_{\text{Wplateau}} + \lambda X_{\text{NaCl}} + \left[ \frac{P}{M} (\Delta \rho) \right]^{\eta} \times T_R^{\beta}
\] (A.26)

Table A.1: Variations of temperature coefficients included in Eqs. (A.22)–(A.25)

<table>
<thead>
<tr>
<th>Coefficient</th>
<th>25 bar&lt;P&lt;100 bar</th>
<th>100 bar&lt;P&lt;700 bar</th>
</tr>
</thead>
<tbody>
<tr>
<td>A1</td>
<td>2.09E+05</td>
<td>1.05E+05</td>
</tr>
<tr>
<td>B1</td>
<td>-1.46E+04</td>
<td>-9.40E+02</td>
</tr>
<tr>
<td>C1</td>
<td>2.89E+02</td>
<td>2.40E+00</td>
</tr>
<tr>
<td>D1</td>
<td>-1.60E+00</td>
<td>-1.82E-03</td>
</tr>
<tr>
<td>A2</td>
<td>-1.68E+03</td>
<td>-8.25E+02</td>
</tr>
<tr>
<td>B2</td>
<td>1.17E+02</td>
<td>7.62E+00</td>
</tr>
<tr>
<td>C2</td>
<td>-2.32E+00</td>
<td>-1.96E-02</td>
</tr>
<tr>
<td>D2</td>
<td>1.28E-02</td>
<td>1.50E-05</td>
</tr>
<tr>
<td>A3</td>
<td>4.45E+00</td>
<td>2.14E+00</td>
</tr>
<tr>
<td>B3</td>
<td>-3.10E-01</td>
<td>-2.02E-02</td>
</tr>
<tr>
<td>C3</td>
<td>6.16E-03</td>
<td>5.27E-05</td>
</tr>
<tr>
<td>D3</td>
<td>-3.42E-05</td>
<td>-4.04E-08</td>
</tr>
<tr>
<td>A4</td>
<td>-3.92E-03</td>
<td>-1.83E-03</td>
</tr>
<tr>
<td>B4</td>
<td>2.73E-04</td>
<td>1.77E-05</td>
</tr>
<tr>
<td>C4</td>
<td>-5.43E-06</td>
<td>-4.65E-08</td>
</tr>
<tr>
<td>D4</td>
<td>3.02E-08</td>
<td>3.59E-11</td>
</tr>
</tbody>
</table>

where \(\sigma_{\text{brine-CO}_2}\) is the interfacial tension of CO\(_2\) in gf/cm, \(T_R\) is the reservoir temperature in °C, \(P\) is the pressure in bar, \(\lambda\), \(\eta\) and \(\beta\) are the regression coefficients obtained from fitting a least-squares curve to experimental data, \(M\) is the CO\(_2\) molar mass, \(\Delta \rho\) is the differential density of supercritical CO\(_2\) and saline water. The values of \(\lambda\), \(\eta\) and \(\beta\) coefficients together with \(P\), \(M\) and \(\gamma_{\text{Wplateau}}\) parameters used to estimate the interfacial tension are summarized in Table A.2.

Table A.2: Regression coefficients and parameters used to model the interfacial tension

<table>
<thead>
<tr>
<th>Regression Coefficients of Eq. (A.26)</th>
<th>Constant Values of Eq. (A.26)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\lambda)</td>
<td>1.255</td>
</tr>
<tr>
<td>(\eta)</td>
<td>4.7180</td>
</tr>
<tr>
<td>(\beta)</td>
<td>1.0243</td>
</tr>
<tr>
<td>(P)</td>
<td>82</td>
</tr>
<tr>
<td>(M) (g/mol)</td>
<td>44.01</td>
</tr>
<tr>
<td>(\gamma_{\text{Wplateau}})</td>
<td>26</td>
</tr>
</tbody>
</table>
A.7 Oil and gas capacity estimations

The effective storage capacity of these reservoirs is calculated from the original gas in place using the following equation: (Bachu et al., 2007, Zhou et al., 2013).

\[ M_{CO_2} = \rho_{CO_2,R} \times R_f \times OGIP \times B_g \times C_e \]  
(A.27)

Where, \( M_{CO_2} \) is the storage capacity, OGIP is the volume of original gas in place, \( R_f \) is the recovery factor. The subscripts “R” in the above equation indicates the reservoir condition and \( B_g \) is the reservoir volume factor. Where, \( C_e = C_{eff} \cdot C_{aq} \), where \( C_{eff} \) is the effective storage coefficient, representing the CO\(_2\) mobility and density, while \( C_{aq} \) represents the reduction in the storage capacity as a result of water invasion during the production.

A.8 Residual gas saturation

Archie equation (Eq. (A.28)) can also be used to determine the water saturation, which in turn gives the hydrocarbon saturation.

\[ S_w^{1/n} = (R_o / R_t) \]  
(A.28)

\[ 1 - S_w = S_h \]  
(A.29)

\[ S_g = S_h - S_o \]  
(A.30)

where \( S_w \) is the water saturation, \( R_o \) is the resistivity of pore volumes filled with water, \( R_t \) is the true resistivity, \( n \) is the saturation exponent, \( S_h \) is the hydrocarbon saturation, \( S_g \) is the gas saturation and \( S_o \) is the oil saturation.

A.9 Wettability

Having the vertical distance between the free water and movable-fluid levels estimated using the pressure profile, porosity and permeability data can be applied to determine the average wettability through the following equation:

\[ J(P_{ct}) = P_{ct} (k / \phi)^{1/2} / \sigma_{nw} \cos \theta \]  
(A.31)

Where, \( P_{ct} \) is the capillary rise or fall expressing as below:

\[ P_{ct} = h_g (\rho_w - \rho_{nw}) \]  
(A.32)
The slopes of the pressure profile curve estimated from moveable hydrocarbon or water levels are used to get the non-wetting and wetting phase’s densities in kg/m$^3$ as formulated below:

$$\rho = \frac{G}{g}$$  \hspace{1cm} (A.33)

Where $P_{ct}$ is the minimum threshold pressure when a non-wetting phase (oil or gas) enters into a porous medium.

The $J(P_{ct})$ is often between 0.1 to 0.17 for consolidated formations and varies from 0.35 to 0.447 for unconsolidated intervals. It is estimated using the capillary pressure curve. The contact angle can then be determined using the permeability and porosity data obtained from the wireline logs data analysis while $\sigma_{nw/w}$ is estimated from correlations or fluid sample data analysis.
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