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Abstract

Social Network Analysis (SNA) is a significant tool for analyzing networks in complex project management that examines the actors’ interdependence in iterative and interactive social structures. It can also be used for non-social structure analysis. The potential of SNA could be extended significantly if its application to complex project management could be clarified. The objectives of the present review are threefold: (1) to clarify the interpretation of SNA metrics; (2) to identify its applications to complex project management knowledge areas; and (3) to reveal its uses in the non-social structures of complex networks. The authors conducted a qualitative systematic review based on 65 peer-reviewed publications to identify 38 SNA metrics and concepts in nine complex project management knowledge areas. The findings show that SNA is a useful tool for application to the analysis of non-human resource networks and can be used for strategic planning and the improvement of project transmission efficiency and interdisciplinary interactions. The authors also delineated the future studies and the potential applications of SNA to provide new insights into advancing the use of SNA for analyzing and mitigating complex project management issues.
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Introduction

One of the reasons for project failure is the increasing complexity of projects (Williams, 2002, 2005), or the underestimating of project complexities (Neleman, 2006). A project is said to be complex when it is structurally complex with many varied elements and interdependencies between those elements (Bacarrini, 1996), when there is uncertainty in the goals and methods (Williams, 1999), and when it is dynamic in nature (Whitty and Maylor, 2009). As such, construction projects are often categorized as being complex due to their inherent characteristics such as their occurrence in an ever-changing, complex environment, often with a high degree of risk (PMI-Construction Extension, 2015). The United States Federal Highway Administration (FHWA, 2010) defined complex projects as those projects that “have a high level of public or congressional interest; are unusually complex; have extraordinary implications for the national transportation system; or which are likely to exceed $500 million in total cost.” Cost and schedule overruns for such complex projects are common. For instance, the £798-million reconstruction of Wembley Stadium ran 80% over budget and was delivered four years later than originally planned (Brady and Davies, 2014). The College of Complex Project Managers (CCPM) (CCPM, 2008) defined complex projects as the projects with costs exceeding £1 billion with at least two criteria that are classed as being high. On the other hand, the Chartered Institute of Building (CIOB) Complex Projects Contract (CPC, 2013) did not define complex projects based on their capital value. Instead, they defined complex projects as those that involve the management of a construction period of more than twelve months, a design that is only completed during the construction, have multiple prime contractors, more than 20 subcontractors, multiple possessions and/or access dates, short-period possessions and multiple key dates and/or sectional completion dates. In the context of this paper, complex projects refer to
construction projects with structural complexity, high uncertainty, and which require constant change in terms of progress and activity.

Given the complexity arising from the above three features of construction projects, an effective network analysis tool is, therefore, necessary to examine the interrelated elements involved in complex projects and their interdependencies for formulating project management strategies. However, the network analysis methods that the industry uses for the analysis of the complexity of construction projects’ networks are subject to limitations. System models such as a flow chart that indicates the communication system of a mass-production firm (Stinchcombe, 1959) and a workflow diagram that demonstrates the project tasks and organizational model (Wong et al., 2009), are capable of conceptualizing and constructing a system that deals with linear processes and activities. Directed acyclic graphs (DAG), such as Bayesian networks, which the industry used to analyze safety risks under uncertainty in tunnel construction (Zhang et al., 2014), as well as fall accidents in steel construction sites (Leu and Chang, 2015), are more appropriate for modeling networks that contain no cycles. These techniques are less suitable for modeling more complex and interactive processes in a network that requires repeated and multiple ways of communication. Social network analysis (SNA), the focus of the present study, is a quantitative and qualitative analytical approach that emphasizes the integration of social science variables into complex project management. It is a network analysis tool that is appropriate for application to the analysis of the complexity of construction projects’ networks which involve many objects and their interdependency relationships which are iterative and interactive (Pryke, 2012). For instance, Brass (1984) and Brass and Burkhart (1993) used it to examine the network influence, while Brass (1981) used it to examine the work flows related to positions. Brass et al. (1998) also used it to investigate how a relationship between actors can affect unethical behaviors while Labianca et al. (1998) and
Nelson (1989) used it to examine conflicts between actors. The examination of social capital is important as individuals’ social contacts convey benefits that create opportunities for competitive success for them and for the groups of which they are members (Labianca and Brass, 2006). Thus, the rapid increase in network research in management (Borgatti and Foster, 2003) has created a need for a review and classification of the work that is being done in this area.

Nevertheless, the potential of SNA cannot be realized if its potential applications have not been made clear to users. To date, researchers have developed many SNA metrics and concepts but their interpretation and application are rather unusual and complicated. For instance, degree centrality is a measure of the direct ties between one actor and other actors and is used to analyze the importance of stakeholders (Doloi, 2012), as well as identify leadership and influence positions within a network. On the other hand, another study asserted that degree centrality may not necessarily be a proxy for an actor’s leadership position (Solis et al., 2013). Betweenness centrality, a measure of the extent of a node that stands between other nodes based on the shortest path, is an important indicator for actors having a major influence and control over the communication flow (Chowdhury et al., 2011). The way in which traffic flows in a network provides a useful means of determining centrality measures (Borgatti, 2005). This indicates that, to understand the application of different SNA metrics and concepts, particularly for centrality measures, it is essential to determine the types of networks and their flows.

None of the studies conducted to date have identified the state of development of SNA in complex project management. The common perception of the use of SNA is that it is limited to networks related to the social sciences. The nature of SNA, however, which analyzes the interdependencies of network objects, particularly of the network centralities, is such that it could be used to examine complex networks other than social structures, such as risk factor
networks in which the causes of risks interact with each other. Reviewing the development of SNA in complex project management knowledge areas could reveal the usefulness of SNA when applied to diverse types of networks, which could help to enhance its application to complex project management.

Several previous review studies have been conducted to discuss the application of SNA to construction project management. Mead (2001) presented several ways of applying the results of SNA to the visualization of communication patterns in project teams. Chinowsky and Taylor (2012) reviewed SNA-related publications in engineering project organizations to demonstrate the evolution of the use of SNA. Zheng et al. (2016) conducted a review of SNA applications from the aspects of organizational and individual contributions, coverage topics, research methods, and citations in construction project management research. Nevertheless, none of the studies examined the application of SNA metrics and concepts in detail; nor did they explore their application to complex project management knowledge areas.

Based on the discussions above, the authors conducted a qualitative systematic review to: (1) clarify the interpretation of SNA metrics; (2) identify the application of SNA to complex project management knowledge areas; and (3) reveal its use in the non-social structure of complex networks. The authors selected sixty-five (65) SNA academic publications related to complex project management research from which the authors identified, analyzed, and discussed thirty-eight (38) SNA metrics and concepts related to nine (9) complex project management knowledge areas consisting of diverse types of networks. The focus of this study was not merely the exploring of SNA applications and analyzing current trends in complex project management knowledge areas, but the provision of significant insights to practitioners and researchers for advancing the application of SNA in future complex project management research.
Literature review

Complex project management

A complex project is distinguished from a traditional project in terms of its structural complexity, that is, its many and varied interrelated parts, to be operationalized in terms of differentiation and interdependency (Bacarrini, 1996). Williams (1999) asserted that uncertainty should be added to the dimension of project complexity due to the instability of the assumptions upon which the tasks are based. However, structural complexity and uncertainty are not sufficient to give the full dimensions of a project’s complexity without considering the dynamic effects of changes to the structural elements. The elements interacting as they change (dynamic nature), cause further changes in other parts of the system (Whitty and Maylor, 2009). The complexity is apparent in technological (Davies and Mackenzie, 2014), organizational (Qureshi and Kang, 2015), environmental (Nguyen et al., 2015) and knowledge sharing (Ahern et al., 2014) aspects. Construction projects are typically viewed as complex projects as they produce complex products which involve the interaction of many systems. A change to one system will affect other systems (Williams, 1999).

There are two distinct viewpoints as to how complex projects should be managed. On the one hand, it is asserted that project complexity will influence the use of processes and techniques (Yugue and Maximiano, 2012), such as strategic design to project delivery, choice of contracting model, criteria and process selection of team members, and the tool sets used in the planning and delivery of the project as outlined in the Complex Project Manager Competency Standards (CCPMS, 2012). Hence, complex projects cannot be managed based on the principles of traditional project management. Various complex project management frameworks and related research have been developed to deal with the complexity of the projects. For instance, Shenhar (2001) identified four levels of technological uncertainty from
low-tech to super-high-tech and three types of projects, namely, assembly projects, system projects, and array projects, to address the various levels of complexity from an assembly component with a defined function, such as a computer console, to an integrated dispersed collection of systems used to achieve a common goal such as an airport. Each type of project requires different organizational arrangements and project processes corresponding to the level of complexity. Bosch-Rekveldt et al. (2011) developed a framework for analyzing 50 elements contributing to the complexity of the technical, organizational, and environmental (TOE) aspects, in which the elements are divided into various categories, subcategories, and elements, thus allowing stakeholders to discuss the various levels of aggregation and aspects, which make a specific project complex. Vidal et al. (2011) proposed project complexity scales and subscales to highlight the most complex alternatives and their principal sources of complexity within a set of criteria and sub-criteria, which exist in a hierarchical structure. Gerald et al. (2011) presented a contingency framework consisting of five dimensions, namely structural, uncertainty, dynamics, pace, and socio-political complexity, to help individuals and organizations make the right choices on addressing the complexity of each project. Gsansberg et al. (2013) developed a “complexity footprint” that helps the complex transportation project manager identify the sources of complexity; this was developed to allocate appropriate resources for addressing the factors that constrain project delivery. Davies and Mackenzie (2014) developed a two-integration framework, consisting of the “meta-systems integration” level and “system integration” level to allow organizations to understand an overall system with external interfaces with multiple stakeholders and thus coordinate the integration of the component parts and self-contained subsystems to coordinate the interdependencies with other parts of the overall array. The analysis of different project complexities allowed the further study of its impact on technological learning and new product development outcomes, namely project success, development speed, and product
entry timeliness (Ignatius et al., 2012). It also enabled the proposal of a quantitative risk assessment methodology to analyze the emergent risks associated with the interactions in a system of complex systems (Naderpajouh and Hastak, 2014) and the examination of organizational control theory (Liu et al., 2014). On the other hand, it is argued that knowing whether a system is complex does not mean that the manager requires complex tools to control or manage it. Traditional methods may continue to be appropriate provided they work well for stakeholders (Whitty and Maylor, 2009). CCPMS (2012) acknowledged the importance of project management knowledge areas from Project Management Body of Knowledge (PMBOK) in managing complex projects and defined a standard that should be observed by complex project managers.

**Network analysis methods used in complex project management**

Common network analysis approaches applied to complex project management take the form of linear graphical representations such as the Critical Path Method (CPM) (Tavakoli and Riachi, 1990). This task network analysis allows continuous progress monitoring in a changed environment to identify the critical activities. Various scheduling methods are then developed to deal with uncertainty in activities and project durations such as reactive scheduling (Sabuncuoglu and Bayiz 2000), stochastic scheduling (Demeulemeester and Herroelen 2002), fuzzy scheduling (Slowinski and Hapke 2000), proactive scheduling (Davenport et al. 2001), and sensitivity analysis (Hall and Posner 2004), but they fail to consider the logical relationship among the activities (Wang et al., 2014) and ignore the most important interface management function in complex project management.

Directed acyclic graphs such as Bayesian networks are typically used to predict probabilities and determine why causal networks are not cyclic. For instance, Gerassis et al. (2017) used a Bayesian network to quantify and predict the specific causes of different types
of accidents. Again, it is less appropriate to analyze whether a network contains a cycle. As discussed earlier, complexity arises in a project and organizational context due to many interrelated parts. These depend on each other to accomplish the tasks. These parts include social elements such as stakeholders, human resources, communications, knowledge sharing, trust, and risks. The social context is interactive and the social elements influence each other.

System Dynamic Modeling (SDM) is very useful for analyzing complex structures, which consist of many interrelated variables with non-linear and non-dyadic relationships. It offers the opportunity to simulate a problem by investigating its results and behavior, making the framework useful for policy testing, what-if scenarios, or policy optimization (Barranquero et al., 2015). Although SNA is clearly very different from SDM as it focuses on social actors and their interrelationships, SNA can indeed be incorporated into the structure analysis of SDM as a complement to SDM. One the disadvantages of SDM is that it lacks operational detail (Williams, 2002). The SDM modeler is often confronted with two problems, namely, (1) how to best describe or model the system and, (2) where to change the system to produce more favorable system outcomes. Centrality analysis of SNA can help SDM modelers address the latter problem by providing a screening tool for finding effective levers in large SD models (Schoenenberger and Schenker-Wicki, 2014).

SNA can complement other research methods for examining uncertainty elements, which are non-social structures in complex projects, and thus present a richer diagram. For instance, SNA can integrate with a link probability model such as the Monte Carlo simulation method to provide a more accurate prediction for network data (McCulloh et al., 2010). SNA allows the examination of project governance using a common methodology for all aspects of governance (Pryke, 2005) in an analytically quantifiable manner, principally through the application of centrality measures (Pryke and Pearson, 2006). The basic structure of SNA consists of nodes (vertices/actors) and ties (a line/ link between two nodes in a network)
which are used to detect and interpret patterns related to social ties between vertices. The line is directed (arc) or undirected (edge). For SNA, de Nooy et al. (2001) represented a network by a graph and additional information on the nodes or the lines of the graph. Chowdhury et al. (2011) demonstrated SNA in a one-mode or two-mode network with two types of nodes. An example of the two types of nodes in a network would be stakeholders and their associated risk factors involved in a project (Li et al., 2016).

**SNA application**

The SNA metrics and concepts applied in complex project management research can be classified into four categories depending on their role in a network: formation mechanisms of a network, centrality, the connectedness of a network, and the network topology. The formation mechanisms of a network are related to the status of a node and the degree of its power as represented by ties in a network. Direct tie measures the number of a node’s direct links to other nodes (Wasserman and Faust, 1997), whereas indirect tie measures the number of links of a node that can be reached through its immediate nodes (Ahuja et al., 2003). Tie strength is a measure of the strength of a relationship between two nodes. It is the sum of the frequency of interaction, the intensity of emotion, rapport, and reciprocity (Granovetter, 1973). In terms of the overall network, network density is used to indicate the strength of the connections in a network (Marsden, 1993). Typical measures of cohesion include network density, reciprocity, clique, and structural equivalence. Alba (1973) also measured the cohesiveness subgroup ratio by comparing the strength of the ties within a subgroup to nodes outside a subgroup.

Faust (1997) used centrality to indicate the centralized position of a network. In a network with high centrality, only a limited number of actors function socially, while the others receive, transfer, and deliver information (Liao et al., 2014a). At the node level, degree
centrality is used to represent the structural position of actors in a network (Hossain, 2009b). Bonacich power centrality refers to actors who are tied to central actors having higher prestige or centrality than those who are not (Bonacich, 1987). PageRank is another centrality measure devised by Brin and Page (1998) that counts both the quantity and quality of the followers of a node to determine the degree of influence of that node. Depending on whether an actor has more incoming or outgoing ties in a network, the actor is said to have a high in-degree centrality or high out-degree centrality, respectively (Liebowitz, 2006). Another type of centrality measure is 2-step reach, which sums the number of nodes within two steps (thus including the adjacent nodes’ degree centrality) of a node (Borgatti et al. 2002). Closeness centrality measures the length of the path from one node to all other nodes (Hossain and Wu, 2009). The measurement of distance includes diameter and geodesic distance. Geodesic distance is the shortest path between two vertices (De Nooy et al., 2011), whereas diameter is the longest geodesic distance between any pair of nodes (Torres et al., 2016). As the path between two nodes becomes shorter, the efficiency with which information is transmitted will increase. Therefore, the average path length is an indicator of the network efficiency (Lin, 2014). An actor with a high betweenness centrality value has some control over the network as other actors depend on this actor to connect to each other, as in the case of brokerage (Chowdhury et al., 2011). If there is a structural hole (a form of discontinuity in the flow of information) in a network, the person holding the brokerage position can capture a strategic position to connect or disconnect a group, and thus, enjoys a competitive advantage relative to other nodes (Maoz, 2010). Eigenvector centrality is an extension of degree centrality and is proportional to the sum of the centralities of a node’s neighbors (Estrada and Rodríguez-Velázquez 2005). Status centrality (also known as Katz centrality) is similar to eigenvector centrality in that it also reflects a stakeholder’s influence within a network. It measures the
number of direct successors and predecessors of a node, as well as the secondary nodes that are indirectly linked to the focus node via the node’s immediate neighbors (Katz, 1953).

SNA is also capable of assessing the level of connectedness among actors and subgroups in a network. At the node level, the clustering coefficient is the percentage of two paths in a network that are closed (De Nooy et al., 2011). Structural equivalence describes any two nodes that have similar and identical ties (McCormick et al., 2010). Reciprocity is the ratio of the number of reciprocated node pairs to the number of connected node pairs (Lee et al., 2016). Transitivity indicates the possibility of node A having a connection with C, if A knows B and B knows C. It is the proportion of triads and the number of triples (Bruggeman, 2013). Point connectivity represents the minimum number of nodes that must be removed from the graph to cause the graph to become disconnected (Wasserman and Faust, 1997). Partitioning is used to classify the nodes in a network (De Nooy et al., 2011). It involves the assignment of a similar color to nodes or edges that share the same values for a given SNA parameter or node/edge attribute (Hernandez-Garcia and Suarez-Navas, 2017). Modularity measures the strength of the division of a network into modules (groups or clusters). It distinguishes the number of existing links in a partition and the expected number of links that could appear between the nodes of the partition (Nik-Bakht and El-Diraby, 2016). Homophily explains how, when offered a choice, people prefer to choose others who are similar to themselves (Kleinbaum et al. 2013). When the relationship between the nodes is compact, it is said to form a core. When the relationship between the nodes in another group is loose, it is regarded as being a periphery (Chang and Zhang, 2013). Boundary spanner is another term that is typically used to describe the role of an actor as a mediator to conciliate the negative effects arising from differences in status and culture (Di Marco et al., 2010).

This study addresses the concepts of components, small-world networks, scale-free networks, and egocentric networks with respect to network typology. A component is a
maximally connected sub-network (De Nooy et al., 2011). A giant component represents the largest isolated sub-network usually identified in a random SNA network (Liu et al. 2015). In contrast to the giant component, Blackburn (2002) observed a small-world network when most nodes are not neighbors, but they can reach each other in a small number of steps. An egocentric network is a personal network. This scale-free network has a degree distribution determined by the social group’s size distribution. It presents SNA data using a random graph model to observe the expected network structure within a collected data set (Comu et al., 2013). Note that, although the SNA metrics and concepts have been discussed in various categories, there are always interrelated dependencies in the context of a study.

**Complex project management knowledge areas**

The complex project management knowledge areas discussed in this study were obtained from the specific project and organizational applications. The classification of the SNA applications was performed in accordance with the project management knowledge areas categorized by the Project Management Institute (PMI)-construction extension (2016) and management knowledge areas as stated in the PMI (2013). The PMI-construction extension (2016) considers the complex nature of construction projects in its deliverables. Moreover, the authors believe that analyzing the state-of-the-art of SNA in complex project management should begin with its application to each project management knowledge area. Network behavior is added as one of the knowledge areas in the present study if the references found are rather general and could not be applied to any of the areas stated in the PMI references. Thus, network behavior is classified as an independent area as the network analysis for understanding organizational behavior is also important in complex project management. The mapping of complex project management knowledge areas to SNA applications provides an easy reference for educators, practitioners, and researchers who need to learn about the types
of networks to which SNA is applied and which could help to uncover any non-social structure networks that are applied to the SNA in complex project management knowledge areas. Table 1 lists the complex project management knowledge areas identified in this study.

**Review methodology**

A qualitative systematic review method is selected as it not only integrates and compares the findings from the papers identified, but it also looks for themes that lie in or across the papers (Grant et al., 2009). The systematic review procedures were simulated from the steps outlined in Moher et al. (2009). The steps of systematic review begin with identification of the primary studies through database searching. Then, the authors conducted an intensive literature search of relevant papers listed in the Scopus database. The keywords used in the search were “SNA project management,” “SNA complex project,” “SNA engineering project,” and “SNA construction project” with no limitation regarding the year. The authors obtained 95, 30, 30, and 56 document results found using these four keywords, respectively. The papers selected for the study were all peer-reviewed to ensure the quality of the data obtained. Thereafter, the authors screened the papers found from the database to identify and confirm whether the SNA application described in the papers was related to construction projects. The authors assessed the full text of articles to identify their eligibility to be included in the study. The selection of papers was based on the context of construction projects as such projects consist of many complex elements which could be applied to complex projects. If a paper provided only a general discussion of SNA without showing the application of SNA in construction project networks, the paper was excluded from the study.

Sixty-five peer-reviewed journals that discussed the SNA applications in complex project management ranging from 1998 to January 2017 were identified in the present study (Fig. 1).
From 1998 to 2010, the numbers of papers that mentioned SNA in relation to complex project management research were within a range of 0 to 3 per year. After 2010, SNA becomes a popular analytical tool as the number of papers making mention of it increases sharply, reaching a peak of 11 in 2013. Table 2 lists the journals that were reviewed as part of the study.

The authors then categorized each paper into different knowledge areas based on the main purpose of the SNA study. Although a paper may span several knowledge areas, the authors grouped it into a certain knowledge area based on the main purpose of the study, which contributes to the output of the knowledge area. Table 3 lists the papers reviewed in the study which were grouped into different knowledge areas.

During the data analysis process, the authors prepared the data according to the purpose of the SNA study in each knowledge area, the type of network study and SNA metrics, and the concepts discussed in each paper. One of the authors compared, investigated, and discussed the application and interpretation of the SNA metrics and concepts that were used for similar types of networks and their purpose in each knowledge area in the manuscript. The other two authors audited and validated the analysis to ensure the credibility of the systematic review. Finally, the authors abstracted the findings based on the three objectives identified in the Introduction.

**Analysis of SNA applications in complex project management**

The authors grouped the SNA metrics and concepts identified from the 65 journals according to the knowledge area and then aggregated them into Microsoft Excel. The authors conducted the analysis based on two modes, with one representing the knowledge areas and the other describing the SNA metrics and concepts. After summing the SNA metrics and concepts in each knowledge area, the authors exported the data in the Excel spreadsheet to UCINET v. 6
for two-mode analysis. *Degree centrality* was used to identify the most connected SNA metrics and concepts in each of the complex project management knowledge areas. The *degree centrality* in this two-mode network study represents the maximum degree of a node given by the number of nodes in the opposing set (Borgatti and Everett, 1997). This implies that the maximum degree for an SNA metric or concept is the total number of knowledge areas, while the maximum degree for a knowledge area is the total number of SNA metrics and concepts. Table 4 lists the results of the analysis.

Table 4 lists the centrality position of the 38 SNA metrics and concepts in 9 knowledge areas. A higher centrality value indicates that more SNA metrics and concepts are applied to the analysis of a network. From the viewpoint of knowledge area, the results show that most of the SNA metrics and concepts discussed applied to communications management. A wider application of the SNA metrics and concepts is also evident in procurement management and network behavior. With respect to SNA metrics and concepts, *network density, degree centrality,* and *betweenness centrality* recorded the highest centrality values relative to the other nodes. This implies that these metrics are the most influential measures in the analysis of complex project networks. *In-degree centrality* also has the second-highest centrality values, suggesting that it is also significant to complex project networks. The authors discuss the application of SNA metrics and concepts to complex project management knowledge areas in the subsections below.

**Network behavior**

In the context of network behavior, SNA was used extensively to analyze a firm’s collaborative behaviors. Network density was used to determine the connectivity level of firms (Lu et al., 2015). A low-density network has a dispersed structure (Akgul et al., 2016), suggesting a low level of cohesion (Sedita and Apa, 2015). However, this is subject to the
network size (Park et al., 2011). This metric was also used to perform measurements in conjunction with degree centrality to identify state-owned organizations such as designers and contractors. Cao et al. (2016) identified these by observing nodes that had large linkages with those occupying central positions. Lu et al. (2015) used degree centrality to identify the importance of nodes such as the clients of private projects and the prestige gained by firms owing to their winning of public projects (Sedita and Apa, 2015). Large firms who had higher out-degree centrality and betweenness centrality were more likely to make a profit as they attracted more partners and had a higher social influence (Park et al., 2011). However, the betweenness centrality of firms had no impact on the likelihood of their winning public projects (Sedita and Apa, 2015). Park et al. (2011) identified closeness centrality as being an insignificant measure for small firms who wanted to gain by engaging in diversification and close cooperation and for firms who wanted to win public projects (Sedita and Apa, 2015). Akgul et al. (2016) used Eigenvector centrality to determine the significance of firms that typically had the most experience and which were thriving in terms of international collaboration. The numbers of direct ties and indirect ties were also seen to boost the capabilities of a firm (Park et al., 2011).

Liu et al. (2015) used the average path length to investigate the extent of the connectivity of two firms over different time spans. This enabled the assessment of the evolution of collaboration behaviors. The average path length and clustering coefficient identified the small-world properties of firms that exhibited a high possibility of forming small-world properties (Cao et al., 2016). Akgul et al. (2016) used connected components to identify the leading companies and giant components to determine the appearance of large contractors’ components in the collaboration network. Liu et al. (2015) found that the scale-free network was particularly important in determining certain revolutionary regularities such as the regional, professional, and social capital preferential attachment of firms engaging in
collaborative behaviors. Homophily also proved useful in ascertaining owners’ tendencies when selecting new project partners with specific similarity attributes like firm ownership and relevant BIM experience. Cao et al. (2016) used a core-periphery analysis to understand the persistence of the uneven distribution of collaborative ties for networks over different time spans.

**Stakeholder management**

To examine stakeholders’ influence networks, Doloi (2012) used degree centrality in conjunction with the social performance index to determine the importance of stakeholders. As a result, it was found that degree centrality could be associated with the stakeholders’ power and interest in a project. However, in another influence network, status centrality was identified as being a significant measure for determining the stakeholders’ prominence, while using the out-status centrality to identify the degree to which one stakeholder affected others. Yang et al. (2011) used the status centrality to adhere to the project management team’s roles.

To analyze trust networks of contractual and non-contractual relationships between project stakeholders and their impact on project performance, Swan et al. (2007) used direct ties to determine the trust between two nodes. It should be noted that trust is not equivalent between two nodes given the fact that while A may trust B, B may not necessarily trust A.

To analyze the social core functions of project stakeholders (Almahmoud and Doloi, 2015), the researchers used eigenvector centrality to quantify the importance of the stakeholders and social core functions. It was incorporated into a stakeholder’s social sustainability health check dynamic assessment model to identify problems affecting project performance enhancement.
To investigate the communications networks of the community of interest, researchers used various measures to determine the influence of the nodes. *Betweenness centrality* was used at the initial stage to identify the online community that has a major influence on information flow, while *degree centrality* was used at a later stage to determine the users’ influence based on their occupations, affiliations, and locations (Williams et al., 2015). However, in another study, the researchers integrated *PageRank* with semantic analysis to determine the members’ degree of influence and to detect a community in a complex project discussion network. The network consisted of a knowledgeable e-society in which members could freely access information about a complex project and discuss its different aspects. Furthermore, the *modularity maximization* algorithm was used to determine the communication density of a partitioned community (clusters) by performing matching with high computational efficiency and accuracy (Nik-Bakht and El-Diraby, 2016).

Although *degree centrality* was viewed as being the determinant of influence and prominence position in the stakeholders’ influence networks, it was not necessarily a proxy in an information exchange network. In this context, it indicated actors through whom information frequently flowed, and was used to identify the drivers of stakeholder behavior associated with their roles in projects such as central connectors, boundary spanners, information brokers, and peripheral persons. *Cluster analysis* was used to demonstrate stakeholders’ tendencies to develop ties with those who shared disciplinary knowledge (Solis et al., 2013).

**Schedule management**

There were very few studies about the use of SNA in schedule management. Only two studies were conducted to analyze the interactions of trades for identifying the key trades to be used in a critical path method (CPM) schedule (Wambeke et al., 2012; Wambeke et al., 2013).
Both selected *degree centrality* and *eigenvector centrality* as important measures for identifying the key trades. In addition, trades having greater frequencies were identified as having stronger ties as they often worked together with other trades that were close to each other (Wambeke et al., 2013).

**Quality management**

The application of SNA to quality management was found to be related to the improvement of project deliverables. To analyze the interrelationships between the defect causes of a complex engineering system, Aljassmi et al. (2013) used *in-degree centrality* to determine the extent of a cause that originated from other causes directly linked to it. This was particularly important for determining the initiating causes of the defect. *Closeness centrality* determined the closeness of a cause to all other latent conditions by considering its preoperational capacity. *Tie strength* was used to determine the causal strengths of the causes of defects based on conditional probabilities.

To determine the essential quality management practices of flash-track projects, *out-degree centrality* to identify the extent of a practice that enabled other practices. On the other hand, the extent to which a practice depended on other practices was measured by applying the *in-degree centrality* measure. *Eigenvector centrality* was also used to identify the importance of a practice by determining the feasibility of the said practice as a consequence of other practices. *Tie strength* was measured to determine the relational intensity of a practice with other practices. (Pishdad-Bozorgi et al., 2016).

To uncover the latent job-site management problems of a dam project, Lin (2014) investigated the order management network, technological-consultation network, personal social networks of the owner, joint venture partner, engineering consulting firm, and sub-contractors involved in the project. The *network density* in the order-management network
represented the abundant resource infusion and institutional enforcement of the projects. *Degree centrality* was used to analyze the structure positions of the three networks to discover any unrealized social patterns. For instance, the site manager and principal engineers were found to be the central figures in the order-management and technological consultation networks, but they became outliers in the interpersonal social network. Two network topologies were proposed to ensure the effective execution of the project. One was a *giant network* of two interconnected hierarchical structures consisting of the owner and contractor that could increase the order and information transmission efficiency within the networks. A *small-world* architecture was proposed for the technical consultation network to promote interaction between the interdisciplinary teams that might lead to a technology revolution while avoiding engineering errors caused by the misalignment of technological interfaces (Lin, 2014).

Woldesenbet et al. (2015) used SNA as a complementary tool for improving construction project planning in addition to the existing complex project SNA. For a highway data-information-decision network, efficient highway infrastructure data was determined by using the network density to determine the reliability of the information used to support the decision-making process. *Degree centrality* was used to determine the most influential highway data that generated decision-making information. Furthermore, *betweenness centrality* was deemed important in the context of highway data management as it measures the degree to which nodes acted as mediators between data and decisions. High *eigenvector centrality* data indicated data that had the greatest number of connections, while high *eigenvector centrality* information provided the greatest number of paths to create a bridge between the data and decisions that were considered critical (Woldesenbet et al, 2015).

To improve the quality of traffic planning, El-Adaway et al. (2016) used tie strength to identify the impact on a traffic intersection network. The *nodal degree* was used to determine
the criticality of intersections by determining the opportunities and alternatives to reach anywhere in the network. The 2-step reach was used to determine the importance of intersections in the local area when the connection strengths of the nodes were very close to each other. Intersections located on a loop roadway had a lower betweenness value than the intersections of a roadway that passed through a city center and connected many other roadways. Eigenvector centrality was also useful as it considered the high-traffic-count connections to a node (El-Adaway et al., 2016).

There is very little evidence of the significance of SNA measures in the application of SNA to the improvement of the quality of water distribution network planning in vulnerable areas. Previous studies were unable to prove that the most connected node was that with the highest centrality (the most important node) (Guimera et al. 2005; Cadini et al. 2009). The studies under consideration did not consider the service of network flows nor did they remove the nodes to gauge the effect on performance. Graph theories such as scale-free/power law, small-world, and the random graph model, as well as centrality measures such as degree centrality, betweenness centrality, and closeness centrality were used to simulate the distribution flow in a hydraulic model. A strong correlation between the distribution flow through the nodes in the network and the network average path length suggested that parts of graph theory were applicable to the engineering network. Dunn and Wilkinson (2013) found a strong correlation between the three centrality measures and the flow through the corresponding node in the scale-free network.

**Resource management**

In the analysis of actors’ innovation awareness and the influence of their opinions, centrality measures were not found to be significant but the network orientations became important. An
overtly egocentric network adversely affected awareness and influence because of the actors’ ignoring messages from outside the network (Larsen, 2011).

Network density was used to assess the connectivity in the case of other types of resource networks. This included the client, referral, financing, authority, supplier, and internal market networks of construction firms (Badi et al., 2017); order-oriented networks and social networks of complex construction firms (Li et al., 2011); advice networks, trust networks, friendship networks, information networks, sharing willingness networks, and cognitive networks of public employees (Lin and Tan, 2014); information, advice, brokerage, and funding networks of owners of small construction firms (Pryke et al., 2011). For an egocentric firm network, a high network density value indicated that the firm was better placed to access an exclusive market. In contrast, a low network density indicated that the firm had fragmented suppliers and client markets (Badi et al., 2017). Pryke (2011) used this metric together with degree centrality to determine how small firms developed essential resources to survive and grow. Badi et al. (2017) used degree centrality to determine the prominence and privileged position of a firm for controlling resources in the business environment (Pryke et al., 2012), and that firm’s competitive ability to manage complex projects (Li et al., 2011). In-degree centrality was useful for identifying the importance of public employees who were recognized by others and who retrieved information from others. Employees with high betweenness centrality were found to be important connective candidates (Lin and Tan, 2014).

Tie strength was significant in resource networks as an indicator of the potential use of resources of firms in a network (Badi et al., 2017). Weak ties were advantageous for the individuals in a resource network as they could exert their power and control over resource flows while breaking their connection with others. A brokerage is an actor who facilitates the complementary interests of unconnected actors. Although not a resource itself, a brokerage
formed a crucial aspect of a small business’s resource provision network. Nevertheless, Pryke et al. (2011) proved that the frequency of communication for any resource was an imperfect proxy to tie strength given that there was no correlation between them. In addition, in a resource network, Li et al. (2011) deployed structural equivalence to determine the key actors in a network who had cliqued to set a specific control strategy.

Communications management

Most of the SNA studies were applied to communications management. Flows in communication networks represented coordination, information, negotiation, and knowledge exchanges that created trust. A low-density value indicated that the network focused on individuals rather than on collaboration over the network (Chinowsky et al., 2010). High density, high degree centrality, and low betweenness centrality in communications networks indicated fewer structural holes (Heng and Loosemore, 2013). High-density and strong ties in information exchange networks developed trust. Therefore, the information required by actors was easily acquired (Pauget and Wald, 2013).

Various types of centrality applications were found in different communication networks. Just as degree centrality indicated the prominence and influence of actors’ positions, centrality for the whole network was used to enable a comparison of knowledge exchange networks in collaborative and comparative procurement systems (Ruan et al., 2012). For negotiation networks, a node occupying high degree centrality indicated its importance to project participants’ discussions (Di Marco et al., 2012). In information networks, it represented the roles of project team members when information flowed through them (Thorpe and Mead, 2001). A superintendent officer associated with a high degree of centrality typically played a crucial role as almost all the communication between trade contractors was found to flow through him/her (Priven and Sacks, 2014). The in and out-
*degree centrality* could be measured simultaneously based on the number of ties connected to an actor. If an actor in a network was an important provider of information (*out-degree centrality*) and he/she had enough connected ties, then his/her network position visibly corresponded to the role of a coordinator (Pauget and Wald, 2013). In coordination networks, it was proven that actors who had a high degree of centrality were more capable of coordinating a project (Hossain, 2009a; Hossain, 2009b; Hossain and Wu, 2009).

In communications networks, actors with high *betweenness centrality* could utilize their network advantage to manipulate the information flow for their own interests (Loosemoore, 1998) and this was viewed as a position of control and leadership (Heng and Loosemoore, 2013). Although an actor with a higher *closeness centrality* was interpreted as depending on others to act (Loosemoore 1998), it was viewed as an advantageous position for an actor. Efficient solutions corresponded to one firm having the shortest communication paths to the other firms (Dogan et al., 2014).

In communications management, network constraints and tie strength were viewed as being tools for identifying the potential value of brokering a structural hole. A high potential to broker a *structural hole* existed when a facility manager had strong connections with the IT and security departments but direct communication with each other was difficult (Heng and Loosemoore, 2013). The *clustering coefficient* was useful for determining the density of negotiation networks when there was repeated emphasis on the boundary objects made by the project participants (Di Marco et al., 2012). The communications efficiency was determined from the *average path length* and *network density*. When the average path length was long and the density was low, knowledge transfer was not effective (Tang, 2012).

To strengthen the communications, Di Marco et al. (2012) developed *reciprocity* and *transitivity* to create trust and alliance formation that would lead to a better negotiation outcome. Pauget and Wald (2013) used *homophily* to identify the roles of members who
shared a common culture and language with others in the network, and thus acted as mediators in the network. Loosemoore (1998) used *structural equivalence* to identify actors who had similar communications patterns. However, Borgatti and Everett (1989) also showed that actors with the same connection patterns might not be playing a similar social role. Rather, they may be in competitive positions. *Clique* enabled the team to work collaboratively. The manager had to be aware that the introduction of new communications systems or the separation of teams into separate locations could affect the cliques in a network (Houghton et al., 2015).

**Risk management**

SNA was used to investigate project stakeholders’ risk networks and examine the coordination networks of those emergency response teams who constituted part of the elements in risk control. A higher *network density* indicated that there were more stakeholder risk interactions in the risk networks (Li et al., 2016) and better coordination for members’ social control in the coordination networks (Mohammadfam et al., 2015).

The determinants of the nodes’ influence when using centrality measures in risk and coordination networks were different. For coordination networks, network Mohammadfam et al. (2015) used *out-degree centrality* to identify those members who had a greater influence. On the other hand, for risk networks, stakeholders who had a larger gap degree tended to exert a stronger influence on their neighbors (Li et al., 2016). Furthermore, Yang and Zou (2014) identified *out-status centrality* as being a significant measure as nodes with a higher value had a greater degree of influence. *Betweenness centrality* was important for enabling the reaction of a gatekeeper when controlling influence. The absence of nodes with a high value of this measure reduced the influence of stakeholders’ risks in the network (Li et al., 2016).
The cohesion levels of risks and coordination networks were also dissimilar. The cohesion level in a risk network was represented by the *network density* and *average path length*. A high cohesion value indicated that a complicated risk network, corresponding to a longer distance, was required to incur a risk that would trigger the involvement of another member (Li et al., 2016). In a coordination network, cohesion was indicated by *network density*, *degree centrality*, *reciprocity*, and *transitivity*. A high *reciprocity* indicated better mutual connections with another member, while high transitivity showed that each member was equally interested in maintaining their coordination. These two measures were significant in that they contributed to network stability by developing trust among members (Mohammadmam et al., 2015).

For a risk network, Yang and Zou (2014) used *brokerage* to denote the roles of risks (coordinator, gatekeeper, representative, consultant, and liaison) while partition provided a means of influence mechanics among the various types of risks. For instance, in a *brokerage* relationship with a coordinator, if node A received a link from node B within a given partition, and then sent a link to node C in the same partition, then node A gained 1 coordinator score. Nodes with high *brokerage* scores in dissimilar roles required more attention as they had a propagating effect and complicated the overall network (Li et al., 2016). The *partition* metric helped project managers to identify the interactive characteristics among various risk types, improve coordinated decision-making, and enhance communications between the stakeholders when dealing with risks (Yang and Zou, 2014).

**Procurement management**

The networks studied related to procurement management consisting of the contractual networks and project governance networks involved in project delivery. Lee et al. (2016) used *network density* to model the likelihood of private and government contracting. If
private contracting had a higher value, the private clients were more likely to enter a contract with a construction firm. Pryke (2005) used degree centrality to indicate the extent of an actor’s power associated with his/her specialized knowledge and positions conferred under the contract terms and conditions. West (2014) used betweenness centrality to test the extent of a broker’s role in the market power diffusion among alliance partners. Partners with limited alliances had a low closeness centrality, and consequently a restricted information flow through them. The actor with the highest eigenvector centrality score was considered the most important member affecting the main pattern of the distances of all actors, whereas actors with a low eigenvector centrality score were considered as peripheral actors (Chowdhury et al., 2011).

With respect to the interconnectedness of contractual members, the point connectivity measured the vulnerability of a firm in a network to determine its interdependency in a network (West, 2014). Component analysis enabled the analysis of connectivity between nodes when the network was configured. For instance, Lee et al. (2016) segmented a network consisting of one component into more components once the cut points were removed. Zhang et al. (2015) used clique analysis to identify Integrated Project Delivery (IPD) candidates with a high centrality in the team member selection system. Clique analysis investigated the mutual interactions among the project members and their willingness to share their experiences. Through clique analysis, good combinations of IPD team members were identified.

Contractual networks were also contextualized using network topologies such as small world and scale-free networks. By analyzing a network with respect to its clustering coefficient, average path length, and diameter, the small-world property could be identified. This determined whether the number of competitors affected the link closeness between firms, and indicated monopoly in the construction market. Scale-free networks were
characterized by a limited number of well-connected hubs where the rich got richer. Lee et al. (2016) used this to identify the preferential attachment of new firms that tended to connect with firms that had many links.

**Health, Safety, Security, and Environmental (HSSE) management**

SNA studies of HSSE management involved analyzing safety teams’ communication patterns and an accident network. *Network density* (frequency of interaction) was applied to safety communication and training networks to understand the low- and high-performing teams’ connectivity in resolving safety problems. Other metrics such as *degree centrality* and *betweenness centrality*, which were used to determine the control and influence flow of networks, were not important differentiators of the high and low safety performing teams (Alsamadani et al., 2013). On the other hand, *network density* and centrality measures were significant measures when used to investigate the correlation between the safety communication networks and safety climate. Subcontractors who exhibited a higher density and lower *betweenness centrality* in a communication network had better safety climates (Liao et al., 2014a). Liao et al. (2014b) used *degree centrality* and *betweenness centrality* to assess the actors’ roles in authorizing and controlling information in the safety communication network. *Network density*, centrality measures, *clustering coefficient*, *average path length*, and *modularity* also proved to be useful in the evaluation of safety performance and system resilience by preventing risks using simulated agent-based modelling. *Modular* was used to divide the network into different community structures for observation. Cluster groups that reflected the teams’ existence on the site were identified through the *clustering coefficient*. Higher *degree centrality* of the upper management indicated that they were influential and that more responsibility for safety was entrusted to them. A high betweenness and low closeness bridged the gap and encouraged communications flow. Low *closeness*
centrality and average path length also revealed a connected safety network that had a low incident rate (Wehbe et al., 2016).

For accident networks, a higher out-nodal degree indicated the cause of an accident that triggered more accidents. Zhou and Irizarry (2016) used the clustering coefficient to identify the causes of accidents with similar characteristics. The diameter and average path length were used to identify the distance of a cause of an accident from another. Causes of accidents with similar average path lengths in a random network were deemed to have a small-world attribute that was difficult to control as they exhibited faster propagation than that of a regular network.

**Discussions and Conclusions**

This review has systematically combined 38 SNA metrics and concepts in 9 complex project management knowledge areas. Fig. 2 illustrates the 39 most frequently occurring keywords extracted from the 65 referenced papers which were related to SNA applications in complex project management. The bigger the font size of the keywords, the more frequently it appears in the references of this study. Here, “centrality,” “connected,” “communication,” “risk,” and “stakeholder,” are the underpinned keywords adopted in the reviewed papers which reflect the common applications of SNA. It also shows the connection among complex projects keywords, such as “different,” “emergence,” “difficulty,” “dynamic,” and “evolution” and complex project management knowledge areas, such as “risk management,” “procurement management,” “stakeholder management,” “communication management,” “quality management,” “schedule management,” and “resource management” with the SNA common keywords, suggesting that SNA is a useful tool for analyzing complex project networks.

The demonstration of the application of SNA using UCINET software as in Table 4 provides a practical example to practitioners and researchers on how SNA can be applied in
their case studies. While there are many SNA software products available on the market, UCINET was selected as this program is specially designed for the users who are not technically oriented but who require a tool that features many SNA metrics to characterize the overall networks and the positions of nodes within networks (Borgatti et al., 2014).

From a practical perspective, the SNA metrics and concepts such as brokerage, boundary spanners, homophily, reciprocity, transitivity, giant component, small-world, modularity, and partitioning, identified in the study, can be used as practical tools for analyzing the complex relationships among stakeholders and to determine new relationships for engineering projects and construction organizational strategic planning. For instance, giant component can be applied to existing client and contractor hierarchical structure networks to improve the transmission efficiency, and the small-world properties of consultation networks can be used to improve interdisciplinary interactions that lead to technology innovation and reduced engineering errors (Lin, 2014). Risks arising from technical, organizational, and environmental complexity can be analyzed using SNA to investigate the interrelationships between risk and accidental factors, as described in Li et al. (2016), Mohammadfam et al. (2015), Yang and Zhou (2014), and Zhou and Irrizary (2016). Additionally, the uses of SNA are not limited to social studies for analyzing trust, communications, and other social structure networks, but the practitioners can also extend the uses of SNA to broader complex project management areas that involve interdependencies between activities and resources. This is evident from work conducted on project trade networks (Wambeke et al., 2012; Wambeke et al., 2013), defect causes networks (Aljassmi et al., 2013), project practices networks (Pishdad-Bozorgi et al., 2016), highway data-information-decisions networks (Woldesenbet et al., 2015), traffic networks (El-Adaway et al., 2016), water distribution networks (Dunn and Wilkinson, 2013), risk networks (Li et al., 2016; Yang and Zou, 2014), and accident networks (Zhou and Irrizary, 2016).
SNA could be a useful tool for analyzing the structural complexity of complex projects. As demonstrated by the work of examining essential flash track practices for successful project execution (Pishdad-Bozorgi et al., 2016), one of the fundamental advantages of SNA is its ability to examine the dependencies between tasks and identify the interrelationships between them. SNA is applied to quality management for tasks such as the analysis of job-site networks to discover underlying problems (Lin, 2014) and the investigation of the task and organizational network interdependence to identify misalignments that impede project effectiveness (Chinowsky et al., 2011), which could promote lean practices in complex project management. Reciprocal complexity issues arising in complex projects have led to serious interface problems between different project disciplines (Baccarini, 1996). This includes problems such as project participants belonging to different linguistic and cultural backgrounds, which affects the trust level among them (Bosch-Rekveldt et al., 2011). SNA can also be integrated with inter-organizational systems to select team members who share common values and trust and who could cooperate to ensure the successful implementation of projects (Zhang et al., 2016). In the same context, SNA can be used to analyze cross-cultural interactions among global project participants (Di Marco et al., 2010; Di Marco et al., 2012), and examine team coordination (Hossain, 2009a; Hossain, 2009b; Hossain and Wu, 2009).

The review also reveals that SNA could be potentially used as an effective tool to examine the uncertainty and dynamic change of complex project networks. SNA could identify the construction trades associated with the variation and support decision-making in targeting trades to reduce that variation (Wembeke et al., 2014). Risk factors that interlink with project stakeholders (Yang and Zhou, 2014; Li et al., 2016) could be used to determine the stakeholders’ risk factors and evaluate the effect of these risks from the network perspectives. In terms of organizational context, SNA is revealed as a powerful tool for examining the
dynamic change of inter-organizational collaborative relationships. It could be used in conjunction with an agent-based modeling to simulate various collaborative behavior (Son and Rojas, 2011) for determining a strategic relationship.

The application of SNA to complex projects should not only be limited to social boundaries, but should go beyond to address more uncertainty issues and dynamic interaction relationships across different project management knowledge areas to improve the performance of complex projects. Future research should advance the SNA model that influences the dynamic nature of complex projects, particularly those related to the fragmentation of organizations and the spread of risks. Note that the present study did not consider aspects such as the formulas and parameters of SNA metrics, static or dynamic analytical paradigms, and the factors that influence the accuracy of SNA metrics. Some of the SNA metrics and concepts discussed in the selected publications may also have been overlooked.
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Table 1. Complex Project Management Knowledge Areas

Table 2. Titles of Journals

Table 3. Papers Reviewed in the Study

Table 4. Degree centrality of SNA metrics and concepts in complex project management knowledge areas
<table>
<thead>
<tr>
<th>Knowledge Area</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Network Behavior</td>
<td>Involves the analysis of human interaction behaviors (Pryke and Smyth, 2006) such as inter- and intra-project or organizational relationships.</td>
</tr>
<tr>
<td>Stakeholder Management</td>
<td>Relates to the management of stakeholder engagement such as the processes of identifying people, groups, or organizations that could impact or be impacted by the project, and adopting effective project management strategies to engage them actively in project decisions and execution.</td>
</tr>
<tr>
<td>Schedule Management</td>
<td>Covers any time-related processes and activities that contribute to project completion, and involves the definition of the activity, sequencing the activity, activity resource and duration estimating, schedule development, monitoring, and controlling.</td>
</tr>
<tr>
<td>Quality Management</td>
<td>Ensures that all processes involved in the complex project system satisfy project requirements such as quality planning, quality assurance, and quality monitor and control. The quality planning described in this paper extends the scope to include the improvement of quality in the works involved from planning to completion.</td>
</tr>
<tr>
<td>Resources Management</td>
<td>Refers to the management of human resources, machinery and tools, equipment, bulk materials, etc., and includes the mobilizing, utilizing, and demobilizing of resources.</td>
</tr>
<tr>
<td>Category</td>
<td>Description</td>
</tr>
<tr>
<td>--------------------------------</td>
<td>---------------------------------------------------------------------------------------------------------------------------------------------</td>
</tr>
<tr>
<td>Communications Management</td>
<td>Involves the communication planning, managing, monitoring, and controlling of the information flow to ensure the effective and efficient generation and distribution of information</td>
</tr>
<tr>
<td>Risk Management</td>
<td>Deals with the identification, planning, analysis, management, monitoring, and controlling of positive and negative events connected to stakeholders’ interests</td>
</tr>
<tr>
<td>Procurement Management</td>
<td>Deals with the procurement of contractual arrangements between a multitude of clients and contractors, sellers, and buyers, and includes the procurement of capital, project equipment, and materials</td>
</tr>
<tr>
<td>Health, Safety, Security, and</td>
<td>Involves the planning, execution, monitoring, and control of the health, safety, security, and environmental aspects of complex projects</td>
</tr>
<tr>
<td>Environmental (HSSE) Management</td>
<td></td>
</tr>
</tbody>
</table>

Main sources: PMI-construction extension (2016) and PMI (2013)
<table>
<thead>
<tr>
<th><strong>Title of Journals</strong></th>
<th><strong>No. of Papers</strong></th>
</tr>
</thead>
<tbody>
<tr>
<td>Building and Environment</td>
<td>1</td>
</tr>
<tr>
<td>Building Research and Information</td>
<td>2</td>
</tr>
<tr>
<td>Computer-Aided Civil and Infrastructure Engineering</td>
<td>1</td>
</tr>
<tr>
<td>Construction Economics and Building</td>
<td>1</td>
</tr>
<tr>
<td>Construction Management and Economics</td>
<td>6</td>
</tr>
<tr>
<td>Engineering Project Organization Journal</td>
<td>2</td>
</tr>
<tr>
<td>Engineering, Construction and Architectural Management</td>
<td>2</td>
</tr>
<tr>
<td>Ergonomics</td>
<td>1</td>
</tr>
<tr>
<td>Facilities</td>
<td>2</td>
</tr>
<tr>
<td>Industrial Marketing Management</td>
<td>1</td>
</tr>
<tr>
<td>International Journal of Networking and Virtual Organizations</td>
<td>1</td>
</tr>
<tr>
<td>International Journal of Project Management</td>
<td>7</td>
</tr>
<tr>
<td>Journal of Civil Engineering and Management</td>
<td>1</td>
</tr>
<tr>
<td>Journal of Cleaner Production</td>
<td>1</td>
</tr>
<tr>
<td>Journal of Construction Engineering and Management</td>
<td>17</td>
</tr>
<tr>
<td>Journal of Infrastructure Systems</td>
<td>2</td>
</tr>
<tr>
<td>Journal of Management in Engineering</td>
<td>10</td>
</tr>
<tr>
<td>Journal of Professional Issues in Engineering Education and Practice</td>
<td>1</td>
</tr>
<tr>
<td>KSCE Journal of Civil Engineering</td>
<td>1</td>
</tr>
<tr>
<td>Project Management Journal</td>
<td>2</td>
</tr>
<tr>
<td>Safety and Health at Work</td>
<td>1</td>
</tr>
<tr>
<td>Safety Science</td>
<td>1</td>
</tr>
<tr>
<td>Technology and Investment</td>
<td>1</td>
</tr>
<tr>
<td>Total</td>
<td>65</td>
</tr>
<tr>
<td>Knowledge Area</td>
<td>References</td>
</tr>
<tr>
<td>----------------------</td>
<td>-----------------------------------------------------------------------------</td>
</tr>
<tr>
<td>Network Behavior</td>
<td>Akgul et al. (2016); Cao et al. (2016); Liu et al. (2015); Lu et al. (2015); Park et al., (2011); Sedita and Apa (2015); Son and Rojas (2011);</td>
</tr>
<tr>
<td>Stakeholder Management</td>
<td>Almahmoud and Doloi (2015); Doloi (2012); Nik-Bakht and El-Diraby (2016); Solis et al. (2013); Yang et al. (2011); Swan et al. (2007); Williams et al. (2015)</td>
</tr>
<tr>
<td>Schedule Management</td>
<td>Wambeke et al., (2012); Wambeke et al. (2013)</td>
</tr>
<tr>
<td>Quality Management</td>
<td>Aljassmi et al. (2013); Dunn and Wilkinson (2013); El-Adaway et al. (2016); Lin (2014); Pishdad-Bozorgi et al. (2016); Woldesenbet et al. (2015)</td>
</tr>
<tr>
<td>Resources Management</td>
<td>Badi et al. (2017); Larsen (2011); Li et al. (2011); Lin and Tan (2014); Pryke et al. (2011)</td>
</tr>
<tr>
<td>Communications</td>
<td>Arriagada and Alarcón, (2013); Chinowsky et al. (2010); Chinowsky et al. (2011); Comu et al. (2013); Di Marco et al. (2010); Di Marco et al. (2012); Dogan et al., (2014); Heng and Loosemoore (2013); Hossain (2009a); Hossain, (2009b); Hossain and Wu (2009); Houghton et al. (2015); Javernick-Will (2011); Loosemoore (1998); Pauget and Wald (2013); Priven and Sacks (2015); Ruan et al. (2012); Tang (2012); Thorpe and Mead (2001); Wanberg et al. (2014); Zhang et al. (2013)</td>
</tr>
<tr>
<td>Risk Management</td>
<td>Li et al. (2016); Mohammadfam et al. (2015); Yang and Zou (2014)</td>
</tr>
<tr>
<td>Topic</td>
<td>References</td>
</tr>
<tr>
<td>-------------------</td>
<td>-----------------------------------------------------------------------------</td>
</tr>
<tr>
<td>Procurement</td>
<td>Chowdhury et al. (2011); Lee et al. (2016); Pryke (2005); Pryke (2006); Pryke and Pearson (2006); Santandrea et al. (in press); West (2014); Zhang et al. (2015)</td>
</tr>
<tr>
<td>HSSE Management</td>
<td>Alsamadani et al. (2013); Alsamadani et al. (2013a); Liao et al. (2014a); Liao et al. (2014b); Wehbe et al. (2016); Zhou and Irrizary (2016)</td>
</tr>
<tr>
<td><strong>TOTAL</strong></td>
<td></td>
</tr>
</tbody>
</table>
Table 4. Degree centrality of SNA metrics and concepts in complex project management knowledge areas

<table>
<thead>
<tr>
<th>Rank</th>
<th>SNA Metrics/Concepts in the Complex Project Management Knowledge Areas</th>
<th>Degree</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Network Density</td>
<td>0.889</td>
</tr>
<tr>
<td>2</td>
<td>Degree Centrality</td>
<td>0.889</td>
</tr>
<tr>
<td>3</td>
<td>Betweenness Centrality</td>
<td>0.889</td>
</tr>
<tr>
<td>4</td>
<td>In-Degree Centrality</td>
<td>0.778</td>
</tr>
<tr>
<td>5</td>
<td>Tie Strength</td>
<td>0.667</td>
</tr>
<tr>
<td>6</td>
<td>Average Path Length</td>
<td>0.667</td>
</tr>
<tr>
<td>7</td>
<td>Brokerage</td>
<td>0.667</td>
</tr>
<tr>
<td>8</td>
<td>Out-Degree Centrality</td>
<td>0.556</td>
</tr>
<tr>
<td>9</td>
<td>Power</td>
<td>0.556</td>
</tr>
<tr>
<td>10</td>
<td>Closeness Centrality</td>
<td>0.556</td>
</tr>
<tr>
<td>11</td>
<td>Eigenvector Centrality</td>
<td>0.556</td>
</tr>
<tr>
<td>12</td>
<td>Cohesion</td>
<td>0.444</td>
</tr>
<tr>
<td>13</td>
<td>Diameter</td>
<td>0.444</td>
</tr>
<tr>
<td>14</td>
<td>Clustering Coefficient</td>
<td>0.444</td>
</tr>
<tr>
<td>15</td>
<td>Structural Equivalence</td>
<td>0.444</td>
</tr>
<tr>
<td>16</td>
<td>Core or Periphery</td>
<td>0.444</td>
</tr>
<tr>
<td>17</td>
<td>Ego Network</td>
<td>0.444</td>
</tr>
<tr>
<td>18</td>
<td>Components</td>
<td>0.444</td>
</tr>
<tr>
<td>19</td>
<td>Scale-Free/Power-Law</td>
<td>0.333</td>
</tr>
<tr>
<td></td>
<td>Knowledge Area</td>
<td>Score</td>
</tr>
<tr>
<td>---</td>
<td>----------------------------------------</td>
<td>--------</td>
</tr>
<tr>
<td>1</td>
<td>Communications Management</td>
<td>0.632</td>
</tr>
<tr>
<td>2</td>
<td>Procurement Management</td>
<td>0.579</td>
</tr>
<tr>
<td>3</td>
<td>Network Behavior</td>
<td>0.526</td>
</tr>
<tr>
<td>4</td>
<td>Stakeholder Management</td>
<td>0.474</td>
</tr>
<tr>
<td>5</td>
<td>Quality Management</td>
<td>0.368</td>
</tr>
<tr>
<td></td>
<td>Category</td>
<td>Weight</td>
</tr>
<tr>
<td>---</td>
<td>-----------------------</td>
<td>--------</td>
</tr>
<tr>
<td>6</td>
<td>Risk Management</td>
<td>0.368</td>
</tr>
<tr>
<td>7</td>
<td>HSSE Management</td>
<td>0.342</td>
</tr>
<tr>
<td>8</td>
<td>Resources Management</td>
<td>0.263</td>
</tr>
<tr>
<td>9</td>
<td>Schedule Management</td>
<td>0.079</td>
</tr>
</tbody>
</table>
Fig. 1. Number of SNA journals from 1998 to January 2017
Fig. 2. Keyword co-occurrence network: 1998 to January 2017