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Abstract 

This paper presents a control design for a robotic manipulator with uncertainties in both actuator 

dynamics and manipulator dynamics subject to asymmetric time-varying joint space constraints. 

Tangent-type time-varying barrier Lyapunov functionals (tvBLFs) are constructed to ensure no 

constraint violation and to remove the need for transforming the original constrained system into an 

equivalent unconstrained one. Adaptive Neural Networks (NNs) are proposed to handle uncertainties in 

manipulator dynamics and actuator dynamics in addition to the unknown disturbances. Proper input 

saturation is employed, and it is proved that under the proposed method the stability and semi-global 

uniform ultimate boundedness of the closed-loop system can be achieved without violation of 

constraints. The effectiveness of the theoretical developments is verified through numerical simulations. 

Keywords: Input saturation; Radial basis function neural networks; Tangent barrier Lyapunov function; 

Time-varying asymmetric constraints; Uncertain actuator; Uncertain manipulator 

1.  Introduction 

Constrained control is becoming increasingly important due to safety issues and performance 

degradation in the instance of humanoid robots [1, 2], physical human-robot collaboration [3, 4], and 

assistive robots that guide the motion of the patient’s limb in the rehabilitation therapy [5]. In these 

human-robot interacting tasks, the robotic motions are required to be constrained to avoid the potential 

of damage to humans. For example, in the rehabilitative robotic arm therapy application, the motion 

needs to be restricted according to the human partner physical upper-limb dimensions and reaching 

limits to avoid patient injuries. Therefore, rigorous constraint handling should be carefully managed 

within the adaptive interactive robotic control. 

Numerious techniques for control of the robotic systems have been developed to accommodate various 

forms of constraints. Some are based on adaptive position/force control [6], adaptive vision and force 

tracking control [7] or impedance control [8]. In addition, several researchers developed unconventional 

methods to handle constraints in robotic control. For example, danger field quantity was introduced in 

[9] for safety-oriented control and danger assessment of robotic manipulators, and the distributed 

distance sensor approach was proposed in [10] to improve human safety in industrial environments by 

assessing the level of danger induced by the robot. Also, error transformation technique was used to 

asymptotic tracking controller design for uncertain robotic systems with external disturbances and time-
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varying constraints on the system state [11]. 

Motion planning has also been extensively studied to deal with robot constraint avoidance [12, 13]. 

Potential field method was developed to deal with the robot safety issue on the path planning and the 

real-time control [14]. The quadratic programming based optimal control method was developed for 

redundant robot manipulators with variable joint-velocity constraints [15]. Optimal motion planning was 

proposed for mobile robots in static and dynamic obstructed environments combining open-loop optimal 

control and the potential field method [16, 17]. However, the trajectory in online optimization methods 

has to be calculated for various situations, which significantly increases the computational burden. In 

addition, these methods typically suffer from the implementation of the control inputs at the kinematic 

level, resulting in them not being able to cope with the dynamic uncertainties.  

Barrier Lyapunov Functions (BLFs) have been developed to bound and suppress the propagation of 

system error [18-20]. Different from the conventional Lyapunov functions, BLFs escape to infinity when 

associated limits are exceeded. Hence, bounding the BLFs in closed loop systems can prevent violation 

of constraints along the system trajectories [21]. In addition, as the BLFs control design is constructive 

based on the direct method of Lyapunov, its computational burden is significantly reduced compared 

with online motion planning and optimization methods [22]. Different types of BLFs are exploited like 

logarithm BLFs [20], integral BLFs [23], tangent BLFs [24, 25], secant BLFs [26], and cotangent BLFs 

[27]. The BLFs based control has been utilized to handle several practical systems with constraints like 

direct current (DC) motors [28, 29], wind turbines [30], flexible structure systems [31-34], and aerial 

vehicles [19, 35-37]. Logarithm BLF is employed to solve the trajectory tracking control problem of a 

fully actuated surface vessel with asymmetric output and input constraints [38]. In addition, this method 

is used for leader-follower formation control for a group of underactuated surface vessels subject to 

asymmetric range and bearing constraints [39]. 

The BLFs based control has been employed for constrained control of robotic manipulators. In [40, 

41], task space constraints were handled by considering the linearly-in-parameter conditions in robot 

dynamics. However, when the robot inverse Jacobian matrix is non-linear, e. g. in the case where the 

kinematics of the robot manipulator is uncertain [42], the linearly-in-parameter conditions do not hold. 

To solve the problem, [43, 44], and [45] applied BLFs to the tracking control of robot manipulators with 

output and full state constraints. However, in these studies, only the static bounds for upper and lower 

constraints were considered while most practical robotic systems are subject to time-varying constraints. 

In addition, using the BLFs based control, the input control signals would approach infinity as the states 

approach their constraint limits. This means that the input control signals are not bounded. These 

problems were tackled in [25], which developed input and state constrained control using tangent-type 

time-varying BLFs for MIMO systems and verified the method via a two-link robot manipulator. 

However, the saturated type input constraint with sharp corners was used, which may prevent the 

backstepping technique to be applied directly [46]. In addition, this study only assumed the upper 

constraints to bind the states and errors, which is not an appropriate assumption for most practical 

applications. Furthermore, in all the works mentioned above, the dynamics of the joint actuator was 

neglected in spite of the actuator dynamics being a significant part of the real robot dynamics. More 

recently, BLFs were used to address actuator dynamics in control of robot manipulators in the 

constrained task space [47] and joint space [23]. However, both works were restricted to static 



constraints and unbounded inputs. 

On the other hand, generally, NNs [48] and the fuzzy logic [49] have been widely incorporated into 

adaptive controller design to account for uncertainties in different mechanical systems like wind turbines 

[50], DC motors [51], unmanned vehicles [52], underwater vehicles [53], and marine vehicles [54]. Due 

to their outstanding approximation abilities, such methods afford robust and efficient frameworks to 

accommodate uncertainty and imprecision [55]. Accordingly, adaptive neural [11, 56] or fuzzy [57] 

control schemes have been developed to address the stability problem of the unknown robotic systems. 

In addition, reviewing recent literature on adaptive control outlined the interest of using radial basis 

functions NNs among robotic researchers [58]. This method has a simple and fixed three-layer (input, 

hidden, and output) architecture. The output linearly combines neuron parameters with the radial basis 

function of the inputs [59]. Such networks are easy to design and train and compared to other methods in 

the literature, this approximation approach forms a composite adaptation law in terms of the tracking 

error and a model prediction error [60]. Furthermore, enjoying advantages of having strong tolerance to 

input noise, and the ability of online learning, this method has been extensively employed in control of 

robotic systems [26, 61-64]. 

Motivated by the aforementioned considerations, in this paper, asymmetric tangent tvBLFs are 

developed to prevent the joint space constraint violation in control of robotic systems. Both manipulator 

dynamics and actuator dynamics uncertainties are considered and radial basis function NNs are 

employed to approximate the system uncertainties and the unknown disturbances. Also, a proper input 

saturation is developed to address the tracking problem and to ensure uniform boundedness of the 

system while all signals in the closed-loop system remain bounded.  

Compared with the existing literature, the main advantages of this work are as follows. i) the proposed 

tvBLFs can handle both time-varying and asymmetric constraints. Also, by defining a new state 

constraint in this paper, different initial conditions can be relaxed effectively on the starting values of the 

movement. By that means, more flexible constraints can be modelled for various practical transitions. ii) 

a new approach in stability analysis of the closed-loop system using tangent tvBLFs is developed by 

introducing the Lemma 1. By that means, compared to previous works on tangent BLF like [25, 65-67], 

the control design procedure required fewer parameters to ensure the prevention of constraint violation. 

iii) in addition to studying the unknown robotic manipulator dynamics as in [45, 68, 69], unknown 

actuator dynamics have been considered. Moreover, utilizing NNs unknown disturbances have been 

incorporated into designing of the controller. Also, the unknown interaction force has been compensated 

without developing additional estimators.  

It also worth noting that compared with the recent works on time-varying constrained control of 

nonlinear systems in [11, 70-73], this paper directly exploits the constraints on the control design. By 

that means, unlike [11, 71] the approach does not require error transformation. In addition, compared to 

[72, 73] transforming the original constrained system into an equivalent unconstrained one is avoided.  

The rest of this paper is organized as follows. Section 2 provides preliminaries and formulates the 

control problem. Section 3 consists of the control design and stability analysis for unknown robotic 

systems using tangent tvBLFs where it is shown that the joint space constraints are never violated, and the 



uniform boundedness of the closed-loop system is achieved. Simulations are carried out in Section 4 to 

illustrate the effectiveness of the proposed control. The concluding remarks and a brief summary of the 

paper are given in Section 5.  

2. Preliminaries and problem formulation 

2.1  System description 

Consider a n  dimensional serial fully-actuated robotic manipulator [74] as, 

 
         , , , ,rM q q C q q q G q d t q q f t      (1) 

where  1,...,
T

nq q q  represents the generalised coordinate vector which may include revolute and/or 

prismatic joint variables;   n n
M q

R   denotes the inertia matrix,  , n n
C q q

R  denotes the 

centrifugal and Coriolis forces matrix,   n
G q R  denotes the gravitational forces/torques vector; 

n R  is the external force/torque vector,  , , n

rd t q q R  denotes an external disturbance on the robot 

manipulator;   n
f t R  is the environmental force exerted onto the manipulator. 

Property 1 [75]. The inertia matrix  M q  is symmetric, and positive definite; also    2 ,M q C q q  

is a skew symmetric matrix. 

Assumption 1. The force  f t  exerted by the environment or human, is uniformly bounded, i.e., 

there exists a known constant f
R , such that    , 0,f t f t    . Moreover, it is assumed that the 

external disturbance rd , is bounded by r rd d  where rd  is an unknown finite number. 

In this study, DC motors are considered to actuate the robotic system. Accordingly, the motor voltage 

is considered as the control input. The dynamics of the motor are described as [76], 

 
  ,

N

e a

K I

LI RI K q d U u

 

   
 (2) 

where n
uR  denotes the armature voltage, 

nI R  represents the armature current,   n
U u R  is the 

vector of saturation limiters to the armature voltage u ; 
n

ad R  is the additive disturbance voltage, 

bounded by a ad d  with ad  an unknown finite number; 
n n

NK
R  is a diagonal symmetric and 

positive definite constant matrix which represents the current-torque electro mechanical conversion, also 

, , n n

eR L K
R  are the diagonal constant positive definite matrices which represent the resistance of 

armature circuit, inductance of armature circuit, and the motor’s  voltage constant, respectively.  



2.2  Problem formulation 

This paper formulates the constrained tracking control problem of robot manipulators as: 

Consider the given smooth desired trajectory    1,...,
T

d d dnx t x x , 1,...,i n , and the constrained 

region       , 1,..., , 0q i oi i oiq i n k t q t k t t      R  with oik  and oik  being bounded pre-

specified functions such that    oi oik t k t t  R , for the integrated robot dynamics given by (1) and 

(2), find the input voltage of the actuator u  such that the joint positon signal  q t  tracks a given desired 

trajectory dx  as closely as possible, i.e.,    lim i di i
t

q t x t 


   with i  considered as small positive 

constants, while ensuring the boundedness of the closed-loop system with  q t never leaving the 

constrained region q , i.e.,   , 0qq t t  , provided  0 qq  .  

Remark 1. In this work, the control is able to handle a class of time-varying and asymmetric 

constraints. This can include as special cases static or symmetric time-varying constraints. 

Assumption 2. There exist functions  dik t  and  , 1,...,dik t i n  satisfying    di oik t k t  and 

   di oik t k t  such that      di di dik t x t k t   1,..., , 0.i n t    Also, there exist positive constants  

oiK , oiK , 1d iX  and 2d iX , such that  oi oi
k t K ,  oi oik t K ,   1di d ix t X  and   2di d ix t X , for 

1,...,i n , 0t  . 

Assumption 3. There exist positive constant , , and  ,mi mi ni nik k k k such that  mi mi mik k t k   and 

 ni ni nik k t k  , 1,..., , 0i n t    where  mik t  and  nik t  are time varying barriers on manipulator 

joint tracking errors, defined by      ni oi dik t k t x t   and      mi oi dik t k t x t  .  

Remark 2. A number of lower or upper bounds are defined by Assumptions 2, and 3 and in 

formulating the control problem. These bounds will be used to develop the control algorithm and 

stability analysis. Nevertheless, these parameters, although existing, will not be involved in designing 

the control. Accordingly, actual estimation of them will not be required in setting up and implementing 

the control scheme. 

2.3  Technical lemmas 

Lemma 1 . The following inequality holds for all 1  : 

 

2 2 2 2tan sec .
2 2

 
  

   
   

   
 (3) 

Proof. Let   



      2 2 2 2

1 sec 2 tan 2       and      2 2

2 1 cos 2 ;      then  2   becomes 

     2 2 2

2 sin 2 cos 2      .  Derivation of  2   with respect to   can be given by 

    2

2 / 2 cosd d      . It is obvious that   2 / 0,d d   for 0,     2 / 0,d d    

for 0,   and   2 / 0,d d    for 0.   Accordingly, considering  2 0 0   it can be obtained 

that  2 0   and furthermore, it proves that  1 0  , and accordingly the right-hand side of the 

inequality (3) is proved. ■ 

This Lemma is developed to be used in stability analysis of the closed-loop system using tangent 

tvBLFs. Note that using this Lemma, compared to previous tangent BLFs like [25, 66, 67], will require 

fewer parameters to be considered in the design procedure.  

Lemma 2. Let   : 1, 1,...,n n

iZ i n     R R . Let : l l n
N Z

  R R  be open sets. Define the 

system, 

 
 ,h t  ,  

where  : , ,
T

N     and : l n
h N



  R R  is piecewise continuous in t  and locally Lipschitz in  , 

uniformly in t , on N R . Let  : 1i i iZ     R R  and suppose that there exist functions 

: , 1,..., ,i iV Z i n R  and : l
U R R

 
continuously differentiable and positive definite in their 

respective domains, such that,   

 

 

     1 2

as 1, 1,...,

,

i i iV i n

U

 

    

  

 
 

where 1  and 2  are class K  functions. Let      
1

:
n

i i

i

V V U  


  , and  0i  belongs to the set 

iZ . If the inequality holds, 

 
1 2

V
V h V 




   


, 

in the set N , where 1  and 2 are positive constants, then   remains bounded and  t remains in 

the open set Z   0,t   .  

Proof. Please refer to [77].  ■ 

Note that the above lemma establishes the control performance and constraint satisfaction by using 

BLFs. 

Lemma 3. For any constant 0   and  R , the following inequality holds,  



 

0 tanh ,
p

k


  


 
   

 
 

where 0.2785.pk     

Proof. Please refer to [78].  ■ 

From this point onwards, for simplifying notation, the time and state dependence of the system are 

omitted, provided it would not cause confusion. 

3.  Control Design 

In this section, the control procedure is designed for the robot dynamics (1) integrated with the motor 

dynamics (2) to obtain the following objectives: 

1) Track the desired position trajectory without violation of constraints on joint angles; 

2) Make the velocity error as small as possible;  

3) Make the armature current error as small as possible. 

To do this, let  1 2 3, ,
T

x x x x , where  1 1 2, ,...,
T

nx q q q q  ,  2 1 2, ,...,
T

nx q q q  and 

 3 1 2, ,...,
T

nx I I I  then, the integrated system dynamics can be expressed as, 

 

 

  

1 2

1

2 2

1

3 3 2 .

r

e a

x x

x M Cx G d f

x L Rx K x d U u







    

    

 (4) 

Define the error variables as  1 11 12 1 1, ,...,
T

n de e e e x x   ,  2 21 22 2 2, ,...,
T

ne e e e x     and as 

   3 31 32 3 3, ,...,
T

n d de e e e x     where  1 2, ,...,
T

n     and  1 2, ,...,
T

d d d d n     are stabilizing 

functions to be designed. The signal 
n

d R  is the saturation limiter to the signal d  and is defined by  

 tanhdi Mi di Mi      for 1,2,...,i n , with 
n

M R  being a known bound of the d  [46].  

This paper employs the tangent tvBLFs for constrained joint space control design as, 

 

2
2

1, tan
2

bi
x i i

k
V






 
  

 
,  (5) 

where ,bi mik k  if 1 0ie  , otherwise bi nik k , and the error coordinate i  is defined as  

 

    1 1
1 11i i

i i i

mi ni

e e
e e

k k
     ,  (6) 

with   1,    if 0  , otherwise   0.    Note that the Lyapunov function in (5) is positive definite 

and continuously differentiable, also 1
C  in the set   , 1,..., 1, 0i ii n t t       . In addition, 1,x iV  



will approach to infinity as   1i t  . It is worth mentioning that, using L’Hospital rule, one can show 

that  2 2 2 2

1 1lim tan 2 2
bi

bi i bi i
k

k e k e 


 , thus the BLF presented at (5) can be mathematically considered 

equivalent to the traditional quadratic Lyapunov function, as bik  is considered as an arbitrarily large 

finite number. By that means, one can simply replace the presented BLF with the quadratic one when no 

constraints are required. Note that a conventional logarithm-based BLF like [38, 39, 64, 77], or secant 

type barrier Lyapunov function [26] will not have such property.   

Lemma 4. The condition 1i   holds iff 1ni i mik e k   . 

Proof. Please refer to [77].  ■ 

Remark 3. To apply the barriers on the manipulator joint tracking errors, it should be noted that in 

some applications that may not need time-varying or asymmetric joint space constraints, barriers mk  and 

nk  can be modified by using static variables mk  and nk  in the time-constant case or  m nk k  in the 

symmetric case. It also should be noted that some practical applications may need to enforce transient 

error boundaries without demanding change to the joint space constraints. This situation can be handled 

by directly designing mk  and ,nk  while omitting ok  and ok . 

To achieve the first goal of our control design, the stabilizing function   is obtained and the 

constraints on robot angles 1x  are addressed. Accordingly, choose a tangent tvBLFs function as, 

 
1 1,

1

n

x i

i

V V


 . (7) 

Differentiating (7) with respect to time gives, 

 

2 2 2 2

1

1

2
tan sec

2 2

n

bi bi
i bi i i i

i

k k
V k

 
   



   
    

   
 , (8) 

where, i  is time derivation of i  and using (6), it can be rewritten as,  

 

    

    

1 1 1 1
1 1

2 1 2 1

1 1

1

1 .

i mi i mi i ni i ni
i i i

mi mi ni ni

mi ni
i i di i i i di i

mi ni
i i

mi ni

e k e k e k e k
e e

k k k k

k k
e x e e x e

k k
e e

k k

  

 

 

 
  

   
        

     
   
   
   

 (9) 

Designing the stabilizing function   can be given as, 



 

2 2

1 1 1

1

2
sin cos , 1,2,...,

2 2

bi bi bi
i di i i i i i

i bi

k k k
x k e e i n

e k

 
  



   
       

   
 (10) 

where 1 0ik  . Note that employing L’Hospital rule, one can see that 

   
1

2 2 2 2

1 1 1
0

lim sin 2 cos 2 0,
i

i bi i bi i
e

e k e k e 


 thus singularity will not occur in (10) because of this term 

[79]. However, since digital computers cannot evaluate 0 0 , the analysis uses the Maclaurin series with 

the first term to solve the problem. Accordingly, the development considers

   
1

2 2 2 2

1 1 1
0

lim sin 2 cos 2
i

i bi i bi i
e

e k e k e 


  
1

2 2 2

1 1 1
0

lim sin 2 2
i

i bi i i bi
e

e k e e k 


 , when 1ie   for some 

small positive  .  

Substituting (9), and (10) into (8) gives, 

 

2 2 2 2 2 2

1 1 2 1

1 1

sec sec .
2 2

n n

i i i i bi i i

i i

V e e k k
 
  

 

   
    

   
   (11) 

To achieve the second goal of the control design, the intermediate stabilizing function d  is designed 

to make the joint velocity errors, 2e , as small as possible. In addition, the coupling term 

 2 2

1 2

1

sec 2
n

i i i

i

e e 


  in (11) will be cancelled in this step.  

The augmented Lyapunov candidate functional 2V  can be chosen as, 

 
2 1 2 2

1

2

TV V e Me   (12) 

The time derivative of 2V  is then given by, 

 
2 1 2 2 2 2

1

2

T TV V e Me e Me   . (13) 

Substituting (4) into (13) leads to,  

 

2 1 2 2

1

2

T

r
V V e C G d f M M C e  

  
          

  
 . (14) 

Substitution of (11) into (14), and letting d d d     , then employing Property 1, and noting 

 3N dK e    then gives,   

 

   

2 2 2 2 2 2

2 1 2 1

1 1

2 2 3

sec sec
2 2

.

n n

i i i i bi i i

i i

T T

r N d d

V e e k k

e C G d f M e K e

 
  

   

 

   
    

   

        

 
 (15) 



Accordingly, as  2 0,0,...,0
T

e  ,   2 2 2 2

2 1

1

sec 2 0.
n

i bi i i

i

V k k  


   Thus, using the Barbalat lemma 

[80], asymptotic stability of the system is drawn. In case of  2 0,0,...,0
T

e  , the intermediate control law 

n

d R  can be designed as, 

 
 1

2 2d N lK k e    , (16) 

where,  2 21 2diag ,..., 0nk k k   are positive constant design parameters,  1, ,
T

n      and is 

defined as  2 2

1 sec 2i i ie   , 1,2,...,i n , and the control signal l  is defined as 

 

2 2
1 1

1 2

ˆ ˆ tanh tanhT

l r

e e
W h D f

 

   
     

   
.  (17) 

To design the control l  in (17) radial basis function NNs are employed to approximate the 

uncertainties, where 
1 11 1

ˆ ˆ ˆ,...,
T

n n

n
W W W   

 
R  is the estimation of ideal weight 

*

1

n n
W

R  of the NNs. 

Also, in view of the NNs explanation [81], the term  *

1 1 1 1

T

N dC G M K W h Z          is 

defined, where 1  is bounded as 1 1   with 1 0   being an unknown constant; 
3

1

n
Z

R  is an input 

vector and expressed as 1 1 2, ,T T T
Z x x     ;        1 1 11 1 12 1 1 1, , ,

T

l
h Z h Z h Z h Z     is a basis function 

vector with  1 1ih Z
 

for 1,..., ,i l  being the Gaussian functions and defined by 

      2

1 1 1 1exp
T

i i i i
h Z Z Z       with  1 2, , ,

T

i i i im     being the center of the thi  NNs 

input element, and i  being the width of the Gaussian functions. ˆ n

rD R  is the estimations of unknown 

finite numbers 
n

rD R  where 1i ri rid D    for 1,...,i n ; 1 0  , 2 0   are small positive numbers. 

Remark 4. The control signal (17) consists of three parts:  

1) The first term, 1 1
ˆ T

W h , is designed to approximate the unknown nonlinear robotic manipulator 

dynamics, and input difference d . It uses the radial basis function NNs for the approximation and 

adapts online using the first adaptive law in (24). 

2) The second term,  2 1
ˆ tanhrD e  , is designed to cope with the external disturbance, and 

approximation errors arisen from the NN approximation. It deals with the system with unknown bounds 

employing the   3, and using the third adaptive law given by (24).  

3) The third term,  2 2tanhf e  , is included to handle the unknown environmental force f . Note 

that since the bound on f  is assumed to be known, Lemma 3 can be used to cope with the problem 

without the need of developing a new adaptive law.  



 Remark 5. As the joint positions approach to their boundaries, the value of control d  in (16) would 

increase remarkably since as 1i  , then      2 2 2 2 2 2sec 2 sin 2 cos 2 .i i i     This may 

be a source of performance degradation, and may cause dangerous conditions in real applications. This 

paper handles the problem by designing the input saturation so that it can improve the system reliability, 

and ensure the safety in operation. On the other hand, unlike previous works for input saturation like [57, 

82-85] that used the sign function with sharp corners at d M  , to have all functions being 

differentiable, the smooth tan-hyperbolic function was employed to bind the input.  

To achieve the third goal of our control architecture, careful design of the saturated motor voltage 

control input,  U u , is needed to make the armature current error 3e , as small as possible. To do this, 

first let the saturated motor voltage U  be  tanhM MU u u u  , with 
n

Mu R  being a known upper 

bound of u , and further let the motor input difference to be u U u   . Then, choose the following 

augmented Lyapunov candidate function as, 

 
3 2 3 3

1

2

TV V e Le  .  (18) 

The time derivative of 3V  is then given by, 

 
 3 2 3 3 2 .T

e a drV V e Rx K x d L u u          (19) 

Design of the intermediate input voltage u  can be given by,  

 3 3 2l Nu u k e K e   , (20) 

where  3 31 3diag ,..., 0nk k k   are constant parameters, and, 

 

3
2 2

3

ˆ ˆ tanhT

l a

e
u W h D



 
   

 
, (21) 

where 2 21 2
ˆ ˆ ˆ,...,

T
n n

n
W W W   

 
R  is the estimation of ideal weight 

*

2

n n
W

R  of the NNs. Also, 

defining,  *

3 2 2 2 2 2

T

e drRx K x L u W h Z      , where 2  is bounded by unknown constant 2 0   

as 2 2  . The input vector 
5

2

n
Z

R  is chosen as 2 1 2 3, , , ,T T T T T

dZ x x x     ; ˆ n

aD R  are the 

estimations of the unknown finite number  
n

aD R , where 2i ai aid D    for 1,...,i n . 3 0   is a 

small positive number. Other parameters of NNs are the same with the previous section. 

To cope with the uncertainties, and unknown parameters in our control design, the Lyapunov function 

is further modified by choosing an inclusive Lyapunov function candidate as, 



 

1 1

3 1 1 1 2 2 2

1 1 1 1

1 1 1 1
,

2 2 2 2

n n n n
T T T T

i i i i i i ri ri ai ai

i i i i

V V W W W W D D D D
 

   

           (22) 

where 
*

1 1 1
ˆ

i i iW W W  , 
*

2 2 2
ˆ

i i iW W W  , and 
1 1W  , 

2 2W  ; ˆ
ri ri riD D D  , ˆ

ai ai aiD D D   and  

1 1 2 20, 0T T

i i i i        for 1,...,i n . The time derivative of (22) can be written as,  

 

1 1

3 1 1 1 2 2 2

1 1 1 1

ˆ ˆ ˆ ˆ .
n n n n

T T

i i i i i i ri ri ai ai

i i i i

V V W W W W D D D D
 

   

           (23) 

The adaptive laws for 1
ˆ

iW , 2
ˆ

iW , ˆ
riD  and ˆ

aiD  are designed as,  

 

 

 

1 1 2 1 1 1

2 2 3 2 2 2

2
2

1

3
3

3

ˆ ˆ ,

ˆ ˆ ,

ˆ ˆtanh ,

ˆ ˆtanh .

i i i i i i

i i i i i i

i
ri i ri ri

i
ai i ai ai

W e h W

W e h W

e
D e D

e
D e D











  

  

 
  

 

 
  

 

 (24) 

The second terms of each adaption law contains the  modification constant which is designed for 

improving the robustness of the system. Note that without these terms, the estimated parameters would 

only derive in terms of error functions, which may decrease of the robustness of the system. These terms 

will also be employed for proving the closed-loop system stability. 

Substituting (17) into (16), (21) into (20), (24) into (23), and considering (11), (15), and (19), then (23) 

can be formed as, 

 

 

 

2 2 2 2

1 2 2 2 3 3 3

1

2 2
2 1 1 1

1 2

3
3 2 2 2 1 2 1 2 3 2 1 1

1 13

sec
2

tanh tanh

tanh

n
T T

i bi i i

i

T T

r r r

n n
T T T T

a a a i i i i i i i i

i i

V k k e k e e k e

e e
e W h d D D f f

e
e W h d D D W e h W e h W


 


 

 




 

 
    

 

    
           

    

  
          

  



  1

1

2 3
2 2 2 2 3

1 1 1 1 11 3

ˆ

ˆ ˆ ˆtanh tanh .

n
T

i

i

n n n n n
T T Ti i

i i i ri i ai i ri ri ri ai ai ai

i i i i i

W

e e
W W D e D e D D D D  

 



    

  
      

   



    

(25) 

Using Lemma 3 one can obtain, 



 

2
2 2 1

1

3
3 3 3

3

tanh ,

tanh ,

i
i ri i ri p ri

i
i ai i ai p ai

e
e D e D k D

e
e D e D k D







 
  

 

 
  

 

 (26) 

and 

 

2
2 2 2

2

tanh i
i i p

e
e f e f k f



 
  

 
. (27) 

In addition, the following inequality can be given by completion of squares, 

 

22
*ˆ

2 2

T i i
i i i i iW W W W

 
    , (28) 

and 

 
 

3
2

1

1
1 max

1
.

2 2

Ti i
i i i i

i i

W W W
 








   


  (29) 

It can also be written, 

 
  2 2ˆ

2 2

i i
i i i i i i i i iD D D D D D D

 
        . (30) 

Finally, using (25), and applying Lemma 1, and employing (26) - (30), it can be shown that, 

 

 

 

2 2 2 2 11
1 2 2 2 3 3 3 1 1 11

1 1 max 1

2
1 2 2 *2

2 2 2 1 11
1 1 1 1max 2

2
* 2

2 2

1 1

1
sec

2 2

1 1 1 1

2 2 2 2

1 1

2 2

n n
T T Ti

i bi i i i i i i

i i i

n n n n
Ti

i i i ri ri ai ai i i

i i i ii

n n

i i ri ri

i i

V k k e k e e k e W W

W W D D W

W D

 
 




  



 




 




   

 

 
       

 

    


  

 

   

  2

1 3 2

1 1 1

1 2

1

2

,

n n n

ai ai p ri p ai p

i i i

D k D k D k f

V

   

 

  

  

  

  

  (31) 

where, 1 , and 2  are defined as, 

 

 
 

 
     

min 2 min 3 1 2
1 1 1 1

max max max 1 max 2

min ,2 ,2 , , , ,i i
i ri ai

i i

k k
k

M L

   
  

    

 
 
  
 

, 

2 2
* * 2 2

2 1 1 2 2 1 3 2

1 1 1 1 1 1

1
2

n n n n n n

i i i i ri ri ai ai p ri p ai p

i i i i i i

W W D D k D k D k f       
     

 
       

 
     

 



for 1,...,i n . 

The schematic of the proposed control is depicted in Fig.1.  

 
Figure  1.  Adaptive NNs control diagram for a robotic system with time-varying constraints. 

Theorem 1. For the integrated manipulator dynamics (4), under Assumptions 1- 3, with the proposed 

control (10), (16), (17), (20), and (21) together with update laws (24), and bounded NNs basis function 

 h Z , and given any initial set defined by, 

 
      1 1, 1,..., 0 0 0i i oi i oiq i n k q k      (32) 

and providing that  1
ˆ 0W ,  2

ˆ 0W ,  ˆ 0rD , and  ˆ 0aD  are bounded, then the following properties hold: 

(i) the error signals 1e , 2e , and 3e  in the closed-loop system will remain in the compact set defined by, 

 

   1 2 3 1 2 3

min min

2 2
: , , , 1,..., , , ,e i i i i i ie e e i n e e e

M L 

   
         

  

, 

where   2 10V      and  1 22 tan
i mi mi

k k     and  1 22 tan
i ni ni

k k    . 

(ii) the error signals 1e , 2e , and 3e  will eventually converge to the compact set defined by, 

 

   
* * 2 2

1 2 3 1 2 3

1 min 1 min

2 2
: , , , 1,..., , ,eU i i i i i ie e e i n e e e

M L

 

   

  
         

  

, 

where  * 1 2

2 12 tan
i mi mi

k k     and  * 1 2

2 12 tan
i ni ni

k k    .  
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(iii) The joint space vector 1q  remains in the constraint set   

 

 , 1,...,y i oi i di i i di oiq i n k k q k k           R , 

 i.e. the multiple asymmetric time-varying joint space constraint is never violated. 

    (iv) All signals of the closed-loop system are bounded. 

Proof. Please see Appendix A. 

Remark 6. Following the same procedure with (i), it is easy to show that 1 2, , rW W D  and aD  are 

bounded. Accordingly, this development guarantees the stability as being semiglobally uniformly 

ultimately bounded  [81]. From (ii) and following the same line of argument with (iii), the steady state 

compact set for the joint space vector 1q  can be written as 

 * *, 1,...,f i i di i i diq i n k q k         R . It is obvious that the size of the initial compact set i  

affects the bounding compact set y , but not f .  

Remark 7. It is clear that by changing the design parameters, the smaller steady state set, eU , can be 

obtained. This can be achieved by adjusting control parameters to obtain smaller 1 , and larger 2 . 

Namely, i) increasing control matrix 2 3,k k , and control gains 1 2, , ,r a     might help to increase the 

constant 1 , and ii) decreasing control gains 1 2 3, ,   , and 1 2, , ,r a     might lead to reducing the 

constant 2 . However, as parameters 1Ŵ , and 2Ŵ  will only be estimated using tracking errors, if 1 , and 

2  are chosen to be too small, then using small 1 2,   may produce large NNs estimation weights, and 

similarly small ,r a  , may result in to large adapting disturbance parameters, and thus decrease the 

external disturbance robustness. On the other hand, choosing large 2 3,k k  may lead to the increase in 

motor input voltage and excite unmodeled dynamics. Accordingly, proper design parameters must be 

chosen by considering the balance between tracking performance and system stability.  

Remark 8. Compared with the previous works on constrained control of manipulator systems using 

BLFs ([40], and [41]), in the proposed control scheme in this paper, the linearly-in-parameter conditions 

of the system dynamics are eliminated and unknown actuator dynamics are further incorporated to 

increase the efficiency. Also, with respect to [45], [23] and [86], in this work the set of feasible initial 

positions is maximized by incorporating both time-varying and asymmetric barrier limits. Furthermore, 

different from [70-73], in the presented study, the constraints are dealt with directly and it removes the 

extra steps on mapping [70], error transformation [11, 71], or transforming the constrained system into 

an unconstrained one [72, 73].     

4.  Illustrative examples 

In this section, to illustrate that the developed method is effective, numerical simulations are utilized. 

A 3D revolute-revolute-prismatic robotic manipulator, (see Fig. 2) is selected as an example. The section 

includes two case studies. The first case study illustrates the tracking performance of the proposed 



control without violating constraints while relaxing different initial conditions. The second case study 

highlights the ability of the presented method to cope with time varying constrained sets. The detailed 

system parameters of the studied robotic manipulator model actuated by DC servomotors is chosen as 

1 2 kgm  , 2 1 kgm  , 3 0.2 kgm  , 1 0.35 mL  , 2 0.32 mL  , =1.6 dR I  , = 0.0048 dL I s ,

=0.19 / /e dK I V rad s , and =30 /N dK I Nm A , where dI  is the  3 3  Identity matrix.  

 

Figure  2.  Schematic of the revolute-revolute-prismatic robotic system 

The objective of control is so the joints of the robot manipulator  1q t ,  2q t , and  3q t  track the 

desired trajectories as          1 2 3, , sin 2 exp 0.2 ,0.5sin ,0.2sin
TT

d d d d
x q q q t t t t     with  0,10t  

second without violating the constraints defined as 1 , 1, 2, 3.oi i oik q k i    The initial adapting 

parameters and initial NNs weight estimates are chosen as        1 2
ˆ ˆ ˆ ˆ0 0 0 0 0.1ri ai i iD D W W    , for 

1,2 and 3.i   In addition, for bounding d , and u , we consider  30,30,20
T

M Mu   . The external 

disturbances are considered as  2sin , 3 , 6
T

r
d t q q     and 

     exp 2 , 0.2sin , 0.5exp 5
T

a
d t t t     , and the interaction force vector is defined as 

     1 2 32sin , 2cos , sin
T

f q q q     which is bounded by  2, 2, 1
T

f  .  For the simulation, the control 

gains are selected as 1 3 dk I , 2 3 dk k I  . Other control parameters are chosen as 1 2 100i i    , 

1 2 0.05i i ri ai       , and 0.1i   for 1,2, and  3.i   Also, the NNs with ten nodes on each 

hidden layer with the center i  uniformly distributed in  3,3 , with the width being 10i   are 

selected. The joint space constraints are written in the form,  

 

 

 

exp ,

exp ,

oi ui di oi

oi li di oi

k a t q a

k a t q a

   

    
 (33) 

for 1,2,...,3,i   where diq , and oia  denote the desired trajectory, and the required constraint values of 

  

  

  

  

  

  

  

  



the thi  joint, respectively; uia , and lia  can be defined according to the initial conditions. Accordingly, 

using the above asymmetric time-varying constraints, the constraint boundaries can cover any initial 

conditions, i.e. all 1i iq  , and they then exponentially tend to be close to the desired trajectories as 

 
0

lim expui ui
t

a t a


  , and  
0

lim expli li
t

a t a


  , and    lim exp lim exp 0ui li
t t

a t a t
 

    . 

Remark 9. Developing the asymmetric time-varying constraint can relax any initial condition and 

tend to the specific distance with the desired trajectory for the rest of the movement, while the 

constraints presented in most of previous works like [45, 87-89] are assumed to remain symmetric and 

constant which is not an advantageous assumption in practice. Note that using symmetric and time-

invariant constraints may also have some inefficiency for the initial condition which is far from the 

desired trajectory. In that case, the designer has to choose a constant constraint which is far from the 

desired trajectory and keep it constant with the rest of the movement. Accordingly, due to the probable 

large distance from the constraint with the real trajectory, such a constraint may be useless in practice 

specifically for states which are not located on the matching side with the desired trajectory. 

Remark 10. In several real applications, we can define the desired trajectory according to the design 

characteristics, and then by choosing the proper values of the desired distance, oa , the preferred 

constrained control can be satisfied. For example, in the upper-limb robotic rehabilitation, dq  can be 

defined according to the physical characteristics of the patient, and then by choosing proper amounts of 

oa , the safe tracking control can be achieved. 

4.1  First case study 

In this case study, we show the ability of the proposed method to tackle asymmetric time-varying 

constraints within different initial conditions. It is demonstrated that by defining constraint regions as in 

(33), and using the proposed method, that the error variables converged to small neighborhoods of zero, 

and the constrained sets are not transgressed, provided that the initial states are feasible. The initial 

conditions are selected as    0 1.8,0.8, 0.6 ,
T

q        0 0,0,0
T

q   and    0 0.1,0.1,0.1
T

I  . 

Moreover, the following constraint parameters are chosen, 1 2 30, 0.8 , 0u u ua a a   , and 

1 2 31.8, 0 , 0.6l l la a a    with 1 2 3 0.2.o o oa a a    Note that the magnitudes of uia , and lia  are taken 

from the initial conditions. The simulation figures are listed in Figs. 3–6.  

The tracking performance of the controller is shown in Fig.3. The figure shows that the proposed 

controller effectively tracks the given desired trajectories and the controller does not violate the set of 

time-varying constraints. As shown in this figure, using (33), the constraints are set so that they can be 

enlarged enough to cover the initial conditions. Thus, the controller is able to handle any initial 

conditions within the constrained regions by selecting proper constraint parameters. Figure 4 shows the 

control inputs. It is clear that the joint torques and the motor input voltages are saturated, while the 

control performance is satisfactory. The system errors converge to close to zero, as in Fig. 5. It can be 

seen from the figures that all errors converge to near zero within 2 seconds. Also, as it is shown in Fig. 5, 

due to imposing constraints on positions, the maximum values of the position errors are bound using the 

proposed method. The radial basis function NNs weights in the sense of two-norm are shown in Fig. 6. 

As shown in this figure these parameters are all bounded. 



   
        a. first joint       b. second joint         c. third joint 
Figure 3.  Position of joints with upper and lower bounds 

  
        a. joint control torques           b. input voltages 

Figure 4. Control inputs 

  
         a. errors in the position tracking           b. errors in the velocity tracking 
Figure 5. Tracking errors  
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         a. first NNs weights  1Ŵ           b. second NNs weights  2Ŵ  

Figure 6. Norms of radial basis functions NNs weights 

 

4.2  Second case study 

In this case study, the simulation is performed to highlight the effectiveness of the proposed method to 

provide a constrained behavior where variables are growing close to their bounds. To this end, we render 

smaller ranges for constrained error sets. Accordingly, the magnitude of constraint parameters 0ia  are 

decreased to 1 0.005,oa  2 0.01,oa   and 3 0.008.oa   Also, the initial conditions for the position are 

chosen as    0 0.1,0.1, 0.1
T

q     to be close to the desired trajectory.  Accordingly, the corresponding 

constraint parameters on (33) are selected as 1 2 3 0,u l ua a a   and 1 2 3 0.1l u la a a   . The execution 

time is increased to 25t   seconds, as well. Other simulation parameters are the same for the first 

simulation. The simulation figures are illustrated in Figs. 7–9. 

   
       a. first joint         b. second joint         c. third joint 

Figure 7.  Constrained tracking of positions 
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         a. first joint          b. second joint          c. third joint 

Figure 8.  Position tracking errors 

   
        a. first joint          b. second joint         c. third joint 
Figure 9.  Joint control signals 

The tracking performance of the constrained robotic controller is illustrated in Figs 7, 8. It is observed 

from Fig. 7 that all signals track the desired trajectories successfully. Figure 8, shows position tracking 

errors. As it is obvious in this figure, error signals never violate the constraints even if errors are growing 

close to their bounds. The control input signal d  is illustrated in Fig. 9. It can be observed by 

considering Fig 8, and Fig. 9 together that the control inputs grow to their peak values as the tracking 

error approaches their constraint boundaries. Thus, it provides larger control signals to prevent violation 

of the constraints. The tangent tvBLFs as discussed in the Introduction and the control design is 

responsible for such control effects. It can be observed from Figs. 7-9 that under the proposed tangent 

tvBLFs controller good tracking performance is achieved while the error signals never transgress the 

constraint sets. 

5.  Conclusion 

In this paper, a neural adaptive barrier control was developed for an uncertain robot subject to time-

varying joint space constraints. External disturbances, unknown interaction force, saturation of input 

signals, and uncertainties in both structural dynamics and actuator dynamics were considered, and the 

asymmetric tangent tvBLFs were employed to prevent the constraint violation. Appropriate NN weight 

update laws were designed to compensate for the uncertainties and to improve the system robustness. It 

was proven that multiple asymmetric time-varying joint constraints would not be violated and that the 

signals of the closed-loop system were bounded. The theoretical analysis has verified the performance of 
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the proposed control in tracking the desired trajectory subject to time-varying joint constraints. Then, the 

effectiveness of the theoretical results was illustrated by performing numerical simulations. Future 

research directions may include an extension of the constraints on the joint rate variables. Also, the 

presented control can be integrated with the impedance controller to improve the environment-robot 

interaction by control of both position and force. In practice, the proposed method can be used in robotic 

systems where constraints on joint variables are required. Robot dynamics and interaction forces, 

however, are not known. The ability to provide safety enables the method to obtain recent social 

applications besides the conventional industrial ones. Robotic surgery and the safe robotic rehabilitation 

are examples of recent practical applications.  

Appendix 

Proof of Theorem 1 

Proof. (i)  Uniform Boundedness (UB) 

The existence of 2 0   in (31) reveals that the system just achieves the stability, but it could not achieve 

the exponential stability. Based on the definition of nik  and mik  in Assumption 3, the initial condition 

(32) in term of initial error, 1ie , can be rewritten as, 

 
     10 0 0ni i mik e k   . (A. 1) 

By employing Lemma 4, (A. 1) can be formed as,   

 
 0 1, 1,...,i i n   . (A. 2) 

From the fact that 1 2V V     for all 1i i  R  and using Lemma 2 and considering (A. 2), it is 

established that, 

 
1, 1,..., .i i n     (A.3) 

Thus, it is obtained that 1 , 1,..., ,ni i mik e k i n     as follows from Lemma 4. 

Multiplying inequality (31) by  1exp t  and then integrating the results leads to,  

 

       2 2 2
1

1 1 1

0 0 exp 0 , 0,V t V t V t
  


  

 
         

 
 (A.4) 

which implies that  V t  is bounded. Accordingly, for 1,..., ,i n  we obtain 

   2 2

2 10 tan 2bi iV V k      . Applying some manipulations lead to 

   2 1 2

2 12 tan 0i biV k       which implies,  



 

 

 

2

1 1

12

1

2

1 1

12

0
2

tan 0

0
2

tan 0.

mi i mi

mi

i

ni ni i

ni

V

k e k
k

e

V

k k e
k



















          
  
  

 
           

 
 

 (A.5) 

Thus, 1i ie    for positive 1ie  and 1i ie    for negative 1ie . Combining both cases results in 

1i i ie    , 0, 1,..., .t i n     

Combining (12) and (A.4) we have    
22

2 2 min 2

1

1 1
0

2 2

T
V V e Me M e





     which leads to 

     
1/2

2 2 1 min2 0 .e V M     Similarly combining (18) and (A.4) results in 

     
1/2

3 2 1 min2 0 .e V L     

(ii)  Uniformly Ultimate Boundedness (UUB) 

From (A.4) and (5),  and (6), one can obtain,  
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 (A.6) 

If   2 10V   , then 1n i me    , with  1 2

2 12 tan
n ni ni

k k     , and 

 1 2

2 12 tan
m mi mi

k k    . In the case that   2 10V   , from (A.6) it is concluded that for any 

 * *max ,i i i    , there exists 1i , such that for any 1it   , 1 .i ie   Specifically, for any 

 1 22 tan
i i i

k k     , where     2 1 1 1 2 10 exp iV            with   2 10V    and 

 max ,i m i nik k k , then,  
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and  
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1lim max ,i i i
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e t
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   . (A.8) 

Following a procedure similar to that in 1e , one can obtain,  
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 (A.9) 

Then, with   2 10V   ,   *

2 2 1 min 22e M     and   *

3 2 1 min 32e L     ; and if 

  2 10V   , from (A.9) it is concluded that given any 
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*

3 3  , there exists 2  and 3 , 

such that for any 2it    and 3it    we have 2 2e   and 3 3e  , respectively. Specifically, given 

any 2  and 3  as, 
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 (A.10) 

then,  
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and  
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(iii) From 1 1 1i i i diq x e x   , di di dik x k   , and 1i i ie    , it can be concluded that 

i di i i dik q k      . Then, since i mik   it can be shown that i di mi di oik k k k     . Similarly, 

since i nik  , then i di ni di oik k k k     . Thus, we can conclude that i yq  .  

(iv) Signals 1 2,e e , 3e  and 1q  are bounded, as shown in (i) and (iii). From Assumptions 2, and 3, it can 

be concluded that mik  and nik  are bounded with the estimated bound as 1mi d i oik X K   and 

1 .ni d i oik X K   Thus, it is clear, from Assumption 2 that the stabilizing function   is also bounded. 

This leads to boundedness of 2x  as 2 2 .x e    Since     2 10 , 0V t V t     , then 

1 2
ˆ ˆ ˆ ˆ, , and r aW W D D are all bounded. Also, as 1h  and f  are bounded, it is clear from (16) and (17) that d  

is bounded in the set 1i  . Thus, from Lemma 4 and Assumption 3 one can conclude that d  is 

bounded within y . This leads to the boundedness of 3x , since 3 3 .dx e   Finally, from bounding u  

as 2
ˆ ˆand aW D , and 2h  are bounded, we conclude that all closed loop signals are bounded.   ■ 
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