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ABSTRACT

Nowadays, using a hearing aid (HA) is the most common treatment for hearing impaired people to improve their hearing capability due to its simplicity and efficiency. However, one of major problems in HAs is acoustic feedback which is caused by the acoustic coupling of the loudspeaker signal into the microphone of a HA. This acoustic feedback may lead the HA to be unstable and produce howling in some cases. Consequently, the signal quality of the system is degraded as well as maximum amplification is limited. To address the acoustic feedback problem, adaptive feedback cancellation (AFC) approaches are the most potential approaches. However, the standard AFC approach results in bias in estimation of the feedback path. The bias relates to the possibly high correlation between the loudspeaker and the incoming signal. The larger the bias, the worse the system performance is achieved. This correlation is an inherent problem of the closed-loop systems that the hearing aids and the sound reinforce systems (e.g., public address systems) are typical examples.

Many solutions to reduce this bias were proposed in the literature. Among them the prediction error method based AFC (PEM), which used pre-filters to pre-whiten the inputs of adaptive filter, was one of the most interesting methods for adaptive feedback cancellation in HAs, providing a significant performance improvement compared to the standard AFC method. However, the PEM applications are still limited to single-microphone single-loudspeaker (SMSL) HAs. Other recent research focus on using multi-microphone, variable step-size (VSS) control, subband, and fast-converging adaptive filter (FCAF) techniques for AFC in HAs. Recently, a trend of developing new AFC methods is based on a combination of different AFC techniques/methods to take advantage of benefits of each individual technique. The target of this dissertation is to develop new AFC methods for HAs following that trend such that the proposed methods enhance convergence and tracking rate while retaining low steady-state error of the system. Moreover, these proposed methods are
robust against different types of the incoming signals as well as against sudden changes in the acoustic feedback paths.

The first main contribution of this dissertation is to investigate the application of the PEM to a two-microphone single-loudspeaker HA with detailed theoretical analysis as well as practical experiments. Moreover, a new derivation for optimal filters in the two-microphone adaptive feedback control (AFC2) method will be provided.

The second contribution is to integrate FCAF techniques such as the APA, or the proportionate normalized least mean squares (PNLMS) algorithm, or the improved PNLMS (IPNLMS) algorithm into the PEM for the SMSL HAs.

The third contribution is to propose a novel variable step-size algorithm, called improved practical variable step-size (IPVSS) and then to apply it successfully for the PEM in the SMSL HAs.
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CHAPTER 1

Introduction

1.1 Motivation

Nowadays, the number of hearing impaired people have been increasing rapidly. Many reasons contribute to human’s hearing loss including exposure to noise, ageing, genetics, some diseases or certain medications. People who suffer from hearing loss face with difficulties in studying, working and living. To help those people improve their hearing capability, there are some treatments for hearing loss such as cochlear implants, using assistive listening devices or using hearing aids. Among those the most common and simplest treatment is to use hearing aids.

However, one of the major problems in hearing aids (HAs) as well as sound reinforcement systems is acoustic feedback caused by a coupling of the loudspeaker signal into microphone. Acoustic feedback lowers the achievable maximum amplification as well as signal quality. In the past five decades, lots of solutions for eliminating or reducing this negative effects of acoustic feedback, including feedforward suppression techniques (e.g., gain reduction, delay insertion, probe noise insertion, phase modulation and frequency shifting) and adaptive feedback cancellation (AFC) techniques have been studied. Among those the AFC techniques are the most effective approaches. Although the existing acoustic feedback control approaches can completely or partly cancel the acoustic feedback, under some conditions the system may still be unstable and howling effect may present [2]. Thus, a reliable method for acoustic feedback control is still sought after.

The motivation of this thesis is to investigate, develop and evaluate robust techniques for acoustic feedback control in HAs. Here robustness is defined
as the sensitivity of the techniques toward a variety of incoming signals and sudden changes in the feedback paths. Those techniques focus on adaptive feedback cancellation, which are applied for either single-microphone single-loudspeaker (SMSL) or multi-microphone single-loudspeaker (MMSL) HAs to improve their performance by lowering the bias in the estimation of the feedback path, enhancing the convergence/tracking rates while maintaining good signal quality.

For SMSL HAs, the thesis develops variant solutions to enhance adaptive feedback cancellation. Those AFC solutions include the implementation of fast-converging adaptive filtering (FCAF) algorithms in conjunction with the prediction error method (PEM), and the development of a novel variable step-size algorithm which can work effectively with different adaptive filtering algorithms such as the normalized least-mean-squares (NLMS) algorithm and the affine projection algorithm (APA).

For MMSL HAs, one potential AFC method called two microphone method for feedback cancellation (AFC2) was originally introduced in [3]. In this method an additional microphone was used to predict an incoming signal, then this predicted incoming signal was removed from adaptation process, resulting in a lower bias in the estimate of the feedback path. However, the “so-called” optimal solution in [3] consists of a derivation problem which is analyzed in detail in Section 2.4.2. To address that derivation problem, a novel derivation for the AFC2 approach is also proposed in this thesis. Moreover, a new AFC method based on a combination of the AFC2 method and the PEM, namely the PEM-AFC2, is also developed to further enhance the performance of those individual methods.

1.2 Thesis contribution

This work focuses on studying and implementing adaptive feedback cancellation techniques which are robust against different types of incoming signals such as male speech, female speech and music, and against sudden changes in the feedback paths. The proposed methods are evaluated with real speech and music as the incoming signals as well as with a sudden change of the feedback
path. The original contributions of this dissertation are as follows:

For the AFC solutions using MMSL:

- Provided a novel derivation for the AFC2 approach. In addition, the PEM is integrated into the AFC2 to further exploit the benefits of both individual methods, resulting in significant performance improvements.

For the AFC solutions using SMSL:

- Studied the implementation of different adaptive filtering algorithms in combination with the prediction error method for acoustic feedback control in hearing aids. In particular, the APA, the proportionate NLMS (PNLMS) and the improved PNLMS are applied to the PEM in order to considerably improve the convergence rate and tracking rate of the system while a low steady-state error is still maintaining.

- Proposed a new variable step-size algorithm, called improved practical variable step-size (IPVSS). The IPVSS has been successfully implemented for variety of adaptive filtering algorithms such as the NLMS, and the APA, in combination with the PEM in order to enhance the performance of the system. The frequency shifting (FS) is also considered as a technique which can decorrelate the loudspeaker signal and the incoming signal, resulting in significant performance improvement.

The contribution of this dissertation is summarized in Table 1.1.

1.3 Thesis outline

The thesis comprises six chapters. Chapter 1 provides the introduction which includes a brief introduction of the thesis, the motivation, thesis contribution and the outline. The chapter 1 is completed by a list of peer-reviewed publications.

Chapter 2 states the acoustic feedback problem and the necessity of acoustic feedback control techniques in hearing aids. Several solutions for acoustic feedback control including feedforward suppression as well as adaptive feedback cancellation using either MMSL or SMSL are reviewed and discussed. The
Table 1.1: Proposed AFC methods in this dissertation.

<table>
<thead>
<tr>
<th>AFC methods</th>
<th>Two-microphone</th>
<th>PEM</th>
<th>Adaptive filtering algorithm</th>
<th>VSS control</th>
<th>FS</th>
</tr>
</thead>
<tbody>
<tr>
<td>PEM-AFC2</td>
<td>✓</td>
<td>✓</td>
<td>NLMS</td>
<td></td>
<td></td>
</tr>
<tr>
<td>PEM-APA</td>
<td></td>
<td>✓</td>
<td>APA</td>
<td></td>
<td></td>
</tr>
<tr>
<td>PEM-PNLMS, PEM-IPNLMS</td>
<td>✓</td>
<td></td>
<td>PNLMS, IPNLMS</td>
<td></td>
<td></td>
</tr>
<tr>
<td>PEM-IPVSS-NLMS</td>
<td>✓</td>
<td>✓</td>
<td>NLMS</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>PEM-IPVSS-APA</td>
<td>✓</td>
<td>✓</td>
<td>APA</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>PEM-IPVSS-NLMS-FS</td>
<td>✓</td>
<td>✓</td>
<td>NLMS</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>PEM-IPVSS-APA-FS</td>
<td>✓</td>
<td>✓</td>
<td>APA</td>
<td>✓</td>
<td>✓</td>
</tr>
</tbody>
</table>
chapter also provides evaluation measures which use to evaluate the performance and the quality of an AFC algorithm.

Chapter 3 proposes a new derivation which completely solve the mathematical problem of the “so-called” optimal solution for the AFC2 method introduced in [3]. Moreover, a combination of the PEM and the AFC2 method is proposed, namely PEM-AFC2, to further reduce the bias in estimation of the feedback path. Derivation for the proposed PEM-AFC2, which demonstrates that a better solution for bias deduction can be obtained compared to the AFC2 approach, is also provided. Furthermore, the theoretical derivation has been verified by experimental results.

Chapter 4 introduces the applications of fast-converging adaptive filtering algorithms such as the APA and the PNLMS/IPNLMS to the PEM for acoustic feedback control in hearing aids. While the APA uses not only the current but also the previous loudspeaker signals as input signals to the adaptive filter, the PNLMS/IPNLMS algorithms exploit the shape of the estimated feedback paths to compute the tap-dependent step-size. As a result, those adaptive filtering algorithms are powerful in improving convergence and tracking rates whilst maintaining a low steady-state error compared to the conventional LMS and NLMS algorithms, especially when the incoming signal is spectrally coloured.

Chapter 5 provides a novel variable step-size solution, the IPVSS, which is then integrated into the PEM using either the NLMS algorithm or the APA. By using the IPVSS, the adaptive filter tends to pick up the high values of the step-size when the system is unstable or close to instability and to get the low step-size values when the system is converged, resulting in improved convergence and tracking rates while maintaining a low steady-state error. Moreover, a small frequency shifting (FS) is added to provide further decorrelation between loudspeaker and incoming signals while keeping signal quality almost unchanged.

Chapter 6 concludes the thesis and introduces some future works.
1.4 List of peer-reviewed publications

The following papers have been published or accepted based on certain works in this dissertation:


Signal and Information Processing Association Annual Summit and Conference (APSIPA-ASC), Hong Kong, Dec. 2015, pp. 308-313.


CHAPTER 2

Background

Chapter’s key points: background on
- Hearing loss and hearing aids
- Acoustic feedback problem
- Acoustic feedback control
- Adaptive feedback cancellation approaches
- Evaluation measures

This chapter first provides an overview of the hearing loss situation in the world population and the necessity of hearing aids for hearing impaired patients, cf. Section 2.1. Second it mentions one of the major problems of hearing aids, the acoustic feedback, in Section 2.2. Then Section 2.3 discusses the existing solutions for acoustic feedback problem in literature, which include feedforward suppression techniques and adaptive feedback cancellation techniques. Since this thesis only focuses on the latter techniques, some widely known adaptive feedback cancellation approaches using single-microphone single-loudspeaker (SMSL) as well as multiple-microphone single-loudspeaker (MMSL) are briefly reviewed in Section 2.4. The differences between the acoustic echo cancellation and the acoustic feedback cancellation are also highlighted in this section. Finally, the common measures used to evaluate the performance of the AFC approaches are given in Section 2.5.
2.1 Hearing loss and hearing aids

2.1.1 Hearing loss

Hearing loss or hearing impairment refers to a partial or total inability to hear [4]. The severity of hearing loss can be classified into 5 degrees, namely mild hearing loss, moderate hearing loss, moderately severe hearing loss, severe hearing loss and profound hearing loss. Table 2.1 shows the severity of hearing loss in decibels (dB) [1]. There are variety of factors causing hearing loss such as ageing, exposure to noise, genetics, some diseases or certain medications, etc. People, who suffer from hearing loss, find difficulty in communicating with others. For children, hearing loss causes adverse impacts on ability to learn spoken languages. For adults, the exclusion from communication results in frustration, loneliness, especially for older people. According to the World Health Organization’s (WHO) data [5], approximately 5% of the world’s population (corresponding to 360 million people) have disabling hearing loss, and 32 millions of them are children. The data also show that 1.1 billion people are at risk of hearing loss because of exposure to loud noise. Moreover, population ageing is also a major reason of hearing loss since there is a rapid increase in numbers of elderly people whose ability to hear reduces gradually with ageing. It is said that from year 2000 to 2050 the number of people who are over 60 years old will double, corresponding to an increase from 11% to 22% [6]. Approximately one-third of older people between the ages of 61 and 70 and more than 80 percent of those who are older than 85 years old suffer from hearing loss [7]. The treatments for hearing loss include cochlear implants, and use of hearing aids or assistive listening devices. Among those the most common and simplest treatment is to wear hearing aids.

2.1.2 Hearing aids

A hearing aid is an electronic device which helps hearing impaired people to restore their hearing capability. Normally a hearing aid is constructed by a microphone, a receiver (loudspeaker), an amplifier and a battery. Firstly, the microphone picks up sound waves from surrounding environment, then those sound waves are converted into electrical signals. Secondly, those electrical
Table 2.1: Severity of hearing loss (dB) [1].

<table>
<thead>
<tr>
<th>Severity</th>
<th>Hearing Threshold (dB)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mild</td>
<td>26 - 40</td>
</tr>
<tr>
<td>Moderate</td>
<td>41 - 55</td>
</tr>
<tr>
<td>Moderately severe</td>
<td>56 - 70</td>
</tr>
<tr>
<td>Severe</td>
<td>71 - 90</td>
</tr>
<tr>
<td>Profound</td>
<td>90</td>
</tr>
</tbody>
</table>

Signals are amplified by using an amplifier before they are transferred to the loudspeaker. Finally, the loudspeaker transforms the electrical signals back into the sound signals which are then delivered to the ear canal. A battery provides power supply for all elements of a hearing aid.

Nowadays, there are two main types of hearing aids based on their relative positions to the ear, namely behind-the-ear (BTE) hearing aids, and in-the-ear (ITE) hearing aids. The ITE hearing aids are divided into two classes, completely-in-the-canal (CIC) and in-the-canal (ITC) hearing aids. Along with the development of technologies, the structure of modern hearing aids becomes more complex. A hearing aid may be integrated with more than one microphone and one loudspeaker and a multitude of audio signal processing techniques. It has more functionalities and provides better signal quality whilst its size becomes smaller and smaller. The latest products of digital hearing aids have new features which allow them to communicate with other devices, for instance, smartphones, hearing loops, etc., via Bluetooth [8].

### 2.2 Acoustic feedback problem

Acoustic feedback refers to a phenomenon in which a loudspeaker signal is partly coupled into a microphone. Thus the microphone signal consists not only the incoming signal but also the acoustic feedback signal. This microphone signal is then looped back into the loudspeaker through a signal processing path (so-called the forward path). By that way, a closed-loop system is generated, cf. Figure 2.1.

Acoustic feedback is the cause for the degradation of the received sound quality
Figure 2.1: Acoustic feedback system.

as well as for the limitation of the achievable maximum stable gain. It may drive the system to be unstable. Under certain situations, the “howling” may occur.

The sound reinforcement systems (for instance, public address (PA) systems) and the hearing aids are two typical examples of the realistic acoustic feedback systems which suffer from acoustic feedback problem.

For simplicity, assume that all AFC systems which are mentioned in this dissertation are discrete-time, linear time-invariant and have stationary incoming signals. Throughout this dissertation, vectors and matrices are emphasized using lower and upper letters in bold, respectively. \( E \{ . \} \) denotes the expectation operation and the superscript \( T \) denotes transposition. The auto-correlation matrix of a vector \( \mathbf{m} \), the cross-correlation matrix between two vectors \( \mathbf{m} \) and \( \mathbf{n} \), and the cross-correlation vector between a vector \( \mathbf{m} \) and a scalar \( \varsigma \) are represented by \( \mathbf{R}_m, \mathbf{R}_{mn} \) and \( \mathbf{r}_{m\varsigma} \), respectively, i.e., \( \mathbf{R}_m = E \{ \mathbf{mm}^T \} \), \( \mathbf{R}_{mn} = E \{ \mathbf{mn}^T \} \), and \( \mathbf{r}_{m\varsigma} = E \{ \mathbf{m}\varsigma \} \).

Figure 2.1 illustrates the acoustic feedback problem. The microphone signal and loudspeaker signal are denoted as \( x(k) \) and \( y(k) \), respectively. The feedback path \( F(q) \) consists of the features of the analog-to-digital (ADC) and digital-to-analog (DAC) converters, the frequency characteristic of the micro-
phone and the loudspeaker, and the acoustic feedback path. It can be represented as a polynomial transfer function in $q$, i.e.,

$$F(q) = f^T q,$$  \hfill (2.1)

where $f = [f_0, f_1, \ldots, f_{L_f-1}]^T$ is a vector of length $L_f$ denoting the true feedback path, and $q = \begin{bmatrix} 1 & q^{-1} & \ldots & q^{-L_f+1} \end{bmatrix}^T$. The notation $q^{-1}$ is the discrete-time delay operator. The acoustic feedback signal is defined as

$$v(k) = F(q) y(k) = f^T y(k),$$  \hfill (2.2)

where $k$ is the discrete-time index, and $y(k)$ is the loudspeaker signal, $y(k) = [y(k), y(k-1), \ldots, y(k-L_f+1)]^T$ is a vector of length $L_f$. The microphone signal $x(k)$ is a combination of the incoming signal (or desired signal) $u(k)$ and the acoustic feedback signal $v(k)$, i.e.,

$$x(k) = u(k) + v(k) = u(k) + F(q) y(k).$$  \hfill (2.3)

In the ideal case, the loudspeaker signal is produced by processing the microphone signal using the forward path $K(q)$ as follows

$$y(k) = K(q) x(k).$$  \hfill (2.4)

Assuming that the forward path $K(q)$ includes an amplifier with gain $|K|$ and a delay $d_k$ such that $d_k \geq 1$ sample, i.e.,

$$K(q) = q^{-d_k} |K|.$$  \hfill (2.5)

The acoustic feedback system is known as a closed-loop system due to the presence of the forward path. By substituting Eq. (2.3) into Eq. (2.4), the transfer function $C(q)$ of the closed-loop system from the incoming signal $u(k)$ to the loudspeaker signal $y(k)$ is obtained as

$$C(q) = \frac{K(q)}{1 - K(q) F(q)}.$$  \hfill (2.6)
The stability condition of the above linear closed-loop system is determined based on the Nyquist stability criterion which is stated that the closed-loop system is unstable if the following conditions for the loop gain $|K(e^{j\omega}) F(e^{j\omega})|$ and the loop phase $\angle K(e^{j\omega}) F(e^{j\omega})$ are fulfilled [2, 9],

$$\begin{align*}
|K(e^{j\omega}) F(e^{j\omega})| & \geq 1 \\
\angle K(e^{j\omega}) F(e^{j\omega}) & = 2\pi n, \quad n \in \mathbb{Z},
\end{align*}$$

(2.7)

where $\omega \in [0, 2\pi]$ is the angular frequency, $K(e^{j\omega})$ and $F(e^{j\omega})$ are the frequency responses of the forward path and the acoustic feedback path, respectively.

The Nyquist stability criterion in Eq. (2.7) is essential for acoustic feedback control, since all acoustic feedback control methods effectively try to avoid either one or both of these conditions to be met [2].

### 2.3 Acoustic feedback control

Acoustic feedback is one of the major problems in hearing aids. During the past 50 years, many solutions for acoustic feedback control were given in the literature. In the beginning the research mainly focused on acoustic feedback control for the sound reinforcement systems, e.g., PA systems [2, 10, 11, 12, 13], while that kind of research for HA applications was considered in the last two decades [14, 15, 16, 17, 18, 19]. Those solutions either completely suppress the acoustic feedback or at least partially eliminate it manually or automatically. However, the system may still be unstable and howling may still occur in some circumstances [2]. Therefore, the demand for a reliable automatic acoustic feedback control approach is still growing.

Unlike a PA system, a HA has a much shorter impulse response (IR) of the acoustic feedback path. In fact, the length of the acoustic feedback path in PA systems is hundreds to thousands taps, whereas it is around 50-100 taps in HAs. The reason is that the distance between a loudspeaker and a microphone in a HA is much shorter than that in a PA system due to the small size of a hearing aid. In the PA systems, a microphone can be moved farther away from a loudspeaker to reduce the negative effects of acoustic feedback but this is not
possible to do in hearing aids. Nowadays, the trend of developing HA products aims at designing and producing reliable open-fit HAs with smaller sizes whilst enhancing sound quality and achievable maximum stable gain. Thus the acoustic feedback control for HA applications becomes more challenging than that for PA applications.

Generally, existing solutions for acoustic feedback control are categorized into feedforward suppression and adaptive feedback cancellation (AFC) approaches. This dissertation concentrates only on the automatic AFC methods for HAs.

2.3.1 Feedforward suppression

The feedforward suppression techniques are based on the idea that modifies the forward path by adding to it decorrelating operations such that the system is stable with the presence of the acoustic feedback path. Figure 2.2 presents the model of the feedforward suppression techniques. The simplest decorrelating operation is a delay which is used to decorrelate the loudspeaker and the incoming signal [20, 21]. Other common decorrelating operations include gain reduction, probe noise (PN), phase modulation (PM) and frequency shifting (FS).

![Feedforward suppression model](image)

Figure 2.2: Feedforward suppression model.

In the gain reduction methods, the gain of the forward path is reduced such that the system drives away from the loop gain condition in the Nyquist stability criterion (cf. Eq. (2.7)). The gain reduction methods are classified into...
automatic gain control (AGC) methods, automatic equalization (AEQ) 
methods and notch-filter-based (NF) methods [2]. Among them the most interesting 
methods are the NF methods. In the NF methods [22, 23, 24, 25, 26, 27, 28, 29], 
first the howling is detected, then the gain reduction is employed in the narrow 
frequency band around the critical frequencies, whenever the howling occurs. 
However, this method is reactive due to the fact that howling often occurs be-
fore it is actually identified [15, 22, 30, 31].

In the PN methods, a probe signal which is commonly white Gaussian noise is 
added to the loudspeaker signal [17, 19, 32, 33, 34, 35]. As a result, the corre-
lation between the loudspeaker signal and the incoming signal is reduced and 
an improvement in the performance of the system is achieved. However, the 
power of the inserted probe noise needs to be controlled such that it is inaudible 
for the hearing aid user.

In the PM methods [36, 37, 38], the phase of the microphone signal is controlled 
such that the loop phase condition in the Nyquist criterion (Eq. (2.7)) is not 
satisfied. By this way, the stability of the closed-loop system can be enhanced, 
regardless of the loop gain condition.

In the FS methods, an amount of frequency shifting which plays a role as a non-
linear operation is used in the forward path [11, 36, 39, 40, 41]. Consequently, 
lower correlation between the loudspeaker and the incoming signal is obtained, 
resulting in a higher maximum stable gain (MSG). However, a larger amount 
of FS may generate roughness in the signals, thus a small amount of FS ($f_0$) is 
recommended, i.e., $0 < f_0 \leq 10$ Hz in order to obtain a reasonable correlation 
reduction and to avoid significant sound quality distortions [42].

The main disadvantage of the feedforward suppression approaches is that the 
 improvement in the achievable MSG is limited [30, 36]. Moreover, the feedfor-
ward suppression approaches compromise the basic frequency response of the 
system, thus may cause negative effect on the sound quality [31].

2.3.2 Adaptive feedback cancellation

In reality, the acoustical environment to which the hearing aids is exposed can
vary significantly due to a variety of reasons such as chewing, yawning, coughing, sneezing, putting a palm on the face or the ear, using the telephone or mobile phone, moving the head, etc., resulting in significant changes in the acoustic feedback path. That is why an adaptive feedback canceler is needed. Recently, adaptive feedback cancellation (AFC) techniques have become popular solutions.

A standard continuous AFC model for a SMSL hearing aid is depicted in Figure 2.3. In this method, an adaptive filter \( \hat{F}(q) \) is used to estimate the true acoustic feedback path \( F(q) \). The estimated feedback signal \( \hat{v}(k) \) is computed as

\[
\hat{v}(k) = \hat{F}(q)y(k) = \hat{f}^T y(k),
\]

where \( \hat{f} = [\hat{f}_0, \hat{f}_1, \ldots, \hat{f}_{L_f-1}]^T \) is a vector of length \( L_f \) denoting the estimated IR of the true acoustic feedback path, and \( y(k) = [y(k), y(k-1), \ldots, y(k-L_f+1)]^T \) is a vector of length \( L_f \) denoting the loudspeaker signal. The error signal \( e(k) \) is produced by subtracting the estimated feedback signal \( \hat{v}(k) \) from the microphone signal \( x(k) \), i.e.,

\[
e(k) = x(k) - \hat{v}(k) = x(k) - \hat{f}^T y(k),
\]

where \( x(k) \) is defined in a manner analogous to Eq. (2.3).

![Figure 2.3: Standard adaptive feedback cancellation.](image)

The loudspeaker signal \( y(k) \) is generated by processing this error signal using
the forward path $K(q)$ as follows

$$y(k) = K(q)e(k).$$  \hspace{1cm} (2.10)

The transfer function $\overline{C}(q)$ of the closed-loop AFC system from the incoming signal $u(k)$ to the loudspeaker signal $y(k)$ can be expressed as

$$\overline{C}(q) = \frac{K(q)}{1 - K(q)[F(q) - \hat{F}(q)]}.$$  \hspace{1cm} (2.11)

If there is a perfect estimate of the acoustic feedback path, i.e., $\hat{F}(q) = F(q)$, the ideal case where the loudspeaker signal is a delayed and amplified version of the incoming signal will be obtained.

### 2.4 Adaptive feedback cancellation approaches

The AFC approaches can be classified into single-microphone single-loudspeaker (SMSL) AFC approaches as well as multi-microphone single-loudspeaker (MMSL) AFC approaches.

#### 2.4.1 SMSL AFC approaches

**Standard AFC**

This part describes the adaptation process in the standard AFC method which is widely used for HAs [15, 43, 44] (cf. Figure 2.3). In order to estimate the acoustic feedback, firstly the cost function is defined by the mean square error, i.e.,

$$J(\hat{f}) = E\{e^2(k)\} = E\left\{[x(k) - \hat{f}^T y(k)]^2\right\}.$$  \hspace{1cm} (2.12)

Secondly, minimizing the cost function with respect to (w.r.t) $\hat{f}$, i.e.,

$$\min_{\hat{f}} E\left\{[x(k) - \hat{f}^T y(k)]^2\right\},$$  \hspace{1cm} (2.13)

results in the Wiener solution

$$\hat{f} = E\{y(k)y^T(k)\}^{-1}E\{y(k)x(k)\}.$$  \hspace{1cm} (2.14)
Substituting Eq. (2.3) into Eq. (2.14) results in [20]

\[ \hat{f} = f + \frac{R_y^{-1} r_{yu}}{\text{bias}}. \]  

(2.15)

The estimation of acoustic feedback path in Eq. (2.15) yields a bias. This bias is a result of the correlation between the loudspeaker and incoming signal if the incoming signal is spectrally coloured (e.g., speech, tones, or music). Consequently, the output signal becomes distorted [20, 31].

A variety of adaptive filtering algorithms can be used to recursively approximate the acoustic feedback path, such as least-mean-squares (LMS) algorithm, normalized least-mean-squares (NLMS) algorithm, recursive least-squares (RLS) algorithm, affine projection algorithm (APA) and proportionate NLMS (PNLMS) algorithm [45, 46]. One of the most widely known adaptive algorithms is the LMS algorithm, which can be expressed as follows

\[ \hat{f}(k) = \hat{f}(k-1) + \mu y(k) e(k), \]  

(2.16)

where \( \mu \) is a step-size which controls the stability of the algorithm. The main advantage of the LMS algorithm is its simplicity, but it suffers from a gradient noise amplification problem when \( y(k) \) is large since the second term of Eq. (2.16) is directly proportional to \( y(k) \). To cope with that gradient problem, the normalized least mean squares (NLMS) algorithm that the second term of Eq. (2.16) is normalized w.r.t the squared Euclidean norm of the vector \( y(k) \), i.e., [45]

\[ \hat{f}(k) = \hat{f}(k-1) + \frac{\mu}{\|y(k)\|^2 + \delta_{NLMS}} y(k) e(k), \]  

(2.17)

where \( \delta_{NLMS} \) is a small positive value added to avoid division by zero. As a result, the NLMS algorithm converges quicker than the LMS algorithm and becomes the most common adaptive filtering algorithm in practice. Although the convergence behavior of the NLMS algorithm is faster than the LMS algorithm, its convergence is still not fast enough when the input signal of the adaptive filter is spectrally coloured. To further improve the convergence of the NLMS
algorithm, some alternative solutions are introduced in the literature, including the RLS algorithm, the APA, and the PNLMS algorithm. However, those adaptive filter algorithms require an increase in the computational complexity.

In the RLS algorithm, the acoustic feedback path can be recursively updated as [45, 46]

\[
\hat{f}(k) = \hat{f}(k - 1) + \Theta(k) y(k) e(k),
\]

(2.18)

\[
\Theta(k) = \frac{P(k - 1)}{y^T(k) P(k - 1) y(k) + \epsilon},
\]

(2.19)

\[
P(k) = \epsilon^{-1} [P(k - 1) - \Theta(k) y(k) y^T(k) P(k - 1)],
\]

(2.20)

where \(0 < \epsilon < 1\) is the forgetting factor, and \(P(0) = \delta_{RLS} I\) with the identity matrix \(I\) and the regularization factor \(\delta_{RLS}\).

In the APA, \(P\) most recent input vectors is exploited to estimate the IR of an adaptive filter, where \(P\) denotes the projection order. The acoustic feedback path is updated using the APA as follows [46]

\[
\hat{f}(k) = \hat{f}(k - 1) + \mu Y(k) \left[ Y^T(k) Y(k) + \delta_{APA} I_P \right]^{-1} e(k),
\]

(2.21)

where \(I_P\) is the \(P \times P\) identity matrix; \(\delta_{APA}\) is a regularization factor; \(Y(k)\) and \(e(k)\) are the input matrix of adaptive filter \(\hat{F}(q)\) and the error vector, respectively.

\[
Y(k) = [y(k), y(k - 1), \ldots, y(k - P + 1)],
\]

(2.22)

\[
e(k) = x(k) - Y^T(k) \hat{f}(k),
\]

where \(x(k) = [x(k), x(k - 1), \ldots, x(k - P + 1)]^T\) is the microphone vector of length \(P\) and \(e(k) = [e(k), e(k - 1), \ldots, e(k - P + 1)]^T\) is the error vector of length \(P\). If \(P = 1\), the APA becomes the NLMS algorithm.

The estimated computational complexity per iteration for above mentioned adaptive filtering algorithms are compared in terms of the number of real additions and real multiplications for real-valued data (cf. Table 2.2) and for complex-valued data (cf. Table 2.3) [46].
Table 2.2: A comparison of the estimated computational complexity per iteration for mentioned adaptive filtering algorithms for real-valued data.

<table>
<thead>
<tr>
<th>Algorithms</th>
<th>Multiplications</th>
<th>Additions</th>
</tr>
</thead>
<tbody>
<tr>
<td>LMS</td>
<td>$2L_j + 1$</td>
<td>$2L_j$</td>
</tr>
<tr>
<td>NLMS</td>
<td>$3L_j + 1$</td>
<td>$3L_j$</td>
</tr>
<tr>
<td>RLS</td>
<td>$L_j^2 + 5L_j + 1$</td>
<td>$L_j^2 + 3L_j$</td>
</tr>
<tr>
<td>APA</td>
<td>$(P^2 + 2P)L_j + P^3 + P$</td>
<td>$(P^2 + 2P)L_j + P^3 + P^2$</td>
</tr>
</tbody>
</table>

Table 2.3: A comparison of the estimated computational complexity per iteration for mentioned adaptive filtering algorithms for complex-valued data.

<table>
<thead>
<tr>
<th>Algorithms</th>
<th>Multiplications</th>
<th>Additions</th>
</tr>
</thead>
<tbody>
<tr>
<td>LMS</td>
<td>$8L_j + 2$</td>
<td>$8L_j$</td>
</tr>
<tr>
<td>NLMS</td>
<td>$10L_j + 2$</td>
<td>$10L_j$</td>
</tr>
<tr>
<td>RLS</td>
<td>$4L_j^2 + 16L_j + 1$</td>
<td>$4L_j^2 + 12L_j - 1$</td>
</tr>
<tr>
<td>APA</td>
<td>$4[(P^2 + 2P)L_j + P^3 + P]$</td>
<td>$4(P^2 + 2P)L_j + 4P^3 + 2P^2$</td>
</tr>
</tbody>
</table>

**AFC using pre-filters**

The AFC using pre-filters has been a promising method for reducing bias in the estimate of acoustic feedback path in hearing aids. In this method, a pre-filter, which is an estimated inverse model of the incoming signal, is used to pre-whiten the inputs of the adaptive filter $\hat{F}(q)$. The AFC methods using fixed pre-filters have been introduced in [47, 48] with an assumption that the incoming signal model $G^{-1}(q)$ was known and inversely stable. However, the incoming signal model practically is unknown and highly time-varying. Hence, it is necessary to adaptively estimate $G^{-1}(q)$. In [16], the so-called prediction error method based adaptive feedback cancellation (PEM) which employed the adaptive pre-filter has been proposed. Simulations in [16] showed that the PEM yielded a significant performance improvement compared to the standard AFC methods for both real speech and music as the incoming signals. It also provided better performance than the AFC method using fixed pre-filters proposed in [48]. Variants of the PEM have been studied in [31, 49, 50, 51, 52, 53].

Figure 2.4 illustrates the PEM model. The PEM is developed based on an
assumption that the incoming signal is modeled by passing a white Gaussian noise sequence $w(k)$ through a monic and inversely stable all-pole filter $G^{-1}(q)$, i.e.,

$$u(k) = G^{-1}(q) w(k).$$

(2.23)

The microphone and loudspeaker signals are pre-whitened by using the filter $\hat{G}(q)$ which is an estimate of $G(q)$ as follows

$$x_p(k) = \hat{G}(q) x(k),$$

(2.24)

$$y_p(k) = \hat{G}(q) y(k),$$

(2.25)

where $x_p(k)$ and $y_p(k)$ are the pre-whitened microphone signal and pre-whitened loudspeaker signal, respectively. Subtracting the estimation of pre-whitened feedback signal from the pre-whitened microphone signal yields the pre-whitened error signal $e_p(k)$ as

$$e_p(k) = x_p(k) - \hat{f}^T y_p(k),$$

(2.26)

where $y_p(k) = [y_p(k), y_p(k-1), \ldots, y_p(k-L_f+1)]^T$ is a $L_f$-dimensional vector representing the loudspeaker signal.

![Figure 2.4: PEM model.](image)

Minimizing the mean square pre-whitened error signal, $E\{e_p^2(k)\}$, results in the optimal weight vector of the estimated feedback path in the PEM as follows:

$$\hat{f} = E\{y_p(k) y_p^T(k)\}^{-1} E\{y_p(k) x_p(k)\},$$

(2.27)
\[ \hat{f} = f + R_y r_y u_p, \]  
\[ (2.28) \]

where \( u_p(k) \) is denoted as

\[ u_p(k) = \hat{G}(q) u(k). \]  
\[ (2.29) \]

Substituting Eq. (2.23) and Eq. (2.29) into Eq. (2.28) yields a bias-free solution for the estimate of acoustic feedback path if the assumption in Eq. (2.23) is fulfilled, \( \hat{G}(q) = G(q) \), and there exists at least one sample delay in the forward path [49].

In the PEM, the estimated coefficients of acoustic feedback path are recursively updated using the NLMS algorithm as follows

\[ \hat{f}(k) = \hat{f}(k - 1) + \frac{\mu}{\|y_p(k)\|^2_2 + \delta_{NLMS}} y_p(k) e_p(k). \]  
\[ (2.30) \]

Note that the accuracy of the feedback path estimate \( \hat{F}(q) \) strongly depends on the accuracy of the incoming signal model estimate \( \hat{G}(q) \) [47].

**Subband techniques**

Subband techniques for adaptive filtering were widely used to identify long IRs with hundreds to thousands of taps like the echo paths in the AEC contexts. Generally these techniques use an analysis filter bank to separate the input signal into subband signals. A short-length adaptive filter is implemented per subband in time-domain. The subband signals can be decimated to considerably lower the spectral dynamic range within a subband, resulting in an improvement in convergence rate. Then these subband signals can be interpolated and processed by using a suitable synthesis filter bank to produce an estimate of the original signal. The subband techniques do not only enhance convergence rate of adaptive filters but also reduce the computational complexity since multiple short-length adaptive filters are implemented instead of a long full-length adaptive filter. The conventional subband AEC approaches can be found in [54, 55, 56]. The disadvantages of those methods include a delay introduced in the signal path (to far-end) and a possible degradation of the
signal quality since the decimation in the subband implementation may cause aliasing effects [57, 58]. To remove that delay a new structure for subband AEC methods, namely delayless subband adaptive filter architecture in which the adaptive weights are computed in subbands, but collectively transformed into an equivalent set of fullband filter coefficients has been proposed for both active noise control and AEC applications [59, 60, 61, 62, 63, 64, 65]. This new architecture provides no delay in the signal path while retaining all benefits of the conventional subband adaptive filter such as fast convergence and low computational burden. Moreover, it can significantly reduce the aliasing effects.

Unlike the AEC systems, HAs suffer from the possibly strong correlation between the incoming signal and loudspeaker. Therefore, modified solutions of subband adaptive filter for the AFC in HAs are necessary. Commonly those solutions require some additional techniques such as either the PEM or multiple microphones to pre-whiten the inputs of adaptive filters, resulting in a significant reduction of that inherent correlation. In [66] an AEC/AFC method which integrates transform domain processing (TD) with the PEM is proposed. The idea is to apply a unitary orthogonal transform, e.g., the discrete Fourier transform (DFT) or discrete cosine transform (DCT), to the pre-whitened input signal of an adaptive filter. The DFT or DCT may be considered as a bank of parallel filters which is tuned to different portions of the bandwidth of the input signal. However, the DFT is not the optimum transform for speech input signals due to its complex coefficients. The DCT (with real coefficients) which is closer to the optimal Karhunen-Loeve transform (KLT) is preferred for speech input signals [67]. A combination of TD with two-microphone AFC (AFC2) is introduced in [68], called the AFC2-TD. In this method, the second microphone is used to eliminate the contribution of the incoming signal to the identification of the feedback path. As a result, less correlation is achieved, leading to less bias in the feedback path identification. In the AFC2-TD, the DFT or DCT is implemented not only for the input signal of the adaptive filter as in [66], but also for the error signal. An adaptive filter is used in each subband to adapt a specific portion of the bandwidth. Then the fullband adaptive filter is syn-
thesized by adding the estimated coefficients of those subband adaptive filters together [68]. The subband signals after transform domain process are almost uncorrelated to each other [45, 67]. The convergence rate of adaptive filtering algorithms in the transform domain can be enhanced since an appropriate power normalization can convert the input autocorrelation matrix to a normalized matrix whose eigenvalue spread will be much smaller than that of the original input signal. Although improving the convergence was the original contribution of TD adaptive filtering, it turns out that the implicit decorrelation of the transformed input vector can be exploited in the PEM-based AFC and AEC [66, 67].

A drawback of the DFT/DCT filter bank is its large degree of spectral overlap, leading to severe aliasing distortion. Thus alternative designs of filter banks with smaller spectral overlap and without a large increase in the computational complexity are desirable. The aliasing can be reduced by decimating the subband signals by a factor less than the number of subbands [69]. In [70] an AFC method which uses subband technique in conjunction with the PEM, FS and variable step-size (VSS) control has been proposed for HAs to cope with strongly correlated input signals such as music. In that work, the PEM and adaptation process are implemented in each subband, whereas the FS is applied to the fullband loudspeaker signal. The VSS algorithms are used in subband adaptive filters in order to further control the convergence rate of the system. In [71] a combination of the delayless subband technique [59] with the PEM [16] is suggested for the AFC in HAs. This approach uses the PEM to pre-whiten the fullband loudspeaker and microphone signals which are used to compute the pre-whitened error signal. Then the delayless subband technique is implemented such that the pre-whitened loudspeaker signal and pre-whitened error signal are input signals of analysis filter banks. The prototype filter used to generate analysis filter banks is the one typically used in the uniform DFT modulated filter bank method [72]. In [73] a delayless multiband-structured subband implementation of the feedback canceler, which is inspired from the idea of [58, 65], is integrated with the PEM to further reduce the aliasing and band-edge effects.
The conventional NLMS algorithm employs a fixed step-size, which leads to a trade-off between the convergence/tracking rate and the steady-state error due to a high step-size corresponding to a fast convergence and a quick tracking rate but a high steady-state error while a low step-size corresponding to a slow convergence and a slow tracking rate but low steady-state error. Therefore, the VSS techniques provide potential solutions to improve that trade-off, resulting in a fast convergence, a quick tracking rate as well as a low steady-state error. Generally the VSS techniques use a discrete-time variable step-size $\mu(k)$ instead of a fixed step-size $\mu$ to estimate the acoustic feedback path. This variable step-size $\mu(k)$ is controlled in a way such that it tends to take large values when the system is unstable or close to instability (for example, in the beginning of the simulation or when the feedback path suddenly changes), and to take small values when the system converges. As a result, the system will converge fast while still maintaining a low steady-state error. The quick tracking rate is also obtained.

The VSS for NLMS (VSS-NLMS) algorithms are popular in the AEC contexts where the incoming signal and the loudspeaker are independent [74, 75, 76, 77, 78, 79, 80, 81, 82]. In most of the existing VSS-NLMS algorithms, the variable step-size is computed based on some parameters which are unknown or not easy to be tuned in practice. In [77] a fair comparison among several of those VSS-NLMS algorithms are considered. The non-parametric VSS NLMS (NPVSS-NLMS) which is introduced in [79] is one of the most compelling VSS algorithms. This algorithm computes the variable step-size $\mu(k)$ based on the power of system noise. In the AEC applications, this system noise is the near-end signal. For the single-talk scenario where the near-end signal contains only the background noise, this power can be estimated during silences. However, this power can not be found easily for the double-talk scenario where the near-end signal contains both the background noise and the near-end speech [83]. To overcome that problem, variants of the NPVSS-NLMS algorithms have been proposed in [80, 81]. In those algorithms the unknown power of the near-end
signal is approximated by using the combinations of other known parameters such as the estimated power of the loudspeaker signal, the estimated power of error signal, the estimated power of microphone signal, and the estimated correlation between the error signal and the loudspeaker. Besides the NLMS algorithm, the VSS techniques can be integrated with some other adaptive filtering algorithms such as the APA (called VSS-APA) [77, 84, 85, 86, 87], and the PNLMS/IPNLMS (VSS-PNLMS/-IPNLMS) algorithms [88].

Although the VSS techniques are popular for the AEC context, their applications for the AFC contexts are still limited due to the possible high correlation between the incoming signal and the loudspeaker. We found that not all VSS algorithms which are successfully applied to the AEC applications can work well in the AFC applications due to the remaining correlation [89]. Thus alternative solutions are required. The VSS techniques for the AFC in hearing aids can be found in [70, 90, 91]. In those techniques, first the above correlation needs to be reduced by means of injecting probe noise into the loudspeaker [90] or using (white) background noise and prefilters [91] or using a combination of prefilters, subband techniques and frequency shifting [40]. Then the VSS techniques are applied to estimate the acoustic feedback path. Other adaptive filtering algorithms such as the APA and the PNLMS algorithms can be integrated into the VSS techniques [92, 93, 94, 95, 96] for the AFC in HAs. However, the use of those algorithms may significantly increase computational complexity, especially when a high projection order is chosen. In [97], the AFC method which employs prefilters in conjunction with an affine combination of two NLMS adaptive filters has been proposed for HAs. This method is based on the idea that using prefilters to reduce the inherent correlation between the loudspeaker and the incoming signal, then combining the output of two adaptive filters with different step-sizes (one step-size is much larger than another) [98, 99, 100] to improve the system’s performance.

2.4.2 MMSL AFC approaches

The performance of HAs can be improved by using multiple microphones for adaptive feedback cancellation. In general, the MMSL AFC approaches can
be classified into two groups. The first group focuses on using a linear beamformer to spatially filter the microphone or incoming signals (called the beamforming AFC group) [101, 102, 103] and the second group without use of any beamformer, but an FIR filter to adaptively estimate the incoming signal which is then removed from the filter adaptation process (called AFC2 group) [3, 104].

**Beamforming AFC**

A beamformer can be used in MMSL AFC methods for a combination of acoustic feedback cancellation and noise reduction [105, 106]. In these schemes, a beamformer is exploited at the outputs of microphones such that a strong beam can be steered towards the target direction and zeroes can be steered to other directions. The beamformer can be either fixed or adaptive. In a fixed beamformer, the filter coefficients are data-independent, i.e., they do not depend on the change of the acoustic environment. In contrast, the filter coefficients of an adaptive beamformer are data-dependent, i.e., they are adapted to respond to time-varying acoustic environment [102]. In [101, 107] the acoustic feedback has been canceled by using multi-channel adaptive system, then a traditional linear beamformer [108] is applied to the error signals in order to perform spatial filtering of the incoming signals, see Figure 2.5. In [109] a fixed beamformer is integrated into a novel developed earpiece [110] which consists of three microphones and one loudspeaker. The loudspeaker is placed in the vent, whereas one microphone is placed in the concha, one in the ear canal and the another one in the vent close to the loudspeaker. This beamformer is designed such that it steers a spatial null in the direction of the hearing aid loudspeaker, thus the acoustic feedback signal from loudspeaker can be ideally suppressed.

In principle, the beamformer can be applied either on the microphone signals (i.e., before the AFC process) or on the error signals (i.e., after the AFC process). In the former case, a single-channel AFC is implemented on the beamformer processed output signal. This setup provides less computational complexity, but the beamformer may cause negative impact on the feedback cancellation process, leading to signal distortion. In the latter case, a multi-channel AFC
is required. This increases the computational complexity, but there is no effect of the beamformer on the feedback cancellation process [111]. Figure 2.5 illustrates the MMSL AFC with beamformer located after AFC process [101, 107].

Figure 2.5: MMSL AFC with beamformer located after AFC process.

**AFC2 method review**

Recently, the AFC system using two microphones and one loudspeaker introduced in [3, 104] has become a potential method. It is known that in the standard AFC method the incoming signal behaves as a disturbance for the identification of the feedback path. Therefore, the main idea of the AFC2 method is to remove the contribution of the incoming signal in the identification process of the adaptive filter. To do that the second microphone is added and an estimate of the relative transfer function between two microphones, \( \hat{H}(q) \), is used to compute the estimate of the incoming signal. Then the estimated incoming signal \( \hat{u}_1(k) \) is subtracted from the error signal \( e_1(k) \), resulting in a new error signal \( e(k) \). This new error signal is used to control the adaptation process in adaptive filters \( \hat{F}_1(q) \) and \( \hat{H}(q) \).

Figure 2.6 illustrates the AFC2 model, in which the main microphone is located in the ear canal (Mic1) and the second microphone (Mic2) is placed behind the ear. The loudspeaker is placed near the main microphone (Mic1). The distance between the two microphones needs to be far enough to ensure that the second feedback signal is more attenuated than the first feedback signal [3, 104]. Each
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Figure 2.6: AFC2 model.

microphone receives the incoming signal from the surrounding environment as well as a feedback signal, i.e.,

\[ x_1(k) = u_1(k) + f_{1}^T y(k), \]

\[ x_2(k) = u_2(k) + f_{2}^T y(k), \]

where \( f_i = [f_{i,0}, f_{i,1}, \ldots, f_{i,L_i-1}]^T \) with \( i = 1, 2 \) is a FIR filter of length \( L_f \) modeling the \( i \)th acoustic feedback path; \( y(k) \) is the loudspeaker signal vector of length \( L_f \) and \( u_i(k) \) is the incoming signal received at the \( i \)th microphone. The filter \( f_i \) is represented as \( F_i(q) = f_i^T q \). Assuming that the incoming signals at both microphones are related as

\[ u_1(k) = h^T u_2(k) + \xi(k), \]

where \( h = [h_0, h_1, \ldots, h_{L_h-1}]^T \) is the impulse response of the relative transfer function (RTF) \( H(q) \) of length \( L_h \), \( u_2(k) \) is a vector of the second incoming signal with an appropriate length and \( \xi(k) \) is the residual error caused by undermodeling the RTF.
As mentioned above, the second microphone provides additional information. This information is utilized to estimate the first incoming signal $u_1(k)$ which is then subtracted from the error signal $e_1(k)$, forming a new error signal $e(k)$, i.e.,

$$e(k) = e_1(k) - \hat{u}_1(k), \quad (2.34)$$

where

$$e_1(k) = x_1(k) - \hat{v}_1(k) = u_1(k) + (f_1^T - \hat{f}_1^T)y(k), \quad (2.35)$$

and

$$\hat{u}_1(k) = \hat{H}^T x_2(k), \quad (2.36)$$

where $\hat{f}_1$ is the estimate of $f_1$, $\hat{v}_1(k) = \hat{f}_1^T y(k)$ is the output of the feedback canceler, $x_2(k) = [x_2(k), x_2(k-1), \ldots, x_2(k-L_h+1)]^T$ is a $L_h$-dimensional vector denoting the second microphone signal and $\hat{h} = [\hat{h}_0, \hat{h}_1, \ldots, \hat{h}_{L_h-1}]^T$ is a vector of length $L_h$ representing the IR of the FIR filter $\hat{H}(q)$ used to identify $H(q)$.

The loudspeaker signal is equal to

$$y(k) = K(q) e_1(k). \quad (2.37)$$

The error signal $e(k)$ is used to control the adaptation processes of both $\hat{F}_1(q)$ and $\hat{H}(q)$, resulting in a lower bias [3].

**Theoretical analysis**

In this part, the theoretical analysis for the AFC2 method, which was derived in [3], is briefly reviewed.

Substituting Eq. (2.36), Eq. (2.33), and Eq. (2.32) into Eq. (2.34) leads to

$$e(k) = (f_1^T - \hat{f}_1^T)y(k) + (h^T - \hat{h}^T)u_2(k) - f_{2_n}^T y(k) + \xi(k)$$

$$= \hat{f}_1^T y(k) + \hat{h}^T u_2(k) - f_{2_n}^T y(k) + \xi(k), \quad (2.38)$$
where \( f_1 = f_1 - \hat{f}_1 \), \( \bar{h} = h - \hat{h} \) and \( f_{2_{\bar{h}}} = \left[ f_{2_{\bar{h},0}}, \ldots, f_{2_{\bar{h},L_{\bar{h}}}} \right]^T \) is the coefficient vector of product \( \hat{H}(q) F_2(q) \).

Let \( x(k) = [y^T(k) \ u_2^T(k)]^T \), \( z(k) = [y^T(k) \ 0^T]^T \), and the vectors \( \bar{\pi} \) and \( \bar{b} \) be defined as
\[
\bar{\pi} = \left[ \begin{array}{c} f_1^T \\ \bar{h}^T \end{array} \right]^T, 
\quad (2.39)
\]
\[
\bar{b} = \left[ \begin{array}{c} f_2^T \\ 0^T \end{array} \right]^T, 
\quad (2.40)
\]
where the null vectors have the dimension of \( L_{\bar{h}} \).

Then the error signal \( e(k) \) can be reformulated as
\[
e(k) = \bar{\pi}^T x(k) - \bar{b}^T z(k) + \xi(k). 
\quad (2.41)
\]

Minimizing the cost function \( J(\bar{\pi}) = E\{e^2(k)\} \) with respect to \( \bar{\pi} \) results in the following so-called optimal solution
\[
\bar{\pi}_o = \left[ \begin{array}{c} \bar{f}_1_o \\ \bar{h}_o \end{array} \right] = R^{-1}_{\bar{x}\bar{x}} \bar{R}_{\bar{x}z} \bar{b} - R^{-1}_{\bar{x}\xi} r_{\xi}. 
\quad (2.42)
\]

As we can see from Eq. (2.39) and Eq. (2.40), the term \( \hat{h} \) appears in both definitions of \( \bar{\pi} \) and \( \bar{b} \), so that the “so-called” optimal solution for \( \min_{\bar{\pi}} \{E\{e^2(k)\}\} \) received in Eq. (2.42) is actually not an optimal solution for \( \bar{\pi} \). In this thesis a correct derivation is presented.

**Acoustic echo cancellation (AEC) vs. acoustic feedback cancellation**

The acoustic echo problem often occurs in the hands-free telephone sets and teleconferencing systems, where the loudspeaker receives speech signal from far-end. Then a part of acoustic signal radiated from the loudspeaker is fed back to the remote user via the microphone, which is considered as the so-called echo [112]. Similar to the feedback path, the echo path may be time varying according to the change of the acoustic environment in the room, e.g., opening or closing doors/windows, people moving around the room. Figure 2.7 demonstrates a conventional AEC model with SMSL. Like in the AFC
methods, an adaptive filter is also used in the AEC methods to estimate the echo path $F(q)$. The estimated echo path then is used to compute the estimated echo signal $\hat{v}(k)$ which is subtracted from the microphone signal $x(k)$ to form the error signal $e(k)$. Since the acoustic echo problem looks alike the acoustic feedback problem, some solutions dealt with both AEC and AFC have been proposed in the literature [66, 101, 107]. In contrast to the AFC systems in which the microphone signal consists of the feedback signal and the incoming signal (near-end signal), the microphone signal in the AEC systems may include either the echo signal (in the scenario of single-talk) or both the echo signal and the near-end signal (in the scenario of double-talk). Double-talk occurs when both far-end speech and near-end speech are available at the same time. Thus the echo problem in the double-talk scenario seem to be similar to the feedback problem. However, the major difference between the AEC and AFC systems is the absence of the forward path which is apparent in the AFC systems. In the AEC systems the loudspeaker signal comes from the far-end, while the error signal is sent to the far-end. The near-end and the far-end here mean the receiving and the transmitting ends of a communication channel, respectively. Therefore, the AEC systems are considered as open-loop systems, whereas the AFC systems are closed-loop systems.

The main problems in AEC systems are the double-talk and the non-uniqueness
problems. To solve the double-talk problem a double-talk detector (DTD) is implemented in order to detect the presence of the near-end signal. When the near-end signal is detected, the adaptive process is temporarily slowed down or frozen. Many solutions for the DTD can be found in [113, 114, 115, 116]. The non-uniqueness problem [117] is caused by the strong correlation among loudspeaker signals in stereo or multi-channel audio systems. Solutions for the non-uniqueness problem can be found in [117].

Due to the differences between the AEC and AFC problems, some solutions for the AEC problem may not work effectively for the AFC problem and vice versa. Thus alternative solutions for the AFC problem are desirable.

2.5 Evaluating performance of AFC methods

As aforementioned, the acoustic feedback systems suffer from the acoustic feedback problem that deteriorates the signal quality as well as degrades the maximum achievable amplification. Recently, the most common and efficient acoustic feedback control methods are adaptive feedback cancellation (AFC) methods, where an adaptive filter is used in the feedback canceler’s path to estimate the true feedback path. To evaluate and compare the performance of different AFC methods both objective and subjective tests can be used. The objective tests carry out measures based on the computer simulations, whereas the subjective tests use measures based on listeners. In the scope of this thesis, only the objective measures are considered. In particular, three most common objective measures including misalignment, maximum stable gain and added stable gain are used to evaluate the performance of AFC methods for hearing aids.

The misalignment (MIS) measures the distance between the true and the estimated feedback path [49, 118], i.e.,

$$MIS = 10 \log_{10} \left( \frac{\int_{0}^{\pi} \left| F(e^{j\omega}) - e^{-j\omega d_{fb}} \hat{F}(e^{j\omega}) \right|^2 d\omega}{\int_{0}^{\pi} \left| F(e^{j\omega}) \right|^2 d\omega} \right),$$

(2.43)

where $d_{fb}$ is a delay in the feedback canceler’s path; $F(e^{j\omega})$ and $\hat{F}(e^{j\omega})$ are frequency responses of the true and estimated feedback path at the normalized
angular frequency $\omega$, respectively.

The maximum stable gain (MSG) is defined as the largest gain assuming a flat frequency response $K(q)$ for hearing aid [49, 118], i.e.,

$$
\text{MSG} = 10 \log_{10} \left( \min_{\omega} \frac{1}{F(e^{j\omega}) - e^{-j\omega d} \hat{F}(e^{j\omega})} \right) \right). \tag{2.44}
$$

The added stable gain (ASG) is defined as the additional gain which is possible by using the feedback canceler [49], i.e.,

$$
\text{ASG} = \text{MSG} - 10 \log_{10} \left( \min_{\omega} \frac{1}{|F(e^{j\omega})|^2} \right). \tag{2.45}
$$

Moreover, the perceptual evaluation of speech quality (PESQ) [119, 120] is also used to measure speech quality. In the PESQ measure, two speech inputs are required, one of them is the reference (original) speech signal and the other is the test (degraded) signal. The value of the speech quality at the output of the PESQ measure is in the range $[-0.5, 4.5]$, where the values around 4.5 means excellent signal quality and the values around -0.5 means very poor signal quality.

To measure audio quality the perceptual evaluation of audio quality (PEAQ) [121] is used. Similar to the PESQ measure, the PEAQ measure also requires an original audio signal as a reference and the other audio signal as a test (degraded) signal. The grades of the audio quality at the output of the PEAQ measure are in the range $[-4, 0]$, where the values around 0 means very good signal quality and the values around -4 means very poor signal quality. Table 2.4 shows the grades of the PEAQ measure corresponding to signal quality [122].

2.6 Conclusions

Using HAs is the most common and simplest treatment for hearing impaired people. However, HAs cope with acoustic feedback problem which reduces the maximum amplification as well as the signal quality of HAs. Among acoustic feedback control approaches the adaptive feedback cancellation approaches are
Table 2.4: PEAQ measures.

<table>
<thead>
<tr>
<th>Grades</th>
<th>Description of impairments</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>Imperceptible</td>
</tr>
<tr>
<td>-1</td>
<td>Perceptible but not annoying</td>
</tr>
<tr>
<td>-2</td>
<td>Slightly annoying</td>
</tr>
<tr>
<td>-3</td>
<td>Annoying</td>
</tr>
<tr>
<td>-4</td>
<td>Very annoying</td>
</tr>
</tbody>
</table>

most efficient. Unfortunately, the standard AFC approach results in a bias in estimation of the feedback path due to the possibly high correlation between the loudspeaker and the incoming signal of a HA. To tackle this bias, either the SMSL AFC solutions such as the AFC using pre-filter, the AFC using subband techniques and the AFC with VSS algorithms or the MMSL solutions such as the beamformer or the AFC2 methods have been introduced in the literature. Some of existing AFC methods can significantly reduce this bias, but there is still a room to further lower it, leading to a further performance enhancement.

The following chapters aim at filling that room by proposing novel AFC methods which are strong at either reducing the bias in the estimate of feedback path or improving the convergence/tracking rates while preserving good signal quality when the incoming signal is spectrally coloured. Moreover, these proposed methods are robust toward different types of incoming signals and sudden changes in the feedback paths. In the next chapter, a new AFC method which is developed based on the AFC2 method will be proposed.
CHAPTER 3

Two-Microphone Adaptive Feedback Cancellation Techniques

Chapter’s key points:
- New insights into AFC2
- PEM-AFC2
- Experimental results

3.1 Introduction

The standard SMSL AFC method faces a large bias in the estimate of feedback path. This bias is a result of the high correlation between the loudspeaker and the incoming signal [20]. A vast range of solutions for SMSL AFC have been proposed in the literature to reduce that bias [15, 16, 48, 66, 68, 70, 71, 77, 90, 93, 123]. Among them the AFC methods using pre-filter, or employing subband techniques or applying variable step-size control algorithms are the most common methods. Among the AFC methods using pre-filter, the PEM [16] is a dominant method. In the PEM, a pre-filter which is the estimate of the inverse model of the incoming signal is used to pre-whiten the input signals of the adaptive filter, resulting in significant performance improvement. However, the quality of the identification of the feedback path strongly depends on the accuracy of the estimate of the inverse incoming signal model [31]. Moreover, the PEM does not cope well with the periodic incoming signals [124]. Subband techniques [54, 58, 125] use an analysis filter bank to separate the inputs of the adaptive filter into narrower frequency bins. The adaptive process has been carried in each subband. The subband techniques can reduce the com-
putational complexity as well as enhance the convergence of adaptive filters. However, the conventional subband method often yields a delay and aliasing effects, leading to a possible degradation of the signal quality. To tackle that problem some delayless subband AFC methods have been investigated in [59, 71, 72, 65]. Other effective subband solutions which integrate transform domain into the PEM or into the AFC2 method have been introduced in [66, 68]. In those transform domain AFC methods, the analysis filter bank is created by using a unitary orthogonal transform (DFT or DCT) and the fullband adaptive filter is synthesized by adding the estimated coefficients of subband adaptive filters together [68]. The disadvantage of the DFT/DCT filter bank is its large degree of spectral overlap, resulting in severe aliasing distortion [69]. A combination of subband technique, pre-filter, FS and VSS was proposed in [40, 70] for AFC in HAs with music as the incoming signal. The AFC methods using VSS algorithms for HAs are discussed in detail in Chapter 5.

It can be seen from the recent research that the AFC is integrated with other techniques/algorithms for acoustic feedback control, resulting in far more robust AFC methods compared to the standard AFC method [2]. Following this trend this chapter proposes a new AFC solution based on the AFC2 method for HAs, called the PEM-AFC2, which integrates the PEM into the AFC2 method. In the proposed method, PEM-AFC2, the two-microphone adaptive feedback control (AFC2) method with two microphones and one loudspeaker is used. The incoming signals at the two microphones are related by a relative transfer function (RTF) which is used to predict the incoming signal at the main microphone. In addition, a pre-filter is employed to pre-whiten the loudspeaker and the microphone signals before the adaptive filter estimates. Derivations demonstrate that the proposed method yields a lower bias than either the PEM or the AFC2 method. A new derivation for optimal filters in the AFC2 method is also provided. The performance of the proposed method is evaluated for speech shaped noise (SSN) as incoming signal and with undermodeling the RTF as well as with perfect modeling the RTF. Moreover, different types of incoming signals and a sudden change of feedback paths are also considered. The experimental results show that the proposed approach yields a significant
performance improvement compared to existing popular AFC methods such as the PEM and the AFC2. Thus far, to the author’s knowledge, studies into this AFC combination have not been reported. The results of this chapter have been presented in the author’s journal article [126] (accepted).

3.2 New insights into AFC using two microphones for HA

As discussed in Section 2.4.2, the “so-called” optimal solution in Eq. (2.42) is in fact not an optimal solution due to the dependency on $\hat{h}$. Therefore, an alternative derivation to completely solve that problem needs to be investigated.

In the following a new derivation for the AFC2 is proposed. Considering that $\xi(k)$ is the residual error caused by undermodeling the RTF ($\xi(k) \neq 0$), i.e.,

$$\xi(k) = h_{res}^T u_2(k),$$

where $h_{res} = [0, \ldots, 0, h_{Lh}, \ldots, h_{Lh_{full} - 1}]^T$ is the impulse response of $H_{res}(q)$. The full RTF has impulse response $h_{full} = h + h_{res}$, where $h = [h_0, \ldots, h_{Lh_{-1}}, 0, \ldots, 0]_L^T$, $Lh_{full}$ is the length of $h_{full}$.

The vector $\hat{h}$ is now defined as $\hat{h} = [\hat{h}_0, \ldots, \hat{h}_{Lh_{-1}}, 0, \ldots, 0]_L^T$ with $L_{\hat{h}} = L_h$.

In the new derivation, the error signal $e(k)$ can be obtained by substituting Eq. (2.33), Eq. (2.35), and Eq. (2.36) into Eq. (2.34), i.e.,

$$e(k) = h^T u_2(k) + \xi(k) + (\hat{f}_1^T - \hat{\hat{f}}_1^T) y(k) - \hat{h}^T x_2(k),$$

where $u_2(k)$ and $x_2(k)$ are defined in a manner analogous to those described in Section 2.4.2, but with the length $L_{h_{full}}$.

Let $z_1(k) = [y^T(k) \ x_2^T(k)]_L^T$, $z_2(k) = [y^T(k) \ u_2^T(k)]_L^T$, $a = [\hat{f}_1^T \ \hat{h}^T]^T$, and $b =$
\[
[f_1^T \ h^T]^T. \text{ The cost function is now defined as }
\]
\[
J(a) = E\left\{e^2(k)\right\}
= E\left\{\left[a^T z_1(k) - (b^T z_2(k) + \xi(k))\right]^2\right\}. \quad (3.3)
\]

Minimizing the cost function in Eq. (3.3) results in the optimal solution
\[
a_o = \begin{bmatrix}
\hat{f}_{1o} \\
h_o
\end{bmatrix} = R_{z_1}^{-1} R_{z_1 z_2} b + R_{z_1}^{-1} r_{z_1 \xi}.
\quad (3.4)
\]

The derivations for computing the terms \(R_{z_1}^{-1} R_{z_1 z_2} b\) and \(R_{z_1}^{-1} r_{z_1 \xi}\) are outlined in Appendix A. Hence,
\[
R_{z_1}^{-1} R_{z_1 z_2} b = \begin{bmatrix}
f_1 - f_{2h} \\
h
\end{bmatrix},
\quad (3.5)
\]
\[
R_{z_1}^{-1} r_{z_1 \xi} = \begin{bmatrix}
B_1 \\
B_h
\end{bmatrix},
\quad (3.6)
\]
where \(f_{2h}\) is a coefficient vector of the product \(H(q) F_2(q)\) and
\[
B_h = N^T r_{y \xi} + Q r_{x_2 \xi},
\quad (3.7)
\]
\[
B_1 = R_y^{-1} r_{y \xi} + (N r_{x_2 \xi} - N R_{x_2 y} R_y^{-1} r_{y \xi}),
\quad (3.8)
\]
with \(N = -R_{y}^{-1} R_{y x_2} \left(R_{x_2} - R_{x_2 y} R_y^{-1} R_{y x_2}\right)^{-1}, Q = \left(R_{x_2} - R_{x_2 y} R_y^{-1} R_{y x_2}\right)^{-1}.
\]

Therefore, the optimal solution in Eq. (3.4) can be rewritten as
\[
\hat{f}_{1o} = f_1 - f_{2h} + B_1,
\quad (3.9)
\]
\[
h_o = h + B_h.
\quad (3.10)
\]

For perfect modeling case, \(\xi(k) = 0\), hence \(r_{y \xi} = r_{x_2 \xi} = 0\). The Eq. (3.7) - Eq. (3.10) can be reformulated as
\[
B_h = 0,
\quad (3.11)
\]
\( B_1 = 0, \) \hspace{1cm} (3.12)

\( \hat{f}_{1_o} = f_1 - f_{2_h}, \) \hspace{1cm} (3.13)

\( h_o = h. \) \hspace{1cm} (3.14)

In this case, there is no bias in the estimate of \( H(q) \) and the accuracy of identification of \( F_1(q) \) now only depends on the value of \( f_{2_h} \). Thus, if the second feedback path \( f_2 \) is weak compared to the first feedback path due to their assigned positions, i.e., \( f_2 \approx 0 \), an unbiased estimate may be obtained. In practice, it is not possible to have \( f_2 \approx 0 \) since the distance between the loudspeaker and the second microphone could not be too far due to the small size of a hearing aid. Moreover, \( \xi(k) \) is not zero since it is difficult to model a physical system with no error.

In the AFC2 method, the optimal weight vectors \( \hat{f}_{1_o} \) and \( h_o \) in Eq. (3.4) can be recursively estimated as follows

\[ \hat{f}_1(k) = \hat{f}_1(k-1) + \frac{\mu}{\|y(k)\|^2 + \delta} y(k) e(k), \] \hspace{1cm} (3.15)

\[ \hat{h}(k) = \hat{h}(k-1) + \frac{\mu}{\|x_2(k)\|^2 + \delta} x_2(k) e(k), \] \hspace{1cm} (3.16)

where \( e(k) \) is defined as in Eq. (3.2) and \( \delta \) is a positive regularization factor.

### 3.3 Prediction error method based AFC for two-microphone HAs

The proposed PEM-AFC2 is based on the combination of two widely known methods, the PEM-AFC (a synonym of the PEM) and the AFC2. As a result, the proposed method inherits the benefits of both methods including lower bias terms, faster tracking rate as well as robust against different types of incoming signals and against sudden changes in the acoustic feedback paths. This section provides the theoretical analysis of the PEM-AFC2 in detail. This analysis is inspired from derivation of the PEM in [16] and the new derivation of the AFC2 in Section 3.2. The proposed derivations show that by pre-whitening the inputs of adaptive filters in the AFC2 method, the bias terms in the identifications of
the feedback channel \( \hat{F}_1(q) \) and the FIR filter \( \hat{H}(q) \) can be significantly reduced.

**Figure 3.1** illustrates the proposed PEM-AFC2 model. Assuming that the second incoming signal \( u_2(k) \) can be modeled as follows

\[
u_2(k) = G^{-1}(q) w(k) ,
\]

where \( w(k) \) is a zero-mean, white Gaussian noise sequence and \( G^{-1}(q) \) is a monic and inversely stable all-pole filter.

The loudspeaker and microphone signals are pre-whitened by \( \hat{G}(q) \) which is an estimate of \( G(q) \), before they are fed into adaptive filters. The pre-whitened error signal can be calculated as

\[
e_p(k) = e_{1p}(k) - e_{2p}(k) ,
\]

where \( e_{1p}(k) = x_{1p}(k) - \hat{F}_1(q) y_p(k) \) and \( e_{2p}(k) = \hat{H}(q) x_{2p}(k) \). The pre-whitened microphone and loudspeaker signals are defined as

\[
x_{1p}(k) = \hat{G}(q) x_1(k) ,
\]

\[
x_{2p}(k) = \hat{G}(q) x_2(k) ,
\]

\[
y_p(k) = \hat{G}(q) y(k) .
\]
The error signal \( e_p(k) \) is used to control the adaptive process in filters \( \hat{F}_1(q) \) and \( \hat{H}(q) \). By substituting Eq. (2.31) and Eq. (2.33) into Eq. (3.19) the pre-whitened microphone signal \( x_{1p}(k) \) can be reformulated as follows

\[
x_{1p}(k) = \hat{G}(q)[u_1(k) + \tilde{f}_1^T y(k)]
= h^T u_{2p}(k) + \xi_p(k) + \tilde{f}_1^T y_p(k),
\]

where \( \xi_p(k) = \hat{G}(q)\xi(k) \).

Hence, the pre-whitened error signal in Eq. (3.18) can be rewritten as

\[
e_p(k) = h^T u_{2p}(k) + \xi_p(k) + (\tilde{f}_1^T - \hat{f}_1^T) y_p(k) - \hat{h}^T x_{2p}(k).
\]

Assuming that the adaptation of \( \hat{G}(q) \) is decoupled from the adaptation of \( \hat{F}_1(q) \) and \( \hat{H}(q) \). The cost function for the PEM-AFC2 is denoted as

\[
J(a) = E\left\{e_p^2(k)\right\}
= E\left\{[a^T z_{1p}(k) - (b^T z_{2p}(k) + \xi_p(k))]^2\right\},
\]

where \( a, b \) are defined in a manner analogous to those in Section 3.2, and \( z_{1p}(k) = [y_p^T(k) x_{2p}^T(k)]^T, z_{2p}(k) = [y_p^T(k) u_{2p}^T(k)]^T. \)

Minimizing the cost function in Eq. (3.24) results in the optimal solution

\[
a_o = \begin{bmatrix} \tilde{f}_1^o \\ \tilde{h}_o \end{bmatrix} = R_{x_{1p},x_{2p}}^{-1} R_{x_{1p},y_p} b + R_{x_{1p}}^{-1} r_{x_{1p},\xi_p},
\]

The terms \( R_{x_{1p},x_{2p}}^{-1} \) and \( R_{x_{1p},y_p}^{-1} \) are derived in similar way as the terms \( R_{x_{1}}^{-1} R_{x_{1},x_{2}} b \) and \( R_{x_{1}}^{-1} r_{x_{1},\xi} \) (see Appendix A), hence

\[
R_{x_{1p},x_{2p}}^{-1} b = \begin{bmatrix} f_1 - f_{2h} \\ h \end{bmatrix},
\]

\[
R_{x_{1p}}^{-1} r_{x_{1p},\xi_p} = \begin{bmatrix} \tilde{B}_1 \\ \tilde{B}_h \end{bmatrix},
\]
where

\[
\tilde{B}_h = \tilde{N}^T r_{yp, \xi_p} + \tilde{Q} r_{x2p, \xi_p},
\]  
(3.28)

\[
\tilde{B}_1 = R_{y_p, \xi_p}^{-1} (\tilde{N} r_{x2p, \xi_p} - \tilde{N} R_{x2p, y_p} R_{y_p, \xi_p}^{-1} r_{y_p, \xi_p})\;
\]  
(3.29)

with \( \tilde{Q} = (R_{x2p} - R_{x2p, y_p} R_{y_p, x2p}^{-1})^{-1} \), \( \tilde{N} = -R_{y_p, y_p} R_{y_p, x2p} \tilde{Q} \).

The derivations in Appendix B show that for the case of undermodeling the RTF the following results are obtained:

\[
\tilde{B}_h = h_{res},
\]  
(3.30)

\[
\tilde{B}_1 = -R_{y_p, \xi_p}^{-1} r_{y_p, x2p} h_{res} = -R_{y_p, y_p} r_{y_p, x2p} \tilde{B}_h,
\]  
(3.31)

if the condition \( d_k > L_{h,full} - 1 \) is satisfied.

Therefore, the optimal solution in Eq. (3.25) can be reformulated as

\[
\hat{f}_{1o} = f_1 - f_{2h} - R_{y_p, \xi_p}^{-1} r_{y_p, x2p} h_{res},
\]  
(3.32)

\[
h_o = h + h_{res}.
\]  
(3.33)

For the case of perfect modeling the RTF, \( \xi(k) = 0 \) (i.e., \( h_{res} = 0 \)), the following results are obtained

\[
\tilde{B}_h = B_h = 0,
\]  
(3.34)

\[
\tilde{B}_1 = B_1 = 0.
\]  
(3.35)

The Eq. (3.30) in comparison to Eq. (3.7) shows that the proposed PEM-AFC2 results in a better solution for the estimate of \( H(q) \) compared to the AFC2 method when \( \xi(k) \neq 0 \). In fact, in that case the bias in the estimation of \( H(q) \) is exactly the residual part \( h_{res} \) as expected for the PEM-AFC2, but that estimation for the AFC2 method depends on a variety of correlations including \( R_y, R_{x2}, R_{x2y}, r_y \xi \) and \( r_{x2} \xi \). Similarly, a comparison between Eq. (3.31) and Eq. (3.8) shows that the PEM-AFC2 also achieves a better solution for the estimation of \( F_1(q) \) compared to the AFC2 method.
For the case $\xi(k) = 0$, the PEM-AFC2 and the AFC2 achieve the same bias for the estimates of $H(q)$ and $F_1(q)$ as shown in Eq. (3.34) and Eq. (3.35). In fact, there is no bias for the estimate of $H(q)$ and the estimate of $F_1(q)$ in this case only depends on the value of $f_{2h}$. These conclusions are verified in experimental results (cf. Section 3.4) which show that the PEM-AFC2 has much better performance than the AFC2 for the case undermodeling the RTF. The reason is that the pre-filters used in the PEM-AFC2 can reduce the bias by pre-whitening the inputs of adaptive filters. For the perfect modeling the RTF both methods will converge to the same level with very low steady-state error.

For the PEM-AFC2, the optimal coefficients $\hat{f}_{1o}, h_o$ in Eq. (3.25) can be updated using the NLMS algorithm as follows

$$\hat{f}_1(k) = \hat{f}_1(k-1) + \frac{\mu}{\|y_p(k)\|^2 + \delta} y_p(k) e_p(k), \quad (3.36)$$

$$\hat{h}(k) = \hat{h}(k-1) + \frac{\mu}{\|x_{2p}(k)\|^2 + \delta} x_{2p}(k) e_p(k), \quad (3.37)$$

with $e_p(k)$ defined in Eq. (3.18).

### 3.4 Experimental results

In simulations, measured feedback paths for the case without obstacle between loudspeaker and microphones (namely normal feedback paths) as well as for the case a flat object placed very close to the ear (namely closest feedback paths) have been used [3]. Figure 3.2 depicts the amplitude responses of the measured feedback paths. It shows that the closest feedback paths have higher amplitudes than the corresponding normal feedback paths. The normalized misalignment and added stable gain are used to evaluate the adaptive feedback control methods. The normalized misalignments for estimating $F_1(q)$ (namely MIS) and for estimating $H(q)$ (namely MIS_H) are denoted as [49]

$$\text{MIS} = 10 \log_{10} \left( \frac{\int_0^{\pi} |F_1(e^{j\omega}) - e^{-j\omega_d} \hat{F}_1(e^{j\omega})|^2 d\omega}{\int_0^{\pi} |F_1(e^{j\omega})|^2 d\omega} \right), \quad (3.38)$$
MIS_H = 10 \log_{10} \left( \frac{\int_{0}^{\pi} |H(e^{j\omega}) - \hat{H}(e^{j\omega})|^2 d\omega}{\int_{0}^{\pi} |H(e^{j\omega})|^2 d\omega} \right), \quad (3.39)

and the added stable gain is calculated as [49, 118]

\begin{align*}
\text{ASG} & = 10 \log_{10} \left( \min_{\omega} \frac{1}{|F_1(e^{j\omega}) - e^{-j\omega d_{fb}} \hat{F}_1(e^{j\omega})|^2} \right) \\
& - 10 \log_{10} \left( \min_{\omega} \frac{1}{|F_1(e^{j\omega})|^2} \right), \quad (3.40)
\end{align*}

where $d_{fb}$ is a delay in the feedback canceler’s path; $F_1(e^{j\omega})$ and $\hat{F}_1(e^{j\omega})$ are frequency responses of the true and the estimated feedback paths at the normalized angular frequency $\omega$, respectively. The following parameters are selected for all simulations: the delay in the forward path $d_k = 32$ samples, the gain in the forward path $|K| = 30$ dB, the delay in the feedback canceller’s path $d_{fb} = 16$ samples, the sampling frequency $f_s = 16$ kHz and $\delta = 10^{-6}$. The lengths of the true and estimated feedback paths are $L_f = 38$ and $L_{\hat{f}} = 22$, respectively. The length $L_h = L_{\hat{h}} = 10$ and $L_{hf_{\text{full}}} = 20$ are chosen. For all AFC methods using two microphones, the same step-sizes are chosen to update both adaptive filters $\hat{F}_1(q)$ and $\hat{H}(q)$.

![Figure 3.2: Amplitude responses of measured feedback paths.](image)

**3.4.1 Evaluate the proposed method for SSN as the incoming signal**

In this subsection, synthesized SSN is used as the second incoming signal to verify the theoretical analyses for the cases of undermodeling and perfect mod-
eling the RTF. This SSN is generated by passing a white Gaussian noise (WGN) sequence through an all-pole filter $G^{-1}(q)$ with the filter order of 20. The linear predictor coefficients (LPC) of filter $G^{-1}(q)$ are computed by using the autocorrelation method. The input of the autocorrelation method is clean speech which is constructed by concatenating 26 sentences spoken by 4 different speakers from the TIMIT database [127]. $P_s$ synthesized SSN signals are produced by using $P_s$ random WGN sequences as the input of the all-pole filter $G^{-1}(q)$. For each compared AFC method, simulations are run $P_s$ times for $P_s$ different synthesized SSN signals, then the mean misalignments for MIS (Mean MIS) and for MIS_H (Mean MIS_H) are computed, respectively, i.e.,

$$\text{Mean MIS} = \frac{1}{P_s} \sum_{i=1}^{P_s} \text{MIS}_i,$$  \hfill (3.41)

$$\text{Mean MIS}_H = \frac{1}{P_s} \sum_{i=1}^{P_s} (\text{MIS}_H)_i,$$  \hfill (3.42)

where $P_s$ is the number of simulation times, MIS$_i$ and (MIS$_H$)$_i$ are the normalized misalignments for estimating $F_1(q)$ and for estimating $H(q)$ with the $i$th SSN as the incoming signal, respectively. MIS$_i$ and (MIS$_H$)$_i$ are calculated in a similar way to Eq. (3.38) and Eq. (3.39), respectively. Here $P_s = 10$ and the normal feedback paths are selected. In this case, the actual $H(q)$ is a random white Gaussian sequence with full length of 20 and a standard deviation of 0.01. Ten random $H(q)$ are generated corresponding to 10 synthesized SSN signals. For the PEM-AFC2 the pre-filter $\hat{G}(q)$ is chosen such that $\hat{G}(q) = G(q)$.

Figure 3.3 depicts the performance of the AFC2 method and the PEM-AFC2 for the case of undermodeling the RTF ($\xi(k) \neq 0$). The same step-size $\mu = 0.001$ is selected for both methods. It can be seen that the PEM-AFC2 has much lower Mean MIS and Mean MIS_H corresponding to significantly lower biases in both estimates of $F_1(q)$ and $H(q)$ compared to the AFC2 method. In fact, the PEM-AFC2 provides more than 15 dB lower Mean MIS_H and approximately 10 dB lower Mean MIS. Moreover, the PEM-AFC2 converges faster than the AFC2 method.
Figure 3.3: Performance of AFC2 and PEM-AFC2 with normal feedback paths for undermodeling case ($\xi(k) \neq 0$), SSNs are incoming signals, a) mean of MIS_H for 10 generated SSNs, b) mean of MIS for 10 generated SSNs.
Figure 3.4 illustrates the performance of the AFC2 method and the PEM-AFC2 for the case of perfect modeling the RTF ($\xi(k) = 0$). To increase convergence rate the step-size $\mu = 0.005$ is chosen for both methods. Both the AFC2 and the proposed method yield a similar level of Mean MIS H which reaches to -110 dB when the system converges. This result is consistent with the theoretical analyses in Eq. (3.34) which prove that no bias in the estimate of $H(q)$ is achieved. Figure 3.4b shows that both mentioned methods reach to the same level of Mean MIS when the system converges. This result is also consistent with the theoretical analyses in Eq. (3.35) which show that both methods obtain the same bias for the estimate of $F(q)$. The Mean MIS for both methods can reach up to -45 dB, which is much higher than Mean MIS H. The reason is that the bias in the estimate of $F(q)$ is now decided by the term $f_2h$.

3.4.2 Evaluate the proposed method for real speech as the incoming signal

In the following scenario 1 and scenario 2, the performance of the PEM-AFC2 in comparison with the PEM-AFC and the AFC2 for real speech sequences as the incoming signals is evaluated. The incoming signals are recorded using two microphones which are designed as in [3]. The speech sources are constructed by using 30 IEEE sentences spoken by 3 male and 3 female speakers from NOIZEUS database [120]. In particular, the concatenated speech signal is generated by concatenating all 30 IEEE sentences together. The male speech signal and the female speech signal are produced by concatenating 15 male speech sentences and 15 female sentences, respectively. To obtain the incoming signals of 80 s length the male speech signal and the female speech signal are repeated several times and then truncated after 80 s. The step-sizes for all AFC methods are selected such that they provide a similar initial convergence rate. For example, the step-size $\mu = 0.001$ is selected for the AFC2 method, whereas $\mu = 0.0005$ is used for both the PEM-AFC and the PEM-AFC2. In all AFC methods using the PEM, a 20-order AR model of the incoming signal is computed for every frame of 160 samples by using the Levinson-Durbin algorithm [128]. To evaluate the quality of the speech signal, the perceptual evaluation of speech quality (PESQ) [120] is used. For the PESQ measures, the incoming signal $u_1(k)$ is chosen for the reference and the error signal $e_1(k)$ is for the test signal. The
Figure 3.4: Performance of the AFC2 and PEM-AFC2 with normal feedback paths for perfect modeling ($\xi(k) = 0$), SSNs are incoming signals, a) mean of MIS_H for 10 generated SSNs, b) mean of MIS for 10 generated SSNs.
average misalignment ($M_{IS}$) and average added stable gain ($A_{SG}$) are also computed over whole 80 s (i.e., 1280000 samples) of each realization.

![Figure 3.5: Performance of the PEM-AFC, AFC2 and PEM-AFC2 with normal feedback paths, concatenated speech as the incoming signals.](image)

**Scenario 1**: In this scenario, the feedback paths are normal feedback paths and the incoming signals are concatenated speech.

**Figure 3.5** depicts the performance of all considered AFC methods for the second scenario. It can be observed that the AFC2 method outperforms the PEM-AFC and the PEM-AFC2 outperforms the AFC2 method. The variation of the normalized MIS and ASG values over time in case of the PEM-AFC may
come from the model mismatch between $G(q)$ and $\hat{G}(q)$, whereas in the AFC2 method it may come from the model mismatch between the true $H(q)$ and the estimated $\hat{H}(q)$. That variation in the PEM-AFC2 method may be caused by both above reasons.

Table 3.1 shows that all considered AFC methods achieve high perceptual speech quality. The PESQ scores of the AFC2 and the PEM-AFC2 are similar but higher than that of the PEM-AFC. Moreover, the proposed PEM-AFC2 provides much better average misalignment ($\text{MIS}$) and average added stable gain ($\text{ASG}$), for instance, approximately 6.4 dB $\text{MIS}$ gain and 7.3 dB $\text{ASG}$ gain compared to the PEM-AFC, 2.6 dB $\text{MIS}$ gain and 2.3 dB $\text{ASG}$ gain compared to the AFC2 method.

Table 3.1: Evaluate performance of PEM-AFC, AFC2, PEM-AFC2 for concatenated speech as the incoming signals, normal feedback paths.

<table>
<thead>
<tr>
<th>AFC methods</th>
<th>PESQ</th>
<th>MIS</th>
<th>ASG</th>
</tr>
</thead>
<tbody>
<tr>
<td>PEM-AFC</td>
<td>4.427</td>
<td>-11.420</td>
<td>11.693</td>
</tr>
<tr>
<td>AFC2</td>
<td>4.481</td>
<td>-15.233</td>
<td>16.672</td>
</tr>
<tr>
<td>PEM-AFC2</td>
<td>4.466</td>
<td>-17.863</td>
<td>19.028</td>
</tr>
</tbody>
</table>

The PESQ of the HA without using control algorithm is also measured, $PESQ = 3.61$. It demonstrates that the PEM-AFC, the AFC2 method and the PEM-AFC2 provide an improvement of 0.82, 0.87 and 0.86 scores in PESQ compared to the case without control algorithm, respectively. The comparable PESQ scores among three considered AFC methods are expected due to the fact that the maximum stable gain of the system without feedback cancellation is approximately 27-29 dB (the maximum of $F_1$ in Figure 5). With the applied forward path gain of 30 dB, the system is approximately 3 dB overcritical. Hence, once the ASG is larger than approximately 5-6 dB, there will be almost no audible artifacts. Since all considered AFC methods reach this point of 5-6 dB ASG after a very similar time period (approximately 2-3 s) and only this period will contribute distortions that may make a difference in the PESQ scores, the PESQ scores are quite similar among those methods.

To statistically evaluate the differences in the PESQ among compared AFC
methods, the same experiment is repeated for 9 different incoming signals which are produced by concatenating 30 IEEE speech sentences extracted from NOIZEUS database with different order. A one-way analysis of variance (ANOVA) is used to calculate the mean value and the 95 percent confidence interval (CI) over ten above PESQ measures (including the first measure as shown in Table 3.1) for each AFC method. The results are \{3.616, [3.609, 3.622]\}, \{4.418, [4.412, 4.425]\}, \{4.481, [4.474, 4.487]\} and \{4.458, [4.451, 4.464]\} for the HA without using control algorithm, the PEM-AFC, the AFC2 method, and the PEM-AFC2, respectively, where the first term in the parenthesis indicates the mean value and the second term (bounded by square brackets) indicates the lower and upper limits for 95 percent CIs for the mean. It can be seen that the 95 percent CIs of all mentioned AFC methods are not overlapped. Hence, the mean PESQ is significantly different across measures using those AFC methods. To determine which AFC methods make a difference in the PESQ, a multiple comparison test using the Bonferroni method is performed. The test shows that all obtained p-values are smaller than 0.05, i.e., the mean PESQ measures of all mentioned AFC methods significantly differ across all AFC methods.

**Scenario 2:** In the second scenario, the feedback paths have been changed from the normal to the closest feedback paths in the middle of simulation time. The performance of the proposed method is evaluated for three types of incoming signals, including concatenated speech, male speech and female speech.

From Figure 3.6 - Figure 3.8, it can be seen that the proposed PEM-AFC2 outperforms the PEM-AFC, even when the feedback paths suddenly change after 40s. It also outperforms the AFC2 method for the normal feedback paths as well as provides lower misalignment and higher added stable gain for the closest feedback paths. Especially, the PEM-AFC2 can track the change of the channels much quicker than both the PEM-AFC and the AFC2 method. In particular, in the first 2 seconds after the change of the feedback paths, the proposed method achieves approximately 3 dB improvement in normalized misalignment compared to the two remaining methods when the incoming signals are male speech. For both cases that concatenated speech and female speech
are used as the incoming signals, those improvements are approximately 5 dB and 3 dB, respectively, compared to the PEM-AFC and the AFC2 method. It is recognized that both the AFC2 and PEM-AFC2 obtain less improvement on MIS and ASG for the closest feedback paths than for the normal feedback paths because now the second feedback paths (corresponding to the closest feedback paths) are strong, i.e., the term $f_{2h}$ is high, leading to a large bias in the estimation of the feedback path. These results match well with the theoretical analysis.

![Figure 3.6](image_url)

**Figure 3.6:** Performance of the PEM-AFC, AFC2 and PEM-AFC2 with a sudden change of feedback paths from normal to closest feedback paths after 40 s, concatenated speech as the incoming signal.
Figure 3.7: Performance of the PEM-AFC, AFC2 and PEM-AFC2 with a sudden change of feedback paths from normal to closest feedback paths after 40 s, male speech as the incoming signal.
Figure 3.8: Performance of the PEM-AFC, AFC2 and PEM-AFC2 with a sudden change of feedback paths from normal to closest feedback paths after 40 s, female speech as the incoming signal.
Table 3.2: Evaluate performance of PEM-AFC, AFC2, PEM-AFC2 for different types of incoming signals, feedback paths change from normal to closest feedback paths after 40 s.

<table>
<thead>
<tr>
<th>AFC methods</th>
<th>Incoming signals</th>
<th>PESQ</th>
<th>(\overline{MIS_1})</th>
<th>ASG1</th>
<th>(\overline{MIS_2})</th>
<th>ASG2</th>
</tr>
</thead>
<tbody>
<tr>
<td>PEM-AFC</td>
<td>Male speech</td>
<td>4.45</td>
<td>-11.05</td>
<td>11.86</td>
<td>-13.23</td>
<td>14.23</td>
</tr>
<tr>
<td>AFC2</td>
<td></td>
<td>4.48</td>
<td>-13.95</td>
<td>14.91</td>
<td>-14.16</td>
<td>15.92</td>
</tr>
<tr>
<td>PEM-AFC2</td>
<td></td>
<td>4.47</td>
<td>-16.69</td>
<td>17.51</td>
<td>-15.95</td>
<td>17.01</td>
</tr>
<tr>
<td>PEM-AFC</td>
<td>Female speech</td>
<td>4.39</td>
<td>-10.69</td>
<td>10.62</td>
<td>-12.31</td>
<td>11.91</td>
</tr>
<tr>
<td>AFC2</td>
<td></td>
<td>4.47</td>
<td>-14.47</td>
<td>14.79</td>
<td>-14.18</td>
<td>15.73</td>
</tr>
<tr>
<td>PEM-AFC2</td>
<td></td>
<td>4.46</td>
<td>-17.21</td>
<td>18.59</td>
<td>-16.14</td>
<td>16.87</td>
</tr>
<tr>
<td>PEM-AFC</td>
<td>Concatenated</td>
<td>4.43</td>
<td>-10.86</td>
<td>10.87</td>
<td>-13.07</td>
<td>13.90</td>
</tr>
<tr>
<td>AFC2</td>
<td>speech</td>
<td>4.48</td>
<td>-14.28</td>
<td>15.60</td>
<td>-14.56</td>
<td>16.72</td>
</tr>
<tr>
<td>PEM-AFC2</td>
<td></td>
<td>4.47</td>
<td>-17.00</td>
<td>18.11</td>
<td>-16.43</td>
<td>17.65</td>
</tr>
</tbody>
</table>

Table 3.2 summarizes the experimental results of PESQ, average MIS and average ASG for all considered AFC methods. The \(\overline{MIS_1}\) and \(\overline{ASG_1}\) present the average MIS and average ASG before the feedback paths change, whereas the \(\overline{MIS_2}\) and \(\overline{ASG_2}\) are those values after the change. All methods have PESQ scores larger than 4.4. However, the PEM-AFC2 obtains about 5.6 – 6.5 dB \(\overline{MIS_1}\) gain and 5.6 – 8.0 dB \(\overline{ASG_1}\) gain compared to the PEM-AFC as well as approximately 2.7 dB \(\overline{MIS_2}\) gain and 2.5 – 3.8 dB \(\overline{ASG_1}\) gain compared to the AFC2 method. After the feedback paths change, the PEM-AFC2 achieves approximately 2.7 – 3.8 dB \(\overline{MIS_2}\) gain and 2.8 – 5.0 dB \(\overline{ASG_2}\) gain compared to the PEM-AFC as well as approximately 2 dB \(\overline{MIS_2}\) gain and 1 dB \(\overline{ASG_2}\) gain compared to the AFC2 method.

3.4.3 Evaluate the proposed method for real music as the incoming signal

In this subsection, the proposed PEM-AFC2 with music as the incoming signal and with a sudden change of the feedback paths after 40 s is evaluated. The song "Imagine" by John Lennon is selected as the music signal. The same setup that is used in the scenario 3 is chosen, except a 51-order AR model of the incoming signal is selected. Since the music incoming signal is harder to be modeled than the speech incoming signal [129], a higher order is selected for
the AR model in order to improve the modeling accuracy, resulting in an improved system performance. Furthermore, the perceptual evaluation of audio quality (PEAQ) measure [121] is utilized to evaluate the quality of the music signal. For the PEAQ measures, the incoming signal $u_1(k)$ and the error signal $e_1(k)$ are also chosen as the reference and as the test signal, respectively.

**Figure 3.9** demonstrates the performance of the proposed method in comparison with the PEM and the AFC2 method for this scenario. It can be seen that the PEM-AFC2 outperforms the two other mentioned methods not only before the feedback paths change, but also after the change. Although the proposed method yields large variations after a sudden change of the feedback paths due to the larger mismatch in modeling the music incoming signal in this situation, it still provides lower misalignment, higher ASG, and quicker tracking rate than the PEM and the AFC2 method.

**Table 3.3** compares the average MIS and the average ASG of three mentioned AFC methods before and after the feedback paths change. It shows that the proposed PEM-AFC2 achieves approximately 7 dB gain compared to two remaining AFC methods before the change and 5 dB gain compared to the PEM-AFC, 2 dB gain compared to the AFC2 method after the change.

**Table 3.4** evaluates the signal quality of those AFC methods using PEAQ measures. It shows that three AFC methods have the same PEAQ scores for the initial convergence phase (0s-5s). The reason is that the step-sizes are selected such that all the AFC methods have the same initial convergence. However, for the first convergence phase (30s-35s), i.e., before the change of the feedback paths, the proposed method obtains the PEAQ score of -0.59 corresponding to a very good signal quality (almost imperceptible), whereas the PEM-AFC and the AFC2 method get the PEAQ score approximately -2 corresponding to a moderate signal quality (slightly annoying). Similar results are achieved for the re-convergence phase (38s-43s). During the second convergence phase (70s-75s), i.e., after the change of the feedback paths, the PEAQ score of the AFC2 method and the PEM are -1.61 (between perceptible but not annoying and slightly annoying), and -2.17 (slightly annoying), respectively. However, the PEAQ score
Figure 3.9: Performance of the PEM-AFC, AFC2 and PEM-AFC2 with a sudden change of feedback paths from normal to closest feedback paths after 40 s, music as the incoming signal.
Table 3.3: Evaluate average MIS and average ASG of PEM-AFC, AFC2, PEM-AFC2 for music as the incoming signal, feedback paths change from normal to closest feedback paths after 40 s.

<table>
<thead>
<tr>
<th>AFC methods</th>
<th>MIS1</th>
<th>ASG1</th>
<th>MIS2</th>
<th>ASG2</th>
</tr>
</thead>
<tbody>
<tr>
<td>PEM-AFC</td>
<td>-5.99</td>
<td>6.54</td>
<td>-8.10</td>
<td>9.45</td>
</tr>
<tr>
<td>AFC2</td>
<td>-5.30</td>
<td>5.82</td>
<td>-11.16</td>
<td>11.95</td>
</tr>
<tr>
<td>PEM-AFC2</td>
<td>-13.05</td>
<td>13.73</td>
<td>-13.43</td>
<td>14.35</td>
</tr>
</tbody>
</table>

Table 3.4: Evaluate PEAQ measures of PEM-AFC, AFC2, PEM-AFC2 for music as the incoming signal, feedback paths change from normal to closest feedback paths after 40 s.

<table>
<thead>
<tr>
<th>AFC methods</th>
<th>PEAQ (0s-5s)</th>
<th>PEAQ (30s-35s)</th>
<th>PEAQ (38s-43s)</th>
<th>PEAQ (70s-75s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>PEM-AFC</td>
<td>-2.20</td>
<td>-2.18</td>
<td>-2.11</td>
<td>-2.17</td>
</tr>
<tr>
<td>AFC2</td>
<td>-2.20</td>
<td>-2.20</td>
<td>-2.20</td>
<td>-1.61</td>
</tr>
<tr>
<td>PEM-AFC2</td>
<td>-2.20</td>
<td>-0.59</td>
<td>-0.10</td>
<td>-0.14</td>
</tr>
</tbody>
</table>

of the proposed method in this case is -0.1 (almost imperceptible). Overall, the proposed method provides better signal quality than two remaining methods for music incoming signal.

3.4.4 Computational complexity

In this section, a computational complexity comparison among the proposed PEM-AFC2, the PEM-AFC and the AFC2 methods is provided. Table 3.5 summarizes the number of real multiplications per output sample [69] for the three considered AFC methods, where we assume that a real multiplication and a real division have equal complexity. Generally, the proposed method has a larger computational complexity than either the PEM-AFC or the AFC2 method. In the PEM-AFC2 method \( \hat{H}(q) \) as well as the LPC coefficients need to be estimated, whereas in the AFC2 method only the \( \hat{H}(q) \) needs to be estimated and in the PEM-AFC method only the LPC coefficients need to be estimated. In particular, the computational complexity for estimating the LPC coefficients using the autocorrelation matrix and the Levinson-Durbin algorithm is \( \frac{5P_0^2 + 2LP_0 + P_0}{2L} \) multiplications, where \( P_0 \) is the AR-model order and \( L \) is the frame length. In addition, the pre-whitened signal at the output of each pre-filter is computed.
Table 3.5: Computational complexity per output sample.

<table>
<thead>
<tr>
<th>AFC methods</th>
<th>Computational complexity</th>
<th>#</th>
</tr>
</thead>
<tbody>
<tr>
<td>PEM-AFC</td>
<td>$\frac{5P_0^2 + 2LP_0 + P_0}{2L} + 2P_0 + 3L_f + 2$</td>
<td>134</td>
</tr>
<tr>
<td>AFC2</td>
<td>$3(L_f + L_{h_0}) + 4$</td>
<td>100</td>
</tr>
<tr>
<td>PEM-AFC2</td>
<td>$\frac{5P_0^2 + 2LP_0 + P_0}{2L} + 3P_0 + 3(L_f + L_{h_0}) + 4$</td>
<td>186</td>
</tr>
</tbody>
</table>

A numerical value is given for $P_0 = 20$, $L = 160$, $L_f = 22$, and $L_{h_0} = 10$.

using $P_0$ multiplications. The complexity for estimating the adaptive filter coefficients using NLMS algorithm is $3n + 2$ multiplications, where $n$ is the adaptive filter order [46].

3.5 Conclusions

In this chapter, a new derivation for the AFC2 method, which provides an actual optimal solution to the problem stated in [3], has been investigated. In addition, a novel AFC method based on a combination of the AFC2 method with the widely known PEM has been developed. In the PEM-AFC2, pre-filters are used to pre-whiten the input signals of adaptive filters for AFC in two-microphone hearing aids, resulting in further reduction of bias in the estimate of feedback path. The PEM-AFC2 has been theoretically analyzed and improved solutions for the identifications of the feedback path $F_1(q)$ as well as the FIR filter $H(q)$ were obtained when the PEM has been applied for the AFC2 method. The experimental results with correct assumptions match perfectly with the theoretical analyses for both undermodeling the RTF as well as perfect modeling the RTF. The proposed method is also robust against different types of incoming signals as well as against a sudden change in the feedback paths. In fact, the experimental results show that the proposed PEM-AFC2 yields a significant performance improvement in terms of MIS and ASG compared to other widely known methods such as the PEM or the AFC2 methods. Furthermore, it obtains as good signal quality as the two compared methods for speech incoming signals, but better signal quality for music incoming signals. It can also track the sudden change of the feedback paths quicker than the PEM-AFC as well as the AFC2 method.
CHAPTER 4

Fast-Converging Adaptive Filtering Algorithms for Adaptive Feedback Cancellation in Hearing Aids

Chapter’s key points:
- PEM-APA
- PEM-PNLMS
- PEM-IPNLMS
- Experimental results

In the previous chapter, the use of the two-microphone AFC method for HAs was considered. A new AFC method, which was a combination of the AFC2 method with the PEM, was proposed to improve the performance of the individual AFC approaches.

In this chapter we investigate the implementation of fast-converging adaptive filtering (FCAF) algorithms such as the APA, the PNLMS and the IPNLMS for the SMSL AFC approaches in HAs. The results of this chapter have been demonstrated in the author’s conference papers [35, 130].

4.1 Introduction

The most well-known adaptive filtering algorithm for estimating the coefficients of an adaptive filter is the LMS algorithm. This algorithm is simple and easy for implementation but it is subjected to gradient noise amplification problem if the input of adaptive filter is large. To address this problem the NLMS algorithm which normalizes the input of adaptive filter w.r.t its squared
Euclidean norm [45, 46] is an effective solution. As a result, the NLMS algorithm yields faster convergence compared to the LMS algorithm and becomes the most common adaptive filtering algorithm in practice. A brief review of the LMS, NLMS algorithms can be found in Section 2.4.1. In those algorithms there is a trade-off between fast convergence and low steady-state error. Although the NLMS algorithm provides a convergence improvement compared to the LMS algorithm, its convergence is considerably degraded when the input signal is spectrally coloured [75, 79, 82]. To enhance the convergence whilst maintaining a low steady-state error, many solutions have been proposed in the literature, including variable step-size (VSS) algorithms [74, 75, 77, 79, 81, 80, 82, 84, 90, 131, 132], the affine combination of two adaptive filters using different step-sizes [97, 98, 99, 100, 133, 134, 135] and the FCAF algorithms. The FCAF algorithms include the RLS algorithm [16], the APA [84, 92, 94, 136, 137], and the PNLMS or IPNLMS algorithms [138, 139, 140, 141, 142, 143]. Most of the aforementioned methods are commonly used in the AEC contexts, but a few of them are successfully applied for the AFC contexts due to the high correlation between the loudspeaker and the incoming signal in the AFC contexts.

This chapter only considers the AFC methods using FCAF algorithms for HAs. Those methods provide convergence improvement but they also increase computational complexity. The use of the RLS algorithm for AFC in HAs is not common due to its high computational complexity. In [92] an approximated APA has been applied for the AFC using pre-filter, and in [144] a variable step-size algorithm was used for the approximated APA. Moreover, an inverse gain filter in conjunction with pseudo APA has been used to compensate the delay in the estimate of the linear prediction coefficients [94]. In [95] the VSS-APA based on global speech absence probability (GSAP) has been introduced. By using the APA which updates the weight vector of adaptive filter based on a number of recent input vectors, the mentioned methods can improve the convergence. However, the common features of those mentioned methods include high computational complexity since a large prediction order was used ($P = 4 - 20$), and the incoming signals were SSNs or real speech with added white noise. Note that the added white noise contributes to decorre-
late the loudspeaker and the incoming signal, but the signal quality may be
degraded if the power of white noise is large. Other interesting FCAF algo-
rithms were the PNLMS and the IPNLMS algorithms. Variants of the PNLMS
algorithm, the Levenberg-Marquardt regularized NLMS (LMR-NLMS) and the
Levenberg-Marquardt regularized APA (LMR-APA), have been investigated in
[140]. However, those methods were developed for the AEC and the AFC in
PAs, not for the AFC in HAs. Note that the length of the feedback paths and
the distance between the loudspeaker and the microphone in HAs are much
shorter than those in PAs. Thus the acoustic feedback problem in HAs is more
severe than that in PAs. In [143] the PNLMS algorithm was employed for the
AFC2 method, but the size of HA was increased since the second microphone
is added.

The contribution of this chapter is the development of the SMSL AFC meth-
ods for HAs based on FCAF algorithms in conjunction with the PEM such that
those methods provide not only a fast convergence rate but also maintain a low
steady-state error. Unlike the existing methods, the proposed methods are ro-
bust toward a variety of incoming signals such as real speech or music without
adding white noise as well as toward sudden changes in the acoustic feedback
paths. In addition, the proposed methods require no prior knowledge of the
feedback paths as well as incoming signal power. Furthermore, the computa-
tional complexity only slightly increase since a small projection order of the
APA (\( P = 2 \)) is needed.

**Figure 4.1** depicts the model of the proposed AFC systems which is similar to
the PEM model [16, 31, 49], but uses the APA, or PNLMS or IPNLMS algorithms
to compute the coefficients of adaptive filter.

### 4.2 PEM-APA

This section describes in detail how to apply a classical APA for the PEM to im-
prove the convergence rate while maintaining a low steady-state error. The
same model of the PEM for both adaptive filtering algorithms such as the
NLMS and the APA is used, c.f **Figure 4.1**. In this method, the incoming signal
Figure 4.1: PEM model using fast-converging adaptive filtering algorithms.

is assumed to be modeled by an auto-regressive (AR) process, i.e.,

\[ u(k) = G^{-1}(q) w(k), \]  

(4.1)

where \( G^{-1}(q) \) is an all-pole filter and \( w(k) \) is a white Gaussian noise sequence. Normally, the inverse of that filter is an FIR filter whose coefficients are estimated by Levinson-Durbin algorithm [128] or Burg-Lattice algorithm [16, 46]. Then the estimated filter \( \hat{G}(q) \) is used to pre-whiten the loudspeaker and microphone signals, i.e.,

\[ x_p(k) = \hat{G}(q) x(k), \]  

(4.2)

\[ y_p(k) = \hat{G}(q) y(k). \]  

(4.3)

Commonly, the well-known NLMS algorithm is found to be an attractive choice for the PEM due to its simplicity and efficiency, but the convergence rate of the system deteriorates when the incoming signals are spectrally coloured.

The adaptive filter coefficients of the feedback canceller \( \hat{F}(q) \) in the case of the PEM-NLMS can be estimated by minimizing the mean-square prediction error, \( J_{PEM-NLMS} = E \{ |e_p(k)|^2 \} \), as follows

\[ \hat{f}(k) = \hat{f}(k-1) + \frac{\mu}{\|y_p(k)\|^2 + \delta} y_p(k) e_p(k), \]  

(4.4)
where $y_p(k) = [y_p(k), y_p(k-1), \ldots, y_p(k-L_f+1)]^T$ is a vector of the pre-whitened loudspeaker signal.

A classical affine projection algorithm, which provides a superior convergence rate compared to the NLMS algorithm, is employed for the PEM, especially for the case of speech as the incoming signal. In the proposed method, the PEM-APA, $P$ most recent input vectors are used to estimate the coefficients of an adaptive filter, where $P$ is a projection order. Thus, the input vectors of the feedback canceler $\hat{F}(q)$ in the PEM-APA can be defined as

$$Y_p(k) = [y_p(k), y_p(k-1), \ldots, y_p(k-P+1)]. \quad (4.5)$$

The vector $e_p(k) = [e_p(k), e_p(k-1), \ldots, e_p(k-P+1)]^T$, the pre-whitened error signal, is computed by subtracting the estimated feedback signal from the pre-whitened microphone signal, i.e.,

$$e_p(k) = x_p(k) - Y_p^T(k) \hat{f}(k), \quad (4.6)$$

where $x_p(k) = [x_p(k), x_p(k-1), \ldots, x_p(k-P+1)]^T$ is a vector of the pre-whitened microphone signal. By minimizing the mean-square prediction error, $J_{PEM-APA} = E \{e_p(k)^2\}$, the adaptive filter coefficients of the feedback canceler $\hat{F}(q)$ in the case of the PEM-APA can be estimated as follows

$$\hat{f}(k) = \hat{f}(k-1) + \mu Y_p(k)[Y_p^T(k)Y_p(k) + I_P\delta]^{-1}e_p(k), \quad (4.7)$$

where $I_P$ is an $(P \times P)$ identity matrix; $\delta$ is a small positive value to avoid division by zero; and $\mu$ is a fixed step-size used to control the update of $\hat{f}(k)$.

By selecting a small projection order $P$, e.g., $P = 2$, the computational complexity of the proposed method only slightly increases compared to the PEM-NLMS.

Probe noise $r(k)$, which is often a white noise signal, may be added into the loudspeaker signal before the adaptive process in order to further decorrelate
the loudspeaker and the incoming signal, i.e.,

\[ y(k) = K(q) e(k) + r(k). \] (4.8)

4.3 PEM-PNLMS and PEM-IPNLMS

4.3.1 PEM-PNLMS

The PNLMS algorithm was firstly introduced by Duttweiler for the AEC context [138]. This algorithm uses an adaptive step-size in proportion to the estimated filter coefficient to update each coefficient of the adaptive filter. Therefore, a significant improvement in adaptation speed compared to the NLMS algorithm can be achieved. Note that unlike the AEC systems, the AFC systems suffer from correlation between the loudspeaker signal and the incoming signal. In the proposed PEM-PNLMS for AFC applications, the PEM is used to decorrelate the loudspeaker signal and the incoming signal, resulting in a lower bias in the estimate of the feedback path. Then the pre-whitened signals are used in the PNLMS algorithm to further improve the initial convergence and tracking rate. The proposed PEM-PNLMS is described as

\[ \hat{f}(k) = \hat{f}(k-1) + \frac{\mu D(k-1) y_p(k) e_p(k)}{y_p^T(k) D(k-1) y_p(k) + \delta_{PNLMS}}, \] (4.9)

\[ D(k-1) = \text{diag} \left\{ d_0(k-1), \ldots, d_{L-1}(k-1) \right\}, \] (4.10)

where \( \delta_{PNLMS} \) is a regularization parameter and \( D(k-1) \) is a diagonal matrix. This diagonal matrix is used to allocate a step-size to each filter coefficient such that a larger coefficient receives a larger increment and vice versa. Hence, an increase in the convergence of that coefficient is achieved.

In the original PNLMS algorithm [138], the diagonal elements \( d_i(k) \) are computed as

\[ d_i(k) = \frac{\lambda_i(k)}{\sum_{i=1}^{L-1} \lambda_i(k)}, \] (4.11)

\[ \lambda_{\infty}(k) = \max \left[ \kappa, | \hat{f}_0(k) |, \ldots, | \hat{f}_{L-1}(k) | \right], \] (4.12)
\[
\lambda_l(k) = \max \left\{ \rho \lambda'_\infty(k), \left| \hat{f}_l(k) \right| \right\},
\]

(4.13)

where \(\rho\), \(\zeta\) are positive parameters with typical values \(\rho = 5/L_f\), \(\zeta = 0.01\). The constant \(\rho\) prevents \(\hat{f}_l(k)\) from stalling when it is very small and \(\zeta\) is a regularization parameter.

### 4.3.2 PEM-IPNLMS

To further improve the convergence of the PNLMS, the improved PNLMS [139, 141] modified the PNLMS by providing new rules to better exploit the shape of the estimated feedback path for calculating the tap-dependent step-size. In [139] the \(l_1\)-norm of the adaptive filter was exploited, whereas the \(l_0\)-norm was used in [141]. In this subsection the IPNLMS with \(l_1\)-norm or \(l_0\)-norm is proposed to be employed for the PEM in HAs.

The proposed PEM-IPNLMS \((l_1\text{-norm})\) method uses a smoother choice for the elements in Eq. (4.13), i.e.,

\[
\lambda_l(k) = (1 - \alpha) \frac{\| \hat{f}(k) \|_{l_1}}{L_f} + (1 + \alpha) \left| \hat{f}_l(k) \right|,
\]

(4.14)

where \(-1 \leq \alpha < 1\) and \(\| \hat{f}(k) \|_{l_1} = \sum_{l=0}^{L_f-1} |\hat{f}_l(k)|, l = 0, 1, \ldots, L_f - 1.\) Thus the diagonal elements of \(D(k-1)\) in Eq. (4.9) can be recalculated as

\[
d_l(k) = \frac{1 - \alpha}{2L_f} + (1 + \alpha) \frac{\left| \hat{f}_l(k) \right|}{2 \| f(k) \|_{l_1} + \varepsilon},
\]

(4.15)

where \(\varepsilon\) is a small positive value added to avoid division by zero. If \(\alpha = -1\), the IPNLMS becomes the NLMS algorithm. If \(\alpha \approx 1\), the IPNLMS is similar to the PNLMS algorithm. In practice, good choices for \(\alpha\) are -0.5 or 0. The relation among the regularization parameters of the mentioned algorithms are \(\delta_{PNLMS} = \delta_{NLMS}/L_f\) and \(\delta_{IPNLMS} = (1 - \alpha) \delta_{NLMS}/2L_f\) [139].

For the IPNLMS algorithm the \(l_0\)-norm can be a good alternative to the \(l_1\)-norm [141]. The \(l_0\)-norm of a vector is the number of its non-zero components. The
$l_0$-norm of a $L$-dimensional vector $\mathbf{b} = [b_0, b_1, \ldots, b_{L-1}]$ is defined as

$$\|\mathbf{b}\|_{l_0} = \sum_{l=0}^{L-1} f(b_l),$$  \hspace{1cm} (4.16)$$

$$f(b_l) = \begin{cases} 
1, & b_l \neq 0 \\
0, & b_l = 0.
\end{cases}$$  \hspace{1cm} (4.17)$$

The function $f(b_l)$ can be approximated as [145]

$$f(b_l) \approx 1 - \exp(-\gamma |b_l|),$$  \hspace{1cm} (4.18)$$

where $\gamma$ is a large positive value. Hence,

$$\|\mathbf{b}\|_{l_0} \approx \sum_{l=0}^{L-1} \left[1 - \exp(-\gamma |b_l|)\right].$$  \hspace{1cm} (4.19)$$

In the PEM-IPNLMS using the $l_0$-norm the equations Eq. (4.13) and Eq. (4.15) are rewritten as follows

$$\lambda_l(k) = (1 - \alpha) \frac{\|\hat{f}(k)\|_{l_0}}{L_f} + (1 + \alpha) \left[1 - e(-\gamma|\hat{f}(k)|)\right],$$  \hspace{1cm} (4.20)$$

$$d_l(k) = \frac{1 - \alpha}{2L_f} + (1 + \alpha) \frac{1 - \exp(-\gamma|\hat{f}(k)|)}{2 \|\hat{f}(k)\|_{l_0} + \varepsilon}.$$  \hspace{1cm} (4.21)$$

### 4.4 Experimental results

#### 4.4.1 Results for the PEM-APA

In this section, the proposed PEM-APA is evaluated for a real speech as the incoming signal. A dummy head with adjustable ear canals [146] in conjunction with a two-microphone behind-the-ear hearing aid and open-fitting ear molds [147] is used to measure acoustic feedback paths in two scenarios free-field ($F_1(f)$) and with a telephone receiver ($F_2(f)$) placed close to the hearing aid. The sampling frequency is $f_s = 16$kHz and the length of the measured feedback paths is $L_f = 100$. Figure 4.2 shows the amplitude and phase characteristics of the measured feedback paths used in simulations. A real speech signal created
by concatenating male and female speech used in [123] is selected as the incoming signal. All simulations are implemented with 50 s long speech as the incoming signal and with a sudden change from the free-field to the telephone-near feedback path at the 25th second. The normalized misalignment (MIS) and the added stable gain (ASG), which are denoted in a manner analogous to Eq. (2.43) and Eq. (2.45), are used for performance evaluation of the AFC methods.

The following settings are used for all simulations. The forward path gain and delay of the hearing aid are set to $|K| = 30 \text{ dB}$ and $d_k = 96$ samples, respectively. The feedback canceler path is delayed by 1 sample. The length of adaptive filter $L_f = 64$, and step-size $\mu = 0.001$ are chosen for the time-domain implementation. The prediction-error filter $G(q)$ is of order 17 and updated using the Levinson-Durbin algorithm every 10 ms in both the PEM-NLMS and the PEM-APA. For the PEM-APA, a small projection order of 2 is chosen to avoid a large increase in computational complexity.

Figure 4.2: Characteristics of measured feedback paths.

Figure 4.3 demonstrates the simulation results for the PEM using the NLMS algorithm and the APA for the case of no probe noise. The convergence performance of the PEM-APA outperforms that of the PEM-NLMS. When the feedback path changes from free-field feedback path to telephone-near feedback path at the 25th second, the PEM-APA can track that change quicker than the PEM-NLMS.
Figure 4.3: Performance of PEM-NLMS, PEM-APA (P=2) with step size $\mu = 0.001$, pre-filter order $L_p = 17$, real speech as the incoming signal.
Figure 4.4: Performance of PEM-NLMS, PEM-APA (P=2) in case of using probe noise, $SNR = 25$ dB, step size $\mu = 0.001$, pre-filter order $L_p = 17$, real speech as the incoming signal.
Figure 4.4 and Figure 4.5 illustrate the performance of the PEM-NLMS and the PEM-APA in the case of using probe noise (PN). In this case, a white Gaussian noise with $SNR = 25$ dB and $SNR = 20$ dB, respectively, are injected into the loudspeaker signal. All other parameters are set the same as the case of no probe noise. The probe noise provides further decorrelation between the loudspeaker and incoming signals, thus the better performance can be achieved for both mentioned systems. However, the PEM-APA-PN still outperforms the PEM-NLMS-PN in both terms of misalignment and added stable gain. It converges quicker and tends to yield lower steady-state error. Furthermore, it also obtains very fast tracking rate when the feedback path changes.

Table 4.1 and Table 4.2 compare the performance evaluation between the PEM-APA and the PEM-NLMS for the cases without and with probe noise, respectively. The $MIS_1$ and $ASG_1$ present the average MIS and average ASG before the feedback path changes, whereas the $MIS_2$ and $ASG_2$ are those values after the change. The PESQ scores are measured during the periods that the system has converged, e.g., PESQ1 scores are measured during the period of $35s – 39s$ (before the change of the feedback path) and PESQ2 scores are measured during the period of $75s – 79s$ (after the change of the feedback path). The PEM-APA and the PEM-NLMS without probe noise yield similar PESQ scores which are larger than 4.2 both before and after the change of the feedback path (cf. Table 4.1). It is meant that both methods obtain very good signal quality when the system has converged. However, the PEM-APA achieves approximately 2dB $MIS_1$ gain, 2dB $ASG_1$ gain as well as approximately 0.8dB $MIS_2$ gain and 0.8dB $ASG_2$ gain compared to the PEM-NLMS. Similarly, Table 4.2 shows that the PEM-APA and the PEM-NLMS with probe noise yield similar PESQ scores (larger than 4.2) both before and after the change of the feedback path. However, the PEM-APA achieves approximately 4 – 5dB $MIS_1$ gain, 2 – 3dB $ASG_1$ gain as well as approximately 1.8 – 2.4dB $MIS_2$ gain and 2.2dB $ASG_2$ gain compared to the PEM-NLMS.
Figure 4.5: Performance of PEM-NLMS, PEM-APA (P=2) in case of using probe noise, $SNR = 20$ dB, step size $\mu = 0.001$, pre-filter order $L_p = 17$, real speech as the incoming signal.

Table 4.1: Evaluate performance of PEM-NLMS and PEM-APA with $P = 2$, $\mu = 0.001$, $L_p = 17$, and real speech as the incoming signal.

<table>
<thead>
<tr>
<th>AFC methods</th>
<th>MIS1</th>
<th>ASG1</th>
<th>PESQ1</th>
<th>MIS2</th>
<th>ASG2</th>
<th>PESQ2</th>
</tr>
</thead>
<tbody>
<tr>
<td>PEM-NLMS</td>
<td>-15.16</td>
<td>16.92</td>
<td>4.45</td>
<td>-20.52</td>
<td>21.15</td>
<td>4.32</td>
</tr>
</tbody>
</table>
Table 4.2: Evaluate performance of PEM-NLMS-PN and PEM-APA-PN with $P = 2, \mu = 0.001, L_p = 17$, and real speech as the incoming signal.

<table>
<thead>
<tr>
<th>AFC methods</th>
<th>$SNR$</th>
<th>MIS1</th>
<th>ASG1</th>
<th>PESQ1</th>
<th>MIS2</th>
<th>ASG2</th>
<th>PESQ2</th>
</tr>
</thead>
<tbody>
<tr>
<td>PEM-NLMS-PN</td>
<td>25 dB</td>
<td>-16.12</td>
<td>18.30</td>
<td>4.43</td>
<td>-22.16</td>
<td>21.61</td>
<td>4.38</td>
</tr>
<tr>
<td>PEM-APA-PN</td>
<td></td>
<td>-20.32</td>
<td>20.39</td>
<td>4.41</td>
<td>-23.95</td>
<td>23.84</td>
<td>4.29</td>
</tr>
<tr>
<td>PEM-NLMS-PN</td>
<td>20 dB</td>
<td>-15.10</td>
<td>16.92</td>
<td>4.35</td>
<td>-22.44</td>
<td>21.91</td>
<td>4.37</td>
</tr>
</tbody>
</table>

4.4.2 Results for the PEM-PNLMS and PEM-IPNLMS

The proposed methods, PEM-PNLMS and PEM-IPNLMS, are evaluated for both speech and music as the incoming signals. The speech used as incoming signal is the same concatenated real male and female speech as in [123], while the music used as incoming signal is the song "Imagine" by John Lennon. All simulations are run for 80 s with a sudden change from the free-field to the telephone-near feedback path after 40 s. For the evaluation of all mentioned AFC methods the normalized misalignment ($MIS$) and the added stable gain ($ASG$) are defined in an analogous way to Eq. (2.43) and Eq. (2.45), respectively.

The following parameters are set for all simulations. The sampling frequency is $f_s = 16$kHz. The adaptive filter of length $L_f = 64$, step-size $\mu = 0.001$, $\delta_{NLMS} = \varepsilon = 10^{-10}$ and $\alpha = 0, \gamma = 50$ are chosen. The prediction-error filter $\hat{G}(q)$ of order 20 is updated using the Levinson-Durbin algorithm every 10 ms. The delay in the feedback canceller path is 1 sample, whereas the delay and gain in the forward path are $d_k = 96$ samples and $|K| = 30$ dB, respectively.

The first feedback path ($f_1$) and the second feedback path ($f_2$) were measured in free-field and with a telephone receiver close to the ear, respectively. Figure 4.6 shows the IRs of measured acoustic feedback paths of length $L_f = 100$ with a two-microphone behind-the-ear hearing aid [147] used for the simulations.

Figure 4.7 compares the performance of all mentioned methods for speech as the incoming signal. The proposed PEM-PNLMS outperforms the PEM-NLMS for both initial convergence and tracking rates while retaining a similar steady-
Figure 4.6: Impulse responses of measured feedback paths.

state error. The PEM-IPNLMS provides a further improvement in initial convergence and tracking rate compared to the PEM-PNLMS. The performance of the PEM-IPNLMS using $l_0$-norm is slightly better than the PEM-IPNLMS using $l_1$-norm.

Figure 4.8 illustrates the performance of the proposed methods for music as the incoming signal. It can be seen that the proposed PEM-PNLMS and PEM-IPNLMS have slightly faster initial convergence as well as lower misalignment and ASG than the PEM-NLMS for the free-field feedback path. The powerful characteristic of the proposed methods is exposed when the feedback path suddenly changes after 40s, where the tracking of the PEM-PNLMS and PEM-IPNLMS (with $l_1$-norm/$l_0$-norm) is quicker than that of the PEM-NLMS.

Table 4.3 and Table 4.4 summarize the performance evaluation of the PEM-NLMS, PEM-PNLMS and PEM-IPNLM for speech and music as the incoming signals, respectively. The $\overline{MIS}_1$ and $\overline{ASG}_1$ present the average MIS and average ASG before the feedback path changes, whereas the $\overline{MIS}_2$ and $\overline{ASG}_2$ are those values after the change. The PESQ score (for speech signal) and PEAQ score (for music signal) are measured during the periods that the sys-
Figure 4.7: (a) Misalignment, (b) ASG of the PEM using NLMS, PNLMS, IPNLMS algorithms with speech as the incoming signal.

Table 4.3: Evaluate performance of the PEM using NLMS, PNLMS, IPNLMS algorithms with speech as the incoming signal.

<table>
<thead>
<tr>
<th>AFC methods</th>
<th>MIS1</th>
<th>ASG1</th>
<th>PESQ1</th>
<th>MIS2</th>
<th>ASG2</th>
<th>PESQ2</th>
</tr>
</thead>
<tbody>
<tr>
<td>PEM-NLMS</td>
<td>-17.04</td>
<td>18.84</td>
<td>4.40</td>
<td>-21.33</td>
<td>22.16</td>
<td>4.32</td>
</tr>
<tr>
<td>PEM-IPNLMS (l1-norm)</td>
<td>-18.33</td>
<td>20.23</td>
<td>4.39</td>
<td>-21.89</td>
<td>22.60</td>
<td>4.37</td>
</tr>
</tbody>
</table>
Figure 4.8: (a) Misalignment, (b) ASG of the PEM using NLMS, PNLMS, IPNLMS algorithms with music as the incoming signal.

Table 4.4: Evaluate performance of the PEM using NLMS, PNLMS, IPNLMS algorithms with music as the incoming signal.

<table>
<thead>
<tr>
<th>AFC methods</th>
<th>( MTS_1 )</th>
<th>( ASG_1 )</th>
<th>PEAQ1</th>
<th>( MTS_2 )</th>
<th>( ASG_2 )</th>
<th>PEAQ2</th>
</tr>
</thead>
<tbody>
<tr>
<td>PEM-NLMS</td>
<td>-12.26</td>
<td>14.49</td>
<td>-2.00</td>
<td>-17.00</td>
<td>18.35</td>
<td>-2.28</td>
</tr>
<tr>
<td>PEM-PNLMS</td>
<td>-12.61</td>
<td>14.90</td>
<td>-1.99</td>
<td>-17.34</td>
<td>19.11</td>
<td>-2.11</td>
</tr>
<tr>
<td>PEM-IPNLMS (( l_1 )-norm)</td>
<td>-12.73</td>
<td>14.93</td>
<td>-2.02</td>
<td>-17.36</td>
<td>18.81</td>
<td>-2.2</td>
</tr>
<tr>
<td>PEM-IPNLMS (( l_0 )-norm)</td>
<td>-12.79</td>
<td>15.01</td>
<td>-2.00</td>
<td>-17.34</td>
<td>18.75</td>
<td>-2.16</td>
</tr>
</tbody>
</table>
tem has converged, e.g., PESQ1 and PEAQ1 are measured during the period of 35s – 39s (before the change of the feedback path) and PESQ2, PEAQ2 are measured during the period of 75s – 79s (after the change of the feedback path). All mentioned methods obtain the PESQ1 scores approximately 4.4 and the PESQ2 scores approximately 4.35 for speech as the incoming signal. It is meant that all methods obtain very good signal quality when the system has converged. For music as the incoming signal, the PEAQ1 and PEAQ2 scores are approximately -2 (“slightly annoying”). However, there is a monotonic decrease in the average MIS and monotonic increase in the average ASG of, in ascending order, PEM-NLMS, PEM-PNLMS, PEM-IPNLMS using $l_1$-norm and PEM-IPNL using $l_0$-norm for both speech and music as the incoming signals.

### 4.5 Conclusions

In this chapter, simple but efficient ways to implement the FCAF algorithms such as the APA, the PNLMS and the IPNLMS in conjunction with the PEM have been developed for SMSL AFC in HAs. In the proposed PEM-APA, the PEM is known as a promising method to decorrelate the input signals, whereas the APA provides a superior convergence. The PEM-APA is evaluated for real speech as the incoming signal and for a sudden change of the feedback path. The simulation results show that the proposed method obtains faster convergence, quicker tracking rate, lower $\overline{MIS}$ and higher $\overline{ASG}$ than the PEM-NLMS, while maintaining good signal quality. Moreover, the proposed PEM-APA can work well for AFC in HAs with/without probe noise.

In the proposed PEM-PNLMS and PEM-IPNLMS methods for AFC in HAs, different adaptive algorithms exploiting the shape of the estimated feedback paths to calculate the tap-dependent step-size, which are used for updating the adaptive filter coefficients, have been implemented and evaluated. The quality of the speech and music signals are measured when the system has converged, showing that all compared AFC methods achieve similar signal quality. However, the proposed methods significantly improve the tracking rate compared to the PEM-NLMS for both real speech and music as the incoming signals. Their initial convergence outperforms the PEM-NLMS for the case of speech
as the incoming signal and also has a slight improvement for the case of music as the incoming signal. Moreover, the proposed methods do not require prior knowledge of the feedback paths as well as incoming signal power.
New Variable Step-Size Algorithms for Adaptive Feedback Cancellation in Hearing Aids
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5.1 Introduction

In adaptive filtering algorithms, the most important parameter is the step-size which is used to control the convergence rate of the algorithm. However, selecting a suitable step-size is a challenge since a large step-size value corresponds to a fast convergence rate but a high steady-state error, whereas a small step-size value yields a slow convergence rate but a low steady-state error. Variable step-size technique is an efficient way to control the step-size of an adaptive filter such that the step-size takes large values when the system is (or close to) unstable and takes small values when the system converges. As a result, the system obtains a fast convergence rate as well as a low steady-state error.

In the literature the applications of the VSS techniques for the AEC are quite common, but their applications for the AFC in HAs are still challenging due to the large correlation between the loudspeaker and the incoming signal. Thus,
in the AFC methods using VSS for HAs, first, different techniques have been used to lower that correlation such as inserting (white) probe noise into loudspeaker signal [90], using pre-filter with adding (white) background noise into the incoming signal [91] or employing a combination of pre-filter, subband and FS techniques [40, 70]. After that, the VSS techniques are applied to the LMS or NLMS adaptive filtering algorithms in order to recursively approximate adaptive filter coefficients such that a quick convergence rate and a low steady-state error are achieved. Although, adding (white) probe noise or (white) background noise can improve the system performance, the signal quality may be degraded if the power of inserting noise is large. Other VSS approaches employed affine projection algorithm [92, 93, 94, 95, 96] instead of the NLMS algorithm, but yielded a high increase in computational complexity since large projection orders were needed. Most existing acoustic feedback cancellation methods using VSS have only considered white noise, speech shaped noise, and real speech with added white noise as incoming signals, while only the approach in [40, 70] has been validated with music as the incoming signals.

This chapter aims at developing a new variable step-size algorithm called improved practical variable step-size (IPVSS) algorithm such that it provides a stable solution for AFC in HAs. In particular, this new VSS algorithm can be applied successfully for different adaptive filtering algorithms such as the NLMS and the APA, namely IPVSS-NLMS and IPVSS-APA, respectively. Moreover, it is robust against different types of incoming signals, e.g., real speech and music without adding white noise, and against sudden changes in the acoustic feedback paths. In the proposed IPVSS-APA, a small projection order is chosen resulting in a slight increase in the computational burden compared to the IPVSS-NLMS, but a fast convergence rate, a quick tracking rate and a low steady-state error are achieved. In fact, the proposed IPVSS algorithm is inspired from the practical variable step-size (PVSS) introduced in [80, 84]. The PVSS algorithm was successfully applied for the AEC contexts, but its application for the AFC contexts has not been investigated. The simulation in Section 5.5.1 shows that the PVSS algorithm seems not to work properly for the AFC applications due to the presence of the high correlation between the loud-
speaker and the incoming signal even when the PEM is employed. Therefore, a modification of the PVSS such that it could work well for the AFC applications is necessary. In the proposed IPVSS-NLMS algorithm and the IPVSS-APA, the variable step-size $\mu(k)$ is restricted between an upper step-size ($\mu_U$) and a lower step-size ($\mu_L$) in order to control the convergence behavior. Then those algorithms are implemented on the PEM for AFC in HAs, forming new AFC methods called the PEM-IPVSS-NLMS and the PEM-IPVSS-APA. In these proposed AFC methods, the well-known PEM is used to reduce the correlation between the loudspeaker and the incoming signal, leading to a lower bias in the feedback path estimate. Then the new IPVSS is implemented in conjunction with the NLMS algorithm or the APA to further improve the performance of the system. Furthermore, frequency shifting which is known as a common technique for reducing the correlation between the loudspeaker and the incoming signal is added into broadband of the proposed AFC methods. By selecting a small amount of frequency shifting, a further performance improvement is achieved while preserving good signal quality. The results of this chapter have been presented in the author’s conference papers [89] and [148].

5.2 PEM-IPVSS-NLMS

This section proposes the novel IPVSS-NLMS algorithm and its effective application to the PEM in order to cancel the acoustic feedback in HAs. The proposed system model looks alike the PEM model, but the IPVSS-NLMS algorithm is used for the adaptive filter $\hat{F}(q)$. Figure 5.1 depicts the proposed system model with the IPVSS-NLMS algorithm. The derivation in this section is for the system without FS, i.e., $y(k) = y_{FS}(k)$. For the case of the system using FS, the notation $y(k)$ in all following equations is replaced by $y_{FS}(k)$, where $y_{FS}(k)$ is a version of $y(k)$ after frequency shifting.

Like in the PEM, in the proposed method it is assumed that the incoming signal can be modeled by filtering a white Gaussian noise sequence $w(k)$ via a monic and inversely stable all-pole filter $G^{-1}(q)$, i.e.,

$$u(k) = G^{-1}(q) w(k).$$  (5.1)
The microphone, error, and loudspeaker signals are defined in the same way as in Eq. (2.3), Eq. (2.9) and Eq. (2.10), respectively, i.e.,

\[ x(k) = u(k) + v(k) = u(k) + f^T y(k) , \]  
\[ e(k) = x(k) - \hat{v}(k) = x(k) - \hat{f}^T y(k) , \]  
\[ y(k) = K(q) e(k) , \] (5.4)

where the forward path \( K(q) \), the IR of the true feedback path \( f \) are defined in Section 2.2, and the IR of the estimated feedback path \( \hat{f} \) is defined in Section 2.3.2.

![Figure 5.1: PEM model using IPVSS algorithms.](image)

Pre-whitening filters are employed to whiten the loudspeaker and microphone signals before the adaptive process, i.e., \( x_p(k) = \hat{G}(q)x(k) \) and \( y_p(k) = \hat{G}(q)y(k) \), where \( \hat{G}(q) \) is an estimate of \( G(q) \). Thus the pre-whitened error signal is computed as

\[ e_p(k) = x_p(k) - \hat{\nu}_p(k) = x_p(k) - \hat{f}^T y_p(k) , \] (5.5)

where \( y_p(k) = \begin{bmatrix} y_p(k), y_p(k-1), \ldots, y_p(k-L_f+1) \end{bmatrix}^T \) is a \( L_f \)-dimensional vector representing the pre-whitened loudspeaker signal and \( \hat{\nu}_p(k) = \hat{f}^T y_p(k) \) is the pre-whitened estimation of the feedback signal. The coefficients of filter \( \hat{G}(q) \) are estimated from the error signal \( e(k) \) by using the Levinson-Durbin algo-
Generally, the estimated feedback path in the PEM is recursively updated using the NLMS algorithm as follows

\[ \hat{f}(k) = \hat{f}(k-1) + \frac{\mu}{\|y_p(k)\|^2 + \delta_{NLMS}} y_p(k) e_p(k), \]  

(5.6)

where \( \mu \) is a fixed step-size and \( \delta_{NLMS} \) is a positive regularization parameter.

Assuming that Eq. (5.1) is fulfilled, the pre-whitened signals \( y_p(k) \) and \( u_p(k) \) are uncorrelated [16]. Thus,

\[ E\{x_p^2(k)\} = E\{u_p^2(k)\} + E\{u_p^2(k)\}, \]  

(5.7)

where

\[ u_p(k) = \hat{G}(q) u(k), \]  

(5.8)

\[ v_p(k) = f^T y_p(k), \]  

(5.9)

with \( y_p(k) = [y_p(k), y_p(k-1), \ldots, y_p(k - L_f + 1)]^T \). When the adaptive filter has converged close to the optimal value, the following condition is fulfilled,

\[ E\{v_p^2(k)\} \approx E\{v_p^2(k)\}. \]  

(5.10)

As a result, the power of pre-whitened incoming signal can be approximated as

\[ \hat{\sigma}_{u_p}^2(k) \approx \hat{\sigma}_{x_p}^2(k) - \hat{\sigma}_{v_p}^2(k). \]  

(5.11)

Practically, the powers of microphone signal, estimated feedback signal and error signal after pre-whitening, respectively, can be recursively calculated as follows

\[ \hat{\sigma}_{x_p}^2(k) = \eta \hat{\sigma}_{x_p}^2(k - 1) + (1 - \eta) x_p^2(k), \]  

(5.12)

\[ \hat{\sigma}_{v_p}^2(k) = \eta \hat{\sigma}_{v_p}^2(k - 1) + (1 - \eta) v_p^2(k), \]  

(5.13)

\[ \hat{\sigma}_{e_p}^2(k) = \eta \hat{\sigma}_{e_p}^2(k - 1) + (1 - \eta) e_p^2(k), \]  

(5.14)

where \( \eta \) is a positive weighting factor which is chosen such that \( \eta \) is close to 1.
In [80, 83], the fixed step-size in Eq. (5.6) was replaced by a practical variable step-size ($\mu_{PVSS-NLMS}(k)$) which was defined as

$$
\mu_{PVSS-NLMS}(k) = 1 - \left| \frac{\sqrt{\hat{\sigma}^2_{xp}(k) - \hat{\sigma}^2_{vp}(k)}}{\hat{\sigma}_{ep}(k) + \zeta} \right|, \quad (5.15)
$$

where $\zeta$ is a small positive value added to avoid division by zero. Note that the PVSS algorithm has been only applied for AEC but not for AFC. Our simulations show that the PVSS algorithm does not perform well in AFC contexts (cf. Figure 5.2 in Section 5.5.1). The reason is that the step-size in Eq. (5.15) fluctuates over a large range, resulting in high variations in misalignment and ASG.

To reduce those fluctuations in $\mu_{PVSS-NLMS}(k)$, an improved PVSS algorithm (IPVSS) is proposed. The IPVSS-NLMS algorithm employs a limiter [76, 91] to modify the PVSS-NLMS algorithm. This limiter uses the upper and lower limits on the step-size to control the step-size range. This constraint of the step-size means that the algorithm will have properties that are contained in that set. Thus, if we compare the performance with the upper limit and the lower limit we know that the algorithm falls within that set. The step-size of the proposed IPVSS-NLMS algorithm is defined as follows

$$
\mu_{IPVSS-NLMS}(k) = \begin{cases} 
\mu_U & \text{if } \mu_c(k) > \mu_U \\
\mu_L & \text{if } \mu_c(k) < \mu_L \\
\mu_c(k) & \text{otherwise}
\end{cases}, \quad (5.16)
$$

where $\mu_U$ and $\mu_L$ are the upper and lower limits of the step-size, respectively and

$$
\mu_c(k) = \mu_U \ast \gamma(k),
$$

with $\gamma(k) = \mu_{PVSS-NLMS}(k)$. The estimated feedback path is then computed as

$$
\hat{f}(k) = \hat{f}(k-1) + \frac{\mu_{IPVSS}(k)}{\|y_p(k)\|_2^2 + \delta_{NLMS}} y_p(k) e_p(k).
$$
By selecting suitable values for $\mu_U$ and $\mu_L$ such that $\mu_U > \mu_L$, the variation range of the step-size $\mu_{PVSS}(k)$ is bounded to a smaller range. Thus the fluctuations of the step-size are reduced and as a consequence, less variations in the performance measures are observed, i.e., misalignment and ASG compared to the PVSS-NLMS algorithm. The main difference between the proposed algorithm and the variable step-size modified decorrelation NLMS algorithm (VSS-MDNLMS) [91] is in the definition of the term $\gamma(k)$. In [91] this term was defined as

$$
\gamma_{VSS-MDNLMS}(k) = \left| 1 - \frac{\hat{\sigma}_{sp}(k)}{\hat{\sigma}_{ep}(k) + \zeta} \right|. 
$$

(5.17)

In the following, the effect of this term for the adaptive algorithm performance in two scenarios of with and/or without an added (white) background noise is analyzed. In each scenario, two cases, the adaptive feedback canceler has converged close to the optimal value and the feedback system is (close to) unstable, have been considered.

**Scenario 1:** No (white) background noise is added into the incoming signal.

**Case 1:** The feedback cancellation filter has converged close to the optimal value, i.e., $\hat{f}(k) \rightarrow f(k)$, hence $\hat{\sigma}_{ep}^2(k) \neq \hat{\sigma}_{up}^2(k)$:

The Eq. (5.17) can be rewritten as

$$
\gamma_{VSS-MDNLMS}(k) \approx \left| 1 - \sqrt{1 + \frac{\hat{\sigma}_{ep}^2(k)}{\hat{\sigma}_{up}^2(k)}} \right| = |1 - \beta_1(k)|,
$$

(5.18)

where $\beta_1(k) = \sqrt{1 + \frac{\hat{\sigma}_{ep}^2(k)}{\hat{\sigma}_{up}^2(k)}} > 1$. It can be seen that $\gamma_{VSS-MDNLMS}(k)$ (so step-size of the VSS-MDNLMS algorithm, $\mu_{VSS-MDNLMS}(k)$) depends on the feedback to (incoming) signal ratio (FSR). The larger this ratio is, the larger $\beta_1(k)$ and thus the larger value of $\mu_{VSS-MDNLMS}(k)$ is obtained, resulting in a high steady-state error.

In contrast, in the IPVSS-NLMS algorithm $\gamma(k) = \mu_{PVSS-NLMS}(k) = |1 - \beta_2(k)|$, where $\beta_2(k) = \sqrt{\frac{\hat{\sigma}_{ep}^2(k) - \hat{\sigma}_{sp}^2(k)}{\hat{\sigma}_{ep}(k) + \zeta}} \approx 1$, hence $\gamma(k) \approx 0$, and $\mu_{IPVSS-NLMS}(k) = \mu_L$ (the lower bound). As a result, the proposed algorithm achieves a lower steady-state error compared to the VSS-MDNLMS algorithm when the system has con-
 converged. Note that the value $\mu_L$ can be set such that the desired misalignment is achieved. Without the lower limit the step-size can be zero and the adaptive filter can lockup and be insensitive to learning data.

**Case 2:** The system is (close to) unstable, e.g., in the initialization phase and when the feedback path changes:

Under this condition, Eq. (5.10) and Eq. (5.11) do not hold. In $\beta_i(k)$, with $i = 1, 2$, the nominator increases faster than the denominator, i.e., $\beta_i(k) > 1$. Therefore, the variable step-sizes of both algorithms tend to take large values, which drive the the weights of the feedback canceler to converge faster.

**Scenario 2:** A (white) background noise is added into the incoming signal. In this case the incoming signal plus noise ($u^n(k)$) is an addition of the incoming signal ($u(k)$) with white background noise ($n(k)$), i.e.,

$$u^n(k) = u(k) + n(k).$$ (5.19)

Then the pre-filtered incoming signal plus noise can be defined as

$$u_p^n(k) = u_p(k) + n_p(k),$$ (5.20)

where $n_p(k)$ is the pre-filtered (white) noise. The incoming signal and the added noise are uncorrelated, so that

$$\hat{\sigma}^2_{u_p^n}(k) = \hat{\sigma}^2_{u_p}(k) + \hat{\sigma}^2_{n_p}(k).$$ (5.21)

The Eq. (5.2) and Eq. (5.5) can be rewritten as

$$x_p^n(k) = u_p^n(k) + v_p^n(k),$$ (5.22)

$$e_p^n(k) = x_p^n(k) - \hat{v}_p^n(k),$$ (5.23)

where $v_p^n(k)$ and $\hat{v}_p^n(k)$ are the true and the estimated feedback signals (with noise) after pre-filtering defined in a manner analogous to $v_p(k)$ and $\hat{v}_p(k)$, re-
respectively. The terms $\beta_1(k)$ and $\beta_2(k)$ in scenario 1 can be redefined as follows

$$\beta_1^n(k) = \frac{\hat{\sigma}_{x_p}^2(k)}{\sigma_{e_p}^2(k)}, \quad (5.24)$$

$$\beta_2^n(k) = \sqrt{\frac{\sigma_{x_p}^2(k) - \sigma_{\rho}^2(k)}{\sigma_{e_p}^2(k)}}. \quad (5.25)$$

Case 1:

For the VSS-MDNLMS algorithm, the term $\beta_1^n(k) = 1 + \frac{\sigma_{\rho}^2(k)}{\sigma_{e_p}^2(k) + \sigma_{\rho}^2(k)} > 1$, which depends on the feedback to (incoming) signal plus noise ratio (FSNR). By selecting background noise with a larger power compared to incoming signals (speech/music) such that $\beta_1^n(k) < \beta_1(k)$, the VSS-MDNLMS algorithm tends to get smaller step-size values, resulting in a lower steady-state error. However, the simulations in [91] showed that with signal to (background) noise ratio $SNR = 20$ dB the $\mu_{VSS-MDNLMS}(k)$ still fluctuates between the values $\mu_U$ and $\mu_L$ according to the change of FSNR. For the IPVSS-NLMS algorithm, the term $\beta_2^n(k)$ behaves in a similar manner to $\beta_2(k)$ in the case 1 of scenario 1, i.e., the (white) background noise has small or no impact on the result.

Case 2:

In this case, similar conclusions as case 2 (scenario 1) can be drawn. Note that the VSS-MDNLMS algorithm needs a noisy input signal to work and that is not conducive for a well working algorithm.

## 5.3 PEM-IPVSS-APA

It is known that the convergence and tracking rates of the system using the NLMS algorithm degrade when the incoming signal is spectrally coloured. In this section, an extension of the IPVSS algorithm in the Section 5.2 is developed for the APA, namely IPVSS-APA. The idea is to take advantage of the powerful characteristics of the APA with regards to faster convergence and tracking rates compared to the NLMS algorithm. The system model of the PEM using IPVSS-APA is similar to the PEM-IPVSS-NLMS, except the adaptive filter is now updated by using the IPVSS-APA instead of using the IPVSS-NLMS al-
gorithm, cf. Figure 5.1. In fact, the PEM-IPVSS-NLMS can be considered as a special case of the PEM-IPVSS-APA when the projection order $P = 1$.

Generally, in the proposed approach the PEM is utilized to reduce the bias in the estimation of the acoustic feedback path, while a small projection order of the APA is chosen to improve the convergence and tracking rates [35]. In addition, the IPVSS, which was successfully applied to the PEM using NLMS algorithm [89], is also employed for the APA in order to further enhance the convergence and tracking rates of the system. As a result, the proposed approach achieves significant improvements on convergence rate and tracking rate, while still maintaining a low steady-state misalignment compared to the PEM-IPVSS-NLMS as well as the PEM-APA using either the lower or upper step-size limits. The following derivation in this section is for the system without FS, i.e., $y(k) = y_{FS}(k)$.

In the PEM-IPVSS-APA, the $P$ most recent input vectors are used to estimate the IR of an adaptive filter, where $P$ is the projection order. Therefore, the input matrix of the adaptive filter $\hat{F}(q)$ can be expressed as

$$Y_p(k) = \begin{bmatrix} y_p(k), y_p(k-1), \ldots, y_p(k-P+1) \end{bmatrix}^T,$$  \hspace{1cm} (5.26)

where $y_p(k) = [y_p(k), y_p(k-1), \ldots, y_p(k-L_f+1)]^T$ is the $L_f$-dimensional vector of pre-whitened loudspeaker signal. The microphone signal vector and the vector of estimated feedback signal after pre-whitening are denoted as $x_p(k) = [x_p(k), x_p(k-1), \ldots, x_p(k-P+1)]^T$ and $\hat{v}_p(k) = Y_p^T(k) \hat{f}(k)$, respectively. Hence, the pre-whitened error vector $e_p(k)$ is computed as

$$e_p(k) = x_p(k) - \hat{v}_p(k).$$  \hspace{1cm} (5.27)

In the IPVSS-APA, the IR of the acoustic feedback path is estimated as follows

$$\hat{f}(k) = \hat{f}(k-1) + Y_p(k) \left[ Y_p^T(k) Y_p(k) + \delta_{APA} I_P \right]^{-1} \mu_{IPVSS-APA}(k) e_p(k),$$  \hspace{1cm} (5.28)

where $\delta_{APA}$ is a regularization parameter; $I_P$ is an $(P \times P)$ identity matrix and
Table 5.1: Regularization parameters for the APA.

<table>
<thead>
<tr>
<th>Projection order</th>
<th>Regularization parameter</th>
</tr>
</thead>
<tbody>
<tr>
<td>$P = 1$</td>
<td>$\delta_{APA} = 20\hat{\sigma}^2_{yp}$</td>
</tr>
<tr>
<td>$P = 2$</td>
<td>$\delta_{APA} = 50\hat{\sigma}^2_{yp}$</td>
</tr>
<tr>
<td>$P = 4$</td>
<td>$\delta_{APA} = 100\hat{\sigma}^2_{yp}$</td>
</tr>
<tr>
<td>$P = 8$</td>
<td>$\delta_{APA} = 200\hat{\sigma}^2_{yp}$</td>
</tr>
</tbody>
</table>

$\mu_{IPVSS-APA}(k)$ is the variable step-size for the PEM-IPVSS-APA, i.e.,

$$
\mu_{IPVSS-APA}(k) = \text{diag}\{\mu_0(k), \ldots, \mu_{P-1}(k)\}. \tag{5.29}
$$

The regularization parameter is selected such that the larger $\delta_{APA}$ is for the larger value of the projection order and vice versa. The reason is that the condition number of the matrix $Y_p^T(k)Y_p(k)$ increases when the projection order increases. Table 5.1 provides the relationship between the projection order and the regularization parameter \[84\], where $\hat{\sigma}_{yp}^2$ denotes the power of the pre-whitened loudspeaker signal. The value of $\hat{\sigma}_{yp}^2$ is recursively updated, i.e.,

$$
\hat{\sigma}_{yp}^2(k) = \eta\hat{\sigma}_{yp}^2(k-1) + (1 - \eta) y_{p}^2(k). \tag{5.30}
$$

The variable step-size for each projection order is computed as

$$
\mu_i(k) =
\begin{cases}
\mu_U & \text{if } \mu_{c,i}(k) > \mu_U \\
\mu_L & \text{if } \mu_{c,i}(k) < \mu_L \\
\mu_{c,i}(k) & \text{otherwise}
\end{cases}, \tag{5.31}
$$

where

$$
\mu_{c,i}(k) = \mu_U \left[ 1 - \frac{\sqrt{\hat{\sigma}_{yp}^2(k-i) - \hat{\sigma}_{yp}^2(k-i)}}{\hat{\sigma}_{e_{p,i+1}}(k) + \zeta} \right]. \tag{5.32}
$$

The power of pre-whitened error signal corresponding to each projection order is recursively updated as

$$
\hat{\sigma}_{e_{p,i+1}}^2(k) = \eta\hat{\sigma}_{e_{p,i+1}}^2(k-1) + (1 - \eta) e_{p,i+1}^2(k). \tag{5.33}
$$
with \( i = 0, \ldots, P - 1 \).

The terms \( \hat{\sigma}^2_{x_p}(k) \) and \( \hat{\sigma}^2_{v_p}(k) \) are also recursively approximated as follows

\[
\hat{\sigma}^2_{x_p}(k) = \eta \hat{\sigma}^2_{x_p}(k - 1) + (1 - \eta) x^2_p(k),
\]

\[
(5.34)
\]

\[
\hat{\sigma}^2_{v_p}(k) = \eta \hat{\sigma}^2_{v_p}(k - 1) + (1 - \eta) \hat{v}^2_p(k).
\]

\[
(5.35)
\]

It can be seen that the PEM-IPVSS-NLMS is a special case of the PEM-IPVSS-APA when \( P = 1 \).

**Table 5.2: PEM-IPVSS-APA.**

<table>
<thead>
<tr>
<th>Initial parameters: ( \hat{f}(0) = 0_{L \times 1}; \hat{\sigma}^2_{x_p}(0) = 0; \hat{\sigma}^2_{v_p}(0) = 0; )</th>
</tr>
</thead>
<tbody>
<tr>
<td>for ( i = 0 ) to ( P - 1 )</td>
</tr>
<tr>
<td>( \hat{\sigma}<em>{e</em>{p,i+1}}^2(0) = 0 )</td>
</tr>
<tr>
<td>end</td>
</tr>
<tr>
<td>for ( k = 1, 2, \ldots )</td>
</tr>
<tr>
<td>( \hat{v}_p(k) = Y^T_p(k) \hat{f}(k) )</td>
</tr>
<tr>
<td>( e_p(k) = x_p(k) - \hat{v}_p(k) )</td>
</tr>
<tr>
<td>( \hat{\sigma}^2_{x_p}(k) = \eta \hat{\sigma}^2_{x_p}(k - 1) + (1 - \eta) x^2_p(k) )</td>
</tr>
<tr>
<td>( \hat{\sigma}^2_{v_p}(k) = \eta \hat{\sigma}^2_{v_p}(k - 1) + (1 - \eta) \hat{v}^2_p(k) )</td>
</tr>
<tr>
<td>for ( i = 0 ) to ( P - 1 )</td>
</tr>
<tr>
<td>( \hat{\sigma}<em>{e</em>{p,i+1}}^2(k) = \eta \hat{\sigma}<em>{e</em>{p,i+1}}^2(k - 1) + (1 - \eta) e^2_{p,i+1}(k) )</td>
</tr>
<tr>
<td>( \mu_{c,i}(k) = \mu_U \left[ 1 - \frac{\sqrt{\hat{\sigma}^2_{x_p}(k - i) - \hat{\sigma}^2_{v_p}(k - i)}}{\hat{\sigma}<em>{e</em>{p,i+1}}(k) + \zeta} \right] )</td>
</tr>
</tbody>
</table>
| \( \mu_i(k) = \begin{cases} 
\mu_U & \text{if } \mu_{c,i}(k) > \mu_U \\
\mu_L & \text{if } \mu_{c,i}(k) < \mu_L \\
\mu_{c,i}(k) & \text{otherwise}
\end{cases} \) |
| end |
| \( \mu_{IPVSS-APA}(k) = \text{diag}\{\mu_0(k), \ldots, \mu_{P-1}(k)\} \) |
| end |

\[
\hat{f}(k) = \hat{f}(k - 1) + Y_p(k) \left[ Y^T_p(k) Y_p(k) + \delta_{APA} I_P \right]^{-1} \mu_{IPVSS-APA}(k) e_p(k)
\]
To avoid a significant increase in computational complexity due to the high projection order of the APA, the smallest projection order is chosen for the proposed approach, i.e., $P = 2$. The proposed approach PEM-IPVSS-APA is summarized in Table 5.2.

### 5.4 Frequency shifting

The frequency shifting (FS) technique [2, 39, 38, 40, 41] is known as a non-linear operation which contributes to the decorrelation between the loudspeaker signal and the incoming signal. As a result, a lower bias in the estimation of the acoustic feedback path can be obtained. In this section the FS is integrated into the PEM-NLMS, PEM-APA, PEM-IPVSS-NLMS and PEM-IPVSS-APA. Here the FS which is similar to the one proposed in [40] is selected, except the FS now is used for broadband signal, cf. Figure 5.1. The frequency shifting is applied to the signal $y(k)$ representing the output of the hearing aid processing. The analytical representation of the signal $y(k)$ is denoted as

$$y_a(k) = y(k) + jy_H(k), \quad (5.36)$$

where $y_H(k)$ is the Hilbert transform of $y(k)$. The frequency shifting is modeled as a periodically time-varying filter, i.e.,

$$h(k) = \exp \left( j2\pi f_0 \frac{k}{f_s} \right), \quad (5.37)$$

where $f_s$ is the sampling frequency and $f_0$ is the amount of frequency shifting. Now the loudspeaker signal $y_{FS}(k)$, i.e., the output of the FS, can be computed as follows

$$y_{FS}(k) = \text{Re} \{ y_a(k) h(k) \}. \quad (5.38)$$

Substituting Eq. (5.36) and Eq. (5.37) into Eq. (5.38) yields

$$y_{FS}(k) = y(k) \cos (2\pi f_0 k) - y_H(k) \sin (2\pi f_0 k). \quad (5.39)$$

The FS can significantly reduce the bias in the adaptive process but it also introduces roughness in the signals. Therefore, a small amount of the FS, e.g.,
$0 \text{Hz} < f_0 \leq 10 \text{Hz}$, is recommended [42].

5.5 Experimental results

In this section, the proposed PEM-IPVSS-NLMS and PEM-IPVSS-APA with speech and music as the incoming signals and with a sudden change of the feedback path are evaluated. Furthermore, the effect of a small amount of frequency shifting on the performance of those methods is also evaluated.

5.5.1 Results for PEM-IPVSS-NLMS

![Chart](image)

**Figure 5.2:** (a) Misalignment of the PEM-PVSS-NLMS; (b) $\mu_{PVSS-NLMS}$, speech as the incoming signal.

In this subsection, the proposed PEM-IPVSS-NLMS without FS is evaluated for both speech and music as the incoming signals and compared with the PEM
using the VSS-MDNLMS algorithm (PEM-VSS-MDNLMS) as well as the PEM using either the upper or lower step-size limits. The same measured acoustic feedback paths with magnitude and phase responses as used in Section 4.4.1 (cf. Figure 4.2) are selected. The length of the measured feedback paths is $L_f = 100$ and the sampling frequency is $f_s = 16$ kHz.

The speech used as incoming signal is concatenated speech which is constructed by concatenating male and female speech patterns extracted from NOIZEUS database [120], while music used as the incoming signal is the song "Imagine" by John Lennon. All simulations have 80 s lengths with a sudden change from the free-field to the telephone-near feedback path after 40 s. No background noise has been added into the incoming signals in all simulations. The normalized misalignment (MIS) and the added stable gain (ASG) which are defined in the same way as in Section 2.5 are utilized to evaluate the performance of all AFC methods.

The following parameters are set for all simulations. The forward path gain and the delay of the hearing aid are $|K| = 30$ dB and $d_k = 6$ ms, respectively. The delay in the feedback canceler path is 1 sample. The length of the adaptive filter $L_f = 64$, the step-size limits $\mu_U = 0.01$, $\mu_L = 0.001$, and parameters $\eta = 0.9999$, $\zeta = 10^{-6}$, $\delta_{NLMS} = 10^{-10}$ are chosen. The Levinson-Durbin algorithm is used to update the prediction-error filter $\hat{G}(q)$ of order 20 every 10 ms.

Figure 5.3 shows the behavior of $\mu_{VSS-MDNLMS}(k)$ corresponding to speech as the incoming signal and music as the incoming signal with a sudden change of the feedback path after 40 s, respectively. It can be observed that those step-sizes match with the analysis in Scenario 1. When the incoming signal is speech, this step-size seems to get the maximum value almost every time, resulting in high convergence rate and high steady-state error. When the incoming signal is music, this step-size fluctuates quickly in the first 40 s and gets the maximum value after the feedback path changes, thus high variations in the performance of the system are observed. Figure 5.4 and Figure 5.5 illustrate the MIS and ASG of the PEM-VSS-MDNLMS for those incoming signals, respectively. In fact, the PEM-VSS-MDNLMS performance is similar to that of
Figure 5.3: Variable step-sizes of PEM-VSS-MDNLMS with (a) speech, (b) music and a change of the feedback path.

the PEM-NLMS with upper step-size, except it has a slower convergence rate in the initial phase.

Figure 5.6 shows the simulation results for the proposed method with the speech as the incoming signal. The PEM-IPVSS solution outperforms the PEM which only employs either the upper or the lower step-size used in the IPVSS-NLMS algorithm. It also provides much better misalignment and added stable gain than the PEM-VSS-MDNLMS illustrated in Figure 5.4. Especially, when the feedback path changes from the free-field to the telephone-near feedback path, the proposed method tracks the change almost as quickly as the case of the
Figure 5.4: (a) Misalignment, (b) Added Stable Gain of the PEM-VSS-MDNLMS with speech as the incoming signal and a sudden change of the feedback path.

PEM using the upper step-size $\mu_U = 0.01$, while remaining similar steady-state error to the case of the PEM with the lower step-size $\mu_L = 0.001$.

Figure 5.7 demonstrates the results for the proposed method with music as the incoming signal. The simulations show that the PEM-IPVSS-NLMS yields significant improvements in convergence rate as well as tracking rate compared to the PEM with the lower step-size $\mu_L = 0.001$, while providing much lower steady-state error than the PEM with the upper step-size $\mu_U = 0.01$. The proposed method also outperforms the PEM-VSS-MDNLMS presented in Figure 5.5.
Figure 5.5: (a) Misalignment, (b) Added Stable Gain of the PEM-VSS-MDNLMS with music as the incoming signal and a sudden change of the feedback path.

Figure 5.8 and Figure 5.9 show that “howling” occurs in the beginning and when the feedback path changes. For the PEM with $\mu_L = 0.001$ the howling periods are much longer than the case of the PEM with $\mu_U = 0.01$. The reason is that the larger step-size makes the system converge faster, i.e., a shorter howling period is observed, but it also provides a larger steady-state error as well as larger variations in the performance and vice versa. For both speech and music as the incoming signals, the proposed method provides a compromise solution, i.e., it can significantly reduce the howling periods, improve convergence rate and tracking rate while lowering steady-state error. Figure 5.8d and Figure 5.9d
Figure 5.6: (a) Misalignment, (b) Added Stable Gain of the PEM-NLMS using $\mu_U$, $\mu_L$, and PEM-IPVSS-NLMS with speech as the incoming signal and a sudden change of the feedback path.
Figure 5.7: (a) Misalignment, (b) Added Stable Gain of the PEM-NLMS using $\mu_U$, $\mu_L$, and PEM-IPVSS-NLMS with music as the incoming signal and a sudden change of the feedback path.
present the variable step-sizes for the PEM-IPVSS-NLMS with speech and music as the incoming signals, respectively. For both cases, the variations of the step-sizes match with the description in the scenario 1, i.e., they are larger when the system is unstable, e.g., in the beginning of simulation and at the change of the feedback path, and smaller when the system is converged.

Figure 5.8: Loudspeaker signals for the case of speech as the incoming signal: (a) and (b) PEM-NLMS with $\mu_U = 0.01$, $\mu_L = 0.001$, respectively; (c) PEM-IPVSS-NLMS, and (d) step-size $\mu_{IPVSS-NLMS}$.

For all above simulations, the proposed approach seems to have a slower initial convergence rate and a slower tracking rate than the PEM-NLMS using $\mu_U$ since Eq. (5.7) and Eq. (5.10) are biased in these situations [84].
Figure 5.9: Loudspeaker signals for the case of music as the incoming signal: (a) and (b) PEM-NLMS with $\mu_U = 0.01$, $\mu_L = 0.001$, respectively; (c) PEM-IPVSS-NLMS, and (d) step-size $\mu_{IPVSS-NLMS}$.

5.5.2 Results for PEM-IPVSS-APA

In this subsection, the proposed PEM-IPVSS-APA without FS is evaluated for speech and music as the incoming signals and with a sudden change of the feedback path. The same measured acoustic feedback paths and the same speech and music which used in simulations of the PEM-IPVSS-NLMS (cf. Section 5.5.1) are chosen. The acoustic feedback path changes from the free-field feedback path to the telephone-near feedback path after 40 s.

The following parameters are set for all simulations. The lengths of the measured acoustic feedback path and the estimated acoustic feedback path are $L_f = 100$ and $L_j = 64$, respectively. The sampling frequency $f_s = 16$ kHz, the forward path gain $|K| = 30$ dB, the delay in the forward path $d_k = 96$ samples,
the delay in the feedback canceller path $d_{fb} = 1$ sample are chosen. The upper and lower bounds of the step-sizes are $\mu_U = 0.005, \mu_L = 0.0005$, respectively. The weighting factor $\eta = 0.9999$ and the parameter $\zeta = 10^{-6}$ are also selected. The regularization parameters $\delta_{APA}$ are chosen following Table 5.1. The smallest projection order is selected, i.e., $P = 2$ to avoid a large increase in computational complexity. The order of 20 is assigned for the prediction-error filter $\hat{G}(q)$ which is estimated by using the Levinson-Durbin algorithm every 10 ms.

For evaluating the performance of mentioned AFC approaches, the normalized misalignment (MIS) and the added stable gain (ASG) defined in a manner analogous to those in Section 2.5 are utilized.

Moreover, the perceptual evaluation of speech quality (PESQ) [120] is also used to evaluate the speech quality. For evaluation of music quality the perceptual evaluation of audio quality (PEAQ) [121] is used. In both PESQ and PEAQ measures the incoming signal $u(k)$ and the error signal $e(k)$ are chosen for the reference signal and the test signal, respectively. Here the PESQ and the PEAQ are measured when the system has converged (during the periods of $35s - 39s$ and $75s - 79s$). Firstly the simulation for the PEM-PVSS-APA with $P = 2$ and speech as the incoming signal is run to show that the PVSS-APA which was introduced in [84] for the AEC contexts seems not to work well for the AFC applications, even when the PEM is employed. The reason is the inherent correlation between the loudspeaker signal and the microphone signal in the AFC contexts. Figure 5.10a shows that the misalignment behavior of the PEM-PVSS-APA is poor due to the frequent fluctuation of the variable step-size $\mu_{PVSS-APA}$ over a large range (cf. Figure 5.10b).

Secondly performance of the proposed PEM-IPVSS-APA with $P = 2$ using speech as the incoming signal is evaluated. Figure 5.11 compares the MIS and ASG of the proposed PEM-IPVSS-APA for speech as the incoming signal and a sudden change of the acoustic feedback path after 40 s to the PEM-IPVSS-NLMS and the PEM-APA using only the upper or the lower step-sizes which is utilized as the boundaries in the IPVSS-APA. It can be seen that the proposed approach outperforms the PEM-APA. In fact, it provides much higher conver-
Figure 5.10: (a) MIS and (b) practical variable step-size results for PEM-PVSS-APA (P=2) with speech as the incoming signal, a sudden change of the acoustic feedback path and without FS.
gence and tracking rate but still maintains a similar steady-state error and a similar ASG level compared to the PEM-APA using $\mu_L$. Moreover, the proposed approach yields a significant improvement in steady-state error while a similar tracking rate compared to the PEM-APA using $\mu_U$ is retained. Furthermore, the PEM-IPVSS-APA converges quicker and can track the abrupt change of the acoustic feedback path faster than the PEM-IPVSS-NLMS, while providing a similar steady-state error as well as a similar ASG level when the system converges.

Figure 5.11: (a) MIS and (b) ASG results for PEM-APA using $\mu_U$, $\mu_L$ and PEM-IPVSS-APA with speech as the incoming signal, a sudden change of the acoustic feedback path and without FS.
Figure 5.12 depicts the variable step-size $\mu_{IPVSS-APA}$ for the PEM-IPVSS-APA with speech as the incoming signal. It can be observed that this step-size tends to pick up larger values when the system is unstable, e.g., when the acoustic feedback path changes or at the beginning of simulation, and to get small values when the system has converged. Thus the system will obtain high convergence rate as well as tracking rate while still retaining a low steady-state error.

![Figure 5.12: Variable step-sizes $\mu_{IPVSS-APA}$ for PEM-IPVSS-APA with speech as the incoming signal and a sudden change of the acoustic feedback path.](image)

Table 5.3 presents the PESQ measures of the above approaches when the system has converged, e.g., the PESQ1 scores are measured during the segment of 35s–39s (before the change of the feedback path) and the PESQ2 scores are measured during the segment of 75s – 79s (after the change). It shows that all mentioned approaches yield good PESQ1 and PESQ2 scores, but the proposed approach achieves better PESQ1 and PESQ2 scores compared to the PEM-APA with $\mu_U$ while providing similar those scores (approximately 4.4) compared to the other approaches.
Table 5.3: PESQ scores for speech as the incoming signal, a sudden change of the acoustic feedback path and without frequency shifting.

<table>
<thead>
<tr>
<th>AFC methods</th>
<th>PESQ1</th>
<th>PESQ2</th>
</tr>
</thead>
<tbody>
<tr>
<td>PEM-APA, $\mu_U = 0.005$</td>
<td>4.06</td>
<td>3.99</td>
</tr>
<tr>
<td>PEM-APA, $\mu_L = 0.0005$</td>
<td>4.39</td>
<td>4.39</td>
</tr>
<tr>
<td>PEM-IPVSS-APA</td>
<td>4.43</td>
<td>4.37</td>
</tr>
<tr>
<td>PEM-IPVSS-NLMS</td>
<td>4.45</td>
<td>4.36</td>
</tr>
</tbody>
</table>

Figure 5.13: (a) MIS and (b) ASG results for PEM-APA using $\mu_U, \mu_L$ and PEM-IPVSS-APA with music as the incoming signal, a sudden change of the acoustic feedback path and without FS.
Similar experiment has been pursued for music as the incoming signal. Figure 5.13 demonstrates the misalignment and ASG of all mentioned AFC methods. It can be observed that the proposed PEM-IPVSS-APA outperforms the PEM-APA utilizing either the upper or the lower step-sizes. It also provides better performance than the PEM-IPVSS-NLMS. Figure 5.14 shows that the variable step-sizes of the PEM-IPVSS-APA for music as the incoming signal have similar behavior as the case of speech as the incoming signal above.

Table 5.4 summarizes the PEAQ measures of the mentioned AFC methods for music as the incoming signals when the system has converged, e.g., the PEAQ1 scores are measured during the segment of 35s – 39s (before the change of the feedback path) and the PEAQ2 scores are measured during the segment of 75s – 79s (after the change). It shows that all mentioned approaches yield similar PEAQ1 scores (approximately -1.8). The proposed method provides a similar PEAQ2 score compared to the PEM-APA using $\mu_L$ and the PEM-IPVSS-NLMS, but a better PEAQ2 score compared to the PEM-APA using $\mu_U$.

Figure 5.14: Variable step-sizes $\mu_{IPVSS-APA}$ for PEM-IPVSS-APA with music as the incoming signal and a sudden change of acoustic feedback path.
Table 5.4: PEAQ scores for music as the incoming signal, a sudden change of the acoustic feedback path and without frequency shifting.

<table>
<thead>
<tr>
<th>AFC methods</th>
<th>PEAQ1</th>
<th>PEAQ2</th>
</tr>
</thead>
<tbody>
<tr>
<td>PEM-APA, $\mu_U = 0.005$</td>
<td>-1.81</td>
<td>-2.54</td>
</tr>
<tr>
<td>PEM-APA, $\mu_L = 0.0005$</td>
<td>-1.73</td>
<td>-1.98</td>
</tr>
<tr>
<td>PEM-IPVSS-APA</td>
<td>-1.80</td>
<td>-1.95</td>
</tr>
<tr>
<td>PEM-IPVSS-NLMS</td>
<td>-1.86</td>
<td>-1.96</td>
</tr>
</tbody>
</table>

5.5.3 Results for FS

In this subsection, the proposed approach with FS is evaluated in comparison with the PEM-APA-FS using either $\mu_U$ or $\mu_L$ and the PEM-IPVSS-NLMS-FS. A small amount of frequency shifting is chosen, i.e., $f_0 = 5$ Hz, and the FS is applied for the broadband signal. By choosing such small frequency shifting, almost no degradation in the signal quality is noticed.

Figure 5.15 evaluates the convergence rate of the PEM-IPVSS-APA-FS in comparison with the PEM-APA-FS and the PEM-IPVSS-NLMS-FS for the case of speech as the incoming signal and the first acoustic feedback path. It can be observed that the proposed method yields quicker convergence rate compared to both the PEM-IPVSS-NLMS-FS and the PEM-APA-FS with $\mu_L$. In particular, in the first 7 seconds the proposed PEM-IPVSS-APA-FS method achieves approximately 3 dB improvement in normalized misalignment compared to the PEM-IPVSS-NLMS-FS. This improvement is approximately 6 dB compared to the PEM-APA-FS with $\mu_L$. Moreover, three methods including the PEM-APA-FS with $\mu_L$, the PEM-IPVSS-NLMS-FS and the PEM-IPVSS-APA-FS converge to a similar steady-state error (approximately -31 dB) which is much lower than that of the PEM-APA-FS with $\mu_U$. 
Figure 5.15: (a) MIS and (b) ASG results for PEM-APA-FS using $\mu_U, \mu_L$, PEM-IPVSS-APA-FS and PEM-IPVSS-NLMS-FS with $f_0 = 5\, \text{Hz}$, the first acoustic feedback path and speech as the incoming signal.
Figure 5.16: (a) MIS and (b) ASG results for PEM-APA-FS using $\mu_U$, $\mu_L$, PEM-IPVSS-APA-FS and PEM-IPVSS-NLMS-FS with $f_0 = 5\, Hz$, a sudden change of the acoustic feedback path, and speech as the incoming signal.

Figure 5.16 evaluates the tracking rate of the proposed method for speech as the incoming signal and a sudden change of acoustic feedback path after 40s. It shows that the PEM-IPVSS-APA-FS can track the change of the acoustic feedback path quicker than the PEM-IPVSS-NLMS-FS as well as the PEM-APA-FS with $\mu_L$. By comparing the steady-state level of the PEM-IPVSS-APA-FS to that of the PEM-IPVSS-APA when the system converges, it can be seen that the frequency shifting can provide approximately 9 dB improvement for the MIS as
well as for the ASG.

**Table 5.5:** PESQ scores for speech as the incoming signal with a frequency shifting of 5 Hz.

<table>
<thead>
<tr>
<th>AFC methods</th>
<th>Acoustic feedback path</th>
<th>PESQ1</th>
<th>PESQ2</th>
</tr>
</thead>
<tbody>
<tr>
<td>PEM-APA, $\mu_U = 0.005$</td>
<td>does not change</td>
<td>n/a</td>
<td>3.64</td>
</tr>
<tr>
<td>PEM-APA, $\mu_L = 0.0005$</td>
<td></td>
<td>n/a</td>
<td>4.34</td>
</tr>
<tr>
<td>PEM-IPVSS-APA</td>
<td></td>
<td>n/a</td>
<td>4.35</td>
</tr>
<tr>
<td>PEM-IPVSS-NLMS</td>
<td></td>
<td>n/a</td>
<td>4.40</td>
</tr>
<tr>
<td>PEM-APA, $\mu_U = 0.005$</td>
<td>changes</td>
<td>4.19</td>
<td>3.64</td>
</tr>
<tr>
<td>PEM-APA, $\mu_L = 0.0005$</td>
<td></td>
<td>4.41</td>
<td>4.35</td>
</tr>
<tr>
<td>PEM-IPVSS-APA</td>
<td></td>
<td>4.39</td>
<td>4.36</td>
</tr>
<tr>
<td>PEM-IPVSS-NLMS</td>
<td></td>
<td>4.42</td>
<td>4.39</td>
</tr>
</tbody>
</table>

Table 5.5 shows that the PESQ2 reduces approximately 0.35 score for the PEM-APA-FS using $\mu_U$ compared to the case without FS. For all other methods, similar PESQ scores are obtained compared to those corresponding methods with no FS for both cases with/without a change of the acoustic feedback path.

Figure 5.17 depicts the $\mu_{IPVSS-APA}$ for the PEM-IPVSS-APA-FS for speech as the incoming signal and with/without a change of the acoustic feedback path. The behavior of the $\mu_{IPVSS-APA}$ for the system with FS is similar to that for the system without FS, i.e., it also picks up high values when the system is unstable and low values when the system has converged.

For all above simulations, the proposed approach seems to have a slower initial convergence rate and a slower tracking rate than the PEM-APA using $\mu_U$ since Eq. (5.7) and Eq. (5.10) are biased in these situations [84].
Figure 5.17: Variable step-sizes $\mu_{IPVSS-APA}$ for PEM-IPVSS-APA-FS with speech as the incoming signal (a) without a change of the acoustic feedback path, (b) with a sudden change of the acoustic feedback path.

5.6 Conclusions

In this chapter, a new variable step-size (IPVSS) algorithm has been proposed in the context of adaptive feedback cancellation using the PEM for HAs. This new IPVSS algorithm has been applied and evaluated for different adaptive filtering algorithms such as the NLMS algorithm and the APA. A small projection order for the APA, e.g., $P = 2$, was chosen to ensure that only a small increase in computational complexity compared to the NLMS algorithm [35]. It
has been shown that the proposed PEM-IPVSS-NLMS outperformed the PEM-
NLMS when employing either the upper or the lower step-size used as the
limits in the IPVSS algorithm, as well as the PEM-VSS-MDNLMS. Similarly,
the proposed PEM-IPVSS-APA outperformed the PEM-APA using either the
upper or the lower step-size limits. Hence, these proposed methods achieved a
reduction in the howling period, while still providing a low steady-state error.
In addition, the PEM-IPVSS-APA also obtained significant improvements on
the convergence rate and tracking rate while maintaining a similar level of MIS
and ASG when the system has converged compared to the PEM-IPVSS-NLMS.
Furthermore, the PEM-IPVSS was robust toward different types of the incom-
ing signals (e.g., speech and music) and as well as toward sudden changes in
the acoustic feedback paths (e.g., free-field and telephone-near feedback paths),
even for the case without added (white) background noise. Finally, a small fre-
quency shifting, e.g., $f_0 = 5$ Hz, was used for broadband signal in order to
further improve the MIS and ASG of the proposed approaches for speech as
the incoming signal.
6.1 Conclusions

This thesis presents novel approaches for acoustic feedback control in hearing aids, which provide better solutions for reducing bias in estimation of the feedback path, and/or improving convergence/tracking rate, while maintaining good signal quality. In addition, these proposed AFC approaches are robust against changes of the incoming signal types and against sudden changes in the feedback paths. The proposed approaches can be classified into three main groups.

The first group presents the combination of two-microphone adaptive feedback cancellation (AFC2) method with the widely known PEM. In the PEM-AFC2, derivations for estimation of the feedback path as well as the relative transfer function (RTF) have been proposed. The derivations demonstrated that the PEM-AFC2 provided an improved solution for identifications of the feedback path and the RTF compared to either the PEM or the AFC2 method due to the whitening effects of the pre-filters on the inputs of adaptive filters. Moreover, a new derivation for optimal filters in the AFC2 method was provided. Experimental results with correct assumptions match perfectly with the theoretical analyses for both undermodeling the RTF as well as perfect modeling the RTF. In fact, the PEM-AFC2 obtained a significant performance improve-
ment in terms of MIS and ASG compared to other popular methods such as the PEM or the AFC2 for different types of the incoming signals as well as with a sudden change in the feedback paths. In addition, the PEM-AFC2 yielded a quicker tracking rate compared to the PEM and the AFC2 method. When the SSN was used as the incoming signal, the PEM-AFC2 outperformed the AFC2 method for the case of undermodeling the RTF, whereas both methods converged to the same solutions for the case of perfect modeling the RTF. Furthermore, the proposed PEM-AFC2 obtains as good signal quality as the two compared methods for speech incoming signals, but better signal quality for music incoming signals.

In the second group, the combination of the PEM and FCAF algorithms for adaptive feedback cancellation in SMSL HAs have been investigated. Three new AFC methods have been developed based on different FCAF algorithms, including the PEM-APA, the PEM-PNLMS and the PEM-IPNLMS. Those methods have been benefited from the superior convergence feature of the APA, the PNLMS and the IPNLMS compared to the NLMS algorithm, resulting in an improvement in convergence rate of the system. Experimental results demonstrated that the PEM with FCAF algorithms converged faster, tracked the sudden change of feedback path quicker while maintaining a low steady-state error compared to the PEM-NLMS. To avoid the high increase in the computational complexity, a small projection order ($P = 2$) was recommended for the PEM-APA.

In the third group, a novel VSS algorithm, the IPVSS, has been proposed for the AFC in HAs. This IPVSS algorithm was developed based on the existing PVSS algorithm, but using a limiter to provide the upper and the lower limits for the variable step-size. Thus, the variable step-size fluctuated in a smaller range, leading to less variations in the system performance. The PVSS algorithm was successfully applied to the AEC contexts, but it provided poor performance for the AFC contexts even when the PEM has been used. In contrast, the proposed IPVSS algorithm performed well for the AFC in HAs. In fact, this algorithm was integrated to the NLMS algorithm or the APA and then applied to the
PEM in order to develop two new AFC methods, the PEM-IPVSS-NLMS and the PEM-IPVSS-APA. Experimental results showed that the PEM-IPVSS-NLMS outperformed the PEM-NLMS using either the upper or the lower step-sizes. A similar conclusion has been obtained for the PEM-IPVSS-APA. Moreover, the PEM-IPVSS-APA had significant performance improvement compared to the PEM-IPVSS-NLMS. In addition, frequency shifting techniques were integrated into the PEM-IPVSS to achieve further performance improvement. A small amount of frequency shift (e.g., $f_0 = 5$ Hz) was recommended to avoid the roughness effect for the signals and a small projection order ($P = 2$) was suggested for the PEM-APA to avoid a large increase in the computational complexity.

### 6.2 Future work

In the following some potential suggestions for future research in the area of acoustic feedback control are considered.

- Extending the application of the proposed IPVSS algorithm into the PA systems which have multiple-microphones and multiple-loudspeakers (MMML) and longer distances between loudspeakers and microphones. In this dissertation the IPVSS algorithm was investigated only for the AFC in SMSL HAs. It will be interesting when this variable step-size algorithm is further developed for eliminating the acoustic feedback in the MMSL HAs and/or the PA systems.

- Incorporating noise suppression into the AFC2 method in order to have both acoustic feedback cancellation and noise suppression for HAs and/or PA systems.

- Investigating the effect of hearing aid processing (e.g., delay and gain) on the performance of the system. In this dissertation a fixed gain has been used in the forward path.

- The frequency shifting is a potential solution to decorrelate the loudspeaker and the incoming signal, resulting in a bias reduction in the estimate of the feedback path. In this dissertation the frequency shifting (FS) was implemented for speech incoming signals. Therefore, the FS needs
to be further investigated for other types of incoming signals, e.g., strong tones, or music.

- Implementing the proposed AFC methods in real-time systems and evaluating these methods in real acoustic environment.
APPENDIX A

The following derivations show how to compute the terms $R_{z_1}^{-1}R_{z_1z_2}b$ and $R_{z_1}^{-1}r_{z_1}$ in Section 3.2. For simplicity the index “k” is omitted in the following derivations.

Firstly, the auto-correlation matrix $R_{z_1}$ and the cross-correlation matrix $R_{z_1z_2}$ can be computed as

$$R_{z_1} = \begin{bmatrix} R_y & R_{yx_2} \\ R_{x_2y} & R_{x_2} \end{bmatrix}$$  \hspace{1cm} \text{(A.1)}

and

$$R_{z_1z_2} = \begin{bmatrix} R_y & R_{yu_2} \\ R_{x_2y} & R_{x_2u_2} \end{bmatrix}.$$  \hspace{1cm} \text{(A.2)}

Hence,

$$R_{z_1}^{-1} = \begin{bmatrix} M & N \\ N^T & Q \end{bmatrix}$$  \hspace{1cm} \text{(A.3)}

where $Q = (R_{x_2} - R_{x_2y}R_{y}^{-1}R_{yx_2})^{-1}$, $N = -R_{y}^{-1}R_{yx_2}(R_{x_2} - R_{x_2y}R_{y}^{-1}R_{yx_2})^{-1} = -R_{y}^{-1}R_{yx_2}Q$ and $M = R_{y}^{-1} - NR_{x_2y}R_{y}^{-1}$.

Then, the term $R_{z_1z_2}b$ is computed as follows

$$R_{z_1z_2}b = \begin{bmatrix} R_y & R_{yu_2} \\ R_{x_2y} & R_{x_2u_2} \end{bmatrix} \begin{bmatrix} f_1 \\ h \end{bmatrix}$$

$$= \begin{bmatrix} R_yf_1 + R_{yu_2}h \\ R_{x_2y}f_1 + R_{x_2u_2}h \end{bmatrix}.$$  \hspace{1cm} \text{(A.4)}
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Let $X = R_y f_1 + R_{yu} h$ and $Y = R_{x2y} f_1 + R_{x2u} h$, resulting in

$$R_x^{-1} R_{xz} b = \begin{bmatrix} M & N \\ N^T & Q \end{bmatrix} \begin{bmatrix} X \\ Y \end{bmatrix} = \begin{bmatrix} MX + NY \\ N^T X + QY \end{bmatrix}, \quad (A.5)$$

However,

$$MX + NY = f_1 + R_y^{-1} R_{yu} h - NR_{x2y} R_y^{-1} R_{yu} h + NR_{x2u} h, \quad (A.6)$$

and

$$N^T X + QY = Q \left( R_{x2u} h - R_{x2y} R_y^{-1} R_{yu} h \right), \quad (A.7)$$

due to $R_y^T = R_y$, $R_{x2}^T = R_{x2}$, $Q^T = Q$.

The Eq. (2.32) is reformulated as

$$u_2 = x_2 - F_2(q) y, \quad (A.8)$$

then the term $H(q)$ is multiplied with both sides of that equation, i.e.,

$$H(q) u_2 = H(q) x_2 - H(q) F_2(q) y,$$

or in vector form

$$h^T u_2 = h^T x_2 - f_{2h}^T y, \quad (A.9)$$

where $f_{2h}$ is the coefficient vector of the product $H(q) F_2(q)$. Computing the expectation of the vector $x_2$ with each side of Eq. (A.9) yields

$$E \left\{ x_2 \left[ h^T u_2 \right]^T \right\} = E \left\{ x_2 \left[ h^T x_2(k) - f_{2h}^T y \right]^T \right\},$$

$$R_{x2u} h = R_{x2} h - R_{x2y} f_{2h}. \quad (A.10)$$
Similarly, the following result is obtained

\[ E \left\{ y \left[ h^T u_2 \right]^T \right\} = E \left\{ y \left[ h^T x_2 - f_{2h}^T y \right]^T \right\}, \]

\[ R_{y u_2} h = R_{y x_2} h - R_{y f_{2h}}. \]  \hspace{1cm} (A.11)

Substituting Eq. (A.10) and Eq. (A.11) into Eq. (A.6) and Eq. (A.7) yields

\[ MX + NY = f_1 - f_{2h}, \]  \hspace{1cm} (A.12)

\[ N^T X + QY = h. \]  \hspace{1cm} (A.13)

Moreover,

\[ R_{z_1 r_{z_1 \xi}}^{-1} = \begin{bmatrix} M & N \\ N^T & Q \end{bmatrix} \begin{bmatrix} r_{y \xi} \\ r_{x_2 \xi} \end{bmatrix} = \begin{bmatrix} Mr_{y \xi} + Nr_{x_2 \xi} \\ N^T r_{y \xi} + Qr_{x_2 \xi} \end{bmatrix} = \begin{bmatrix} B_1 \\ B_h \end{bmatrix}, \]  \hspace{1cm} (A.14)

where

\[ B_1 = Mr_{y \xi} + Nr_{x_2 \xi}, \]  \hspace{1cm} (A.15)

\[ B_h = N^T r_{y \xi} + Qr_{x_2 \xi}. \]  \hspace{1cm} (A.16)
This appendix provides proofs for the equality in Eq. (3.30) and Eq. (3.31). Due to the assumption in Eq. (3.17) and if \( \hat{G}(q) = G(q) \), then

\[
\hat{u}_{2p}(k) = \hat{G}(q) G^{-1}(q) w(k) = w(k).
\] (B.1)

Thus the cross-correlation between the whitened loudspeaker signal vector \( y_p(k) \) and the whitened second incoming signal vector \( u_{2p}(k) = w(k) \) is zero if the condition \( d_k > L_h - 1 \) is fulfilled, i.e.,

\[
R_{y_p u_{2p}} = E\{y_p(k) u_{2p}^T(k)\} = E\{y_p(k) w^T(k)\} = 0.
\] (B.2)

Moreover, from Eq. (2.32) and Eq. (3.20), we obtain \( x_{2p}(k) = w(k) + F_2(q) y_p(k) \). Hence,

\[
R_{x_{2p} u_{2p}} = E\{x_{2p}(k) u_{2p}^T(k)\} = E\{x_{2p}(k) w^T(k)\} = R_w.
\] (B.3)

By using the pre-filter \( \hat{G}(q) \) in the PEM-AFC2 model, the Eq. (A.10) and Eq. (A.11) in Appendix A can be reformulated as follows

\[
R_w h = R_{x_{2p}} h - R_{x_{2p} y_p} f_{2h},
\] (B.4)

\[
R_{y_p u_{2p}} h = R_{y_p x_{2p}} h - R_{y_p f_{2h}}.
\] (B.5)
Substituting Eq. (B.2) and Eq. (B.3) into Eq. (B.4) and Eq. (B.5) results in

\[ (R_{x_{2p}} - R_w) h = R_{x_{2p}y_p} f_{2h}, \]
\[ R_{y_p x_{2p}} h = R_{y_p} f_{2h}. \]

Hence,

\[ h = (R_{x_{2p}} - R_w)^{-1} R_{x_{2p}y_p} f_{2h}, \]
\[ f_{2h} = R_{y_p}^{-1} R_{y_p x_{2p}} h. \]

Moreover, substituting Eq. (B.7) into Eq. (B.6) yields

\[ h = (R_{x_{2p}} - R_w)^{-1} R_{x_{2p}y_p} R_{y_p}^{-1} R_{y_p x_{2p}} h, \]

leading to

\[ (R_{x_{2p}} - R_w)^{-1} R_{x_{2p}y_p} R_{y_p}^{-1} R_{y_p x_{2p}} = I, \]

where I is the \((L_h \times L_h)\) identity matrix.

As a result,

\[ R_{x_{2p}} - R_w = R_{x_{2p}y_p} R_{y_p}^{-1} R_{y_p x_{2p}}. \]

Furthermore, \(R_{y_p}^T = R_{y_p}^{-1}\), \(R_{x_{2p}}^T = R_{x_{2p}}^{-1}\), \(\tilde{Q}^T = \tilde{Q}\).

From the equation Eq. (B.8) and the definitions of \(\tilde{Q}\) and \(\tilde{N}\) in Section 3.3 we obtain

\[ \tilde{Q} = R_w^{-1}, \]
\[ \tilde{N} = -R_{y_p}^{-1} R_{y_p x_{2p}} R_w^{-1}. \]

If the RTF is undermodeled \((\xi(k) \neq 0)\), the term \(\xi_p(k)\) is rewritten as follows

\[ \xi_p(k) = h_{res}^T u_{2p}(k) \]
\[ = h_{res}^T w(k). \]
The cross-correlations $r_{y_p\xi_p}$ and $r_{x_{2p}\xi_p}$ are calculated as

$$r_{y_p\xi_p} = R_{y_p w} h_{res} = 0,$$  \hspace{1cm}  \text{(B.12)}

$$r_{x_{2p}\xi_p} = r_{w\xi_p} = R_w h_{res},$$  \hspace{1cm}  \text{(B.13)}

due to $R_{y_p w} = 0$ if $d_k > L_{h_{full}} - 1$.

Substituting Eq. (B.12), Eq. (B.13) and Eq. (B.9), Eq. (B.10) into Eq. (3.28) and Eq. (3.29) results in

$$\tilde{B}_h = h_{res},$$  \hspace{1cm}  \text{(B.14)}

$$\tilde{B}_1 = - R_{y_p}^{-1} R_{y_p x_{2p}} h_{res}.$$  \hspace{1cm}  \text{(B.15)}

For perfect modeling case, $\xi(k) = 0$, i.e., $h_{res} = 0$, we obtain

$$\tilde{B}_h = 0,$$  \hspace{1cm}  \text{(B.16)}

$$\tilde{B}_1 = 0.$$  \hspace{1cm}  \text{(B.17)}
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