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Abstract—This paper presents an efficient cutset approach to compute the reliability of a large communication network having heterogeneous link capacities. The reliability measure has been defined as capacity related reliability (CRR). The proposed method, subset cut technique (SCT), requires the cutset information of the network. For each minimal cut \( C_i \), and a given minimum bandwidth requirement \( W_{\text{min}} \), the method enumerates all nonredundant subset cut (SC), where each SC relates link capacities & minimum bandwidth requirements. Note that if all links in an SC fail, the capacity of the induced cut \( C_i \) will be less than \( W_{\text{min}} \). Given the failure probability of each link, and the nonredundant SC, any Boolean technique for generating mutually disjoint terms can be utilized to obtain a capacity related unreliability (CRI) of the network. Thus, the CRI for an \((s, t)\) node pair is the probability that the network has a capacity of less than \( W_{\text{min}} \) for the given node pair. Note that CRR = 1 − CRI. Two SCT algorithms are proposed: Algorithm-1, and Algorithm-2; and the suitability of using either algorithm is also discussed. Examples are given to illustrate the techniques. The time complexity, and the proof of correctness for the proposed algorithms are also included. It is shown empirically that the time complexity of generating the nonredundant SC of a network is polynomial in the order of the number of cuts of the network. The proposed SCT algorithms have been implemented in C. We have utilized the SCT to generate the CRR of some large communication networks with various \( W_{\text{min}} \) values.

Index Terms—Capacity related reliability, communication network, cutset, network flow, network reliability, sum of subsets, terminal reliability.

I. INTRODUCTION

VARIABLES measures for the reliability index of a communication network are proposed in the literature [1]–[19], [24], [25]. In one measure, the reliability index of the network is represented by its terminal reliability, which is defined as the probability that there exists at least one path for a given source-destination \((s, t)\) node pair of the network [1]–[5]. Here, we assume that the network has equal link capacity, or the link capacities are large enough to sustain the transmission messages (packets) of any bandwidth (size). However, this assumption is unrealistic. The link capacity is a function of cost, and is limited; and each link in a network may have different capacity. Moreover, almost every communication system has a certain required capacity of information contents to be transmitted, and hence there can be a minimum bandwidth requirement, \( W_{\text{min}} \), from the source node to the terminal node of the network in order for the network to be considered to operate successfully. In setting up a video conferencing, as an example, the two connecting parties must agree on the minimum bandwidth requirement. Similarly, establishing a virtual private network between two remote sites of a company also requires such minimum bandwidth [26]. With these additional constraints, we consider that the two connecting nodes can communicate successfully only if the network has at least the required minimum capacity of \( W_{\text{min}} \). The network reliability is, thus, measured as the probability that the network has, at least, a minimum bandwidth of \( W_{\text{min}} \) between the \((s, t)\) node pair. Reference [15] calls such performance index as capacity related reliability (CRR). Note that this reliability measure can also be used as the performance index of other networks, such as a power distribution network, a transportation network, or a water distribution network.

Several researchers [6]–[19] have proposed techniques to compute the CRR. Some of the techniques require only the pathset [8]–[12], or the cutset information [17], [18]; some others [14]–[16] in addition to the pathset, require the cutset to help compute the capacity of the generated composite paths [15], while methods in [13], [19] build a branching-tree (with disjoint tree nodes) directly without using minimal paths and/or cuts. Method [6] requires large memory sizes for solving large networks, and hence, is not efficient. On the other hand, Lee’s technique [7] is quite involved & cumbersome, and also the method is restricted to directed graphs [9]. Misra & Prasad [8], and Aggarwal, et al. [9] propose two-step approaches to obtain CRR. In the first step, their algorithms [8], [9] start with the pathset information of the evaluated network to generate composite paths. In the second step, any Boolean algebra to obtain reliability expression [4], [5] is used to generate the CRR from the composite paths. However, these algorithms fail, in general, to generate correct results [11], [15]. The method in [8] fails to generate all success composite paths, while the basic problem with the method in [9] lies in the procedure used to compute composite path capacity. Aggarwal [10], [11] has introduced the concept of “weighted reliability index” to benchmark the performance of a communication network with heterogeneous link capacities. In [11], he also proposes a new method to calculate the capacity of a subnetwork formed by any subset of paths (i.e., the composite paths). Varshney, et al. [12] generalize the method in [11] to a multistate graph. However, the procedures used to calculate the maximum flow in [11] & [12], in general, do not
produce correct results [15], [20], [21]. Schanzer [20] suggests two ways to correct the problems, while Kyandoghere [21] provides a correction of the procedure. Rueger [13], and Rai, et al. [14] have proposed algorithms which obtain a symbolic CRR expression under a capacity constraint. However, their algorithms suffer from the drawback of generating a huge number of redundant paths/cuts. The algorithms, thus, are impractical even for moderate size graphs where the number of paths is more than ten. Recently, Jane, & Yuan [19] proposed an algorithm to improve the method in [13]. Their improved algorithm [19] is shown to run faster, and to be more robust than Rueger’s method, with a tradeoff for producing an average of four times larger number of disjoint terms than those generated in [13]. Furthermore, their labeling scheme approach is more suitable for networks with directed links, and the steps 3–5 of their algorithm may be repeated exponentially [19].

Rai & Soh [15] proposed a technique to enumerate all success states of the network for the CRR problem. In addition, they provide a new method to compute the capacity of a composite path by utilizing the max-flow min-cut theorem [22]. However, each capacity computation needs all the cuts of the network, and the computation is done for each generated composite path; hence, the overall compensation is expensive. Recently, Lee & Park[16] proposed a new method which reduces the number of composite paths generated from minpaths, and thus reduce the number of capacity computations. However, the time complexity (to generate the composite paths) of the methods in [15], [16] is exponential in the order of the number of simple paths of the network.

In most practical systems, the number of cuts is much smaller than the number of paths [17], and hence computing CRR from cutset information is expected to be more efficient. The method in [17] requires only cutset information to determine the CRR. The method computes the CRR in two main steps. In the first step, the method enumerates all possible nonredundant subsets of a cut $C_i$, for all $i$, each of which is capable of blocking the transmission of messages of size $W_{\text{min}}$ from $s$ to $t$ in the given network. Note that such subset is called a valid cut in [17]. In the second step, the method uses any existing sum-of-disjoint-products algorithm [4], [5] to compute the CRR from the valid cut groups. To generate the valid cut group, the method [17] uses a cutset matrix, $A$, to represent the cutset of the network. Rows of the matrix correspond to the various cutset, and columns indicate the links contained in the particular cutset. The nonzero entries in the matrix show the link capacities. Utilizing the matrix, the method generates a column matrix $CA$ in which its $i$th entry is computed as $CA_i = \sum_j C_{ij}$. Note that $CA_i$ is the cut capacity for $C_i$. The method enumerates the valid cut from matrices $A$ & $CA$. Starting from the first row in $A$, the algorithm computes $CA_i - C_{ij}$. If the result is less than $W_{\text{min}}$, a 1-link valid cut is found, and all nonzero entries of $A$ in column $j$ are made zero. Then, from the remaining nonzero entries in that row, the algorithm enumerates all possible two combinations, three combinations, and so on; and each of them is checked for being valid-cut, i.e., $CA_i - C < W_{\text{min}}$ where $C$ is the sum of all link capacities in the combination. Note that while generating the two or more links forming a valid-cut, the method also deletes any redundant valid cuts. This process is repeated for each row of the matrix. However, the method [17] is efficient only for computing CRR of small networks where some 1-link valid cuts exist. For large networks without or with a small number of 1-link valid cuts, the method has to generate all possible combinations of subsets for all the cuts, and hence, is not efficient. As an example, with $W_{\text{min}} = 4$, the network shown in Fig. 2 contains no 1-link valid cut, and thus for a cut (1,3,4,8,13,14), the method has to generate ($2^6$) possible 2-link, ($2^5$) possible 3-link, ($2^4$) possible 4-link, and ($2^3$) possible 5-link to generate three nonredundant valid cuts: (3,4,13,8,14), (1,3,4,13,14), and (1,3,4,8,13). Thus, for each cut $C_i$ with cardinality $L_i$, $2^{L_i}$ combinations of links are generated; and hence this step is very time consuming. Furthermore, the method fails to detect for system failure when we set $W_{\text{min}} > W_{\text{max}}$, where $W_{\text{max}}$ is the maximum capacity flow through the network [22]. Thus, a more efficient algorithm is needed to compute the CRR of large networks. Soh & Rai [18] have proposed a cutset-based algorithm to solve the CRR. Note that the difference between the method in [17] and that in [18] lies in the valid cut enumerations. In [18], the valid cuts, referred as modified power set (MPS), are generated more efficiently; and hence CRR can be computed faster. The method in [18] generates the MPS by utilizing only links with capacity less than $W_{\text{min}}$ in each cut. Because the method in [18] generates subsets from fewer links than those required in [17], the method in [18] is more efficient compared to that in [17]. The method presented in this paper is an improvement over the algorithm in [18].

The layout of the paper is as follows. Section II describes the CRR concepts, and other related issues. In Section III, the subset cut technique (SCT) is introduced, and two algorithms, Algorithm-1, and Algorithm-2, to enumerate the SC are presented. The section provides some definitions to help reduce the time complexity of the algorithms. In addition, implementation issues for both algorithms are discussed. Several examples illustrating the concepts and correctness proof of the methods are also given in the section. In Section IV, the time complexities of the proposed methods are derived. Section V discusses the CRR results for some communication networks, and concludes the paper.

II. Terminology

In the graph model $G(V, E)$ of a communication network, where vertices ($V$) represent communication centers, and links ($E$) denote connection services, consider each link $j$ has a finite capacity $w_j$, which is known a priori. A flow in a network is a function assigning a nonnegative number $f_j$ to each link $j$ so that $f_j \leq w_j$. and for a vertex (that is neither source nor terminal) the in- & out-flow are the same (flow conservation). Thus, $w_j$ provides a bound on a flow passing through link $j$. The network is good if and only if a specified amount of signal capacity $W_{\text{min}}$ can be transmitted from the input to the output node, or $(s,t)$ node pair. This condition implies that the network must have at least $W_{\text{min}}$ bandwidth/capacity for the given $(s,t)$ node pair. A link $j$ is said to be UP (DOWN) if it is functioning (failed). An UP (DOWN) link is denoted by $j \{\}$, $j \{\}$, Note, the nodes ($V$) are assumed to be always good. An $(s,t)$ cut is a disconnecting set. All communications between a prescribed $(s,t)$ node pair is disrupted once all the links in $(s,t)$ are not operational. An $(s,t)$ cut $i$, $C_i$, is minimal if no proper subset of it represents
a ‘cut.’ The cutset $C_{sd}$ is the set of all minimal cuts for the graph $G(V, E)$. The capacity of a cut $C_i$, $W(C_i)$, is the sum of link-capacities in $C_i$. From max-flow min-cut theorem [22], the maximum capacity flow, $W_{\text{max}}$, through the network is given as the minimum of $W(C_i)$. As an example, consider a bridge network as shown in Fig. 1. The figure shows the link capacities in the brackets. The cutset $C_{sd}$ is given as: $C_1 = (1, 2)$, $C_2 = (1, 3, 5)$, $C_3 = (2, 3, 4)$, and $C_4 = (4, 5)$. The capacities $W(C_1) = W(C_3) = 14$, $W(C_2) = 19$, $W(C_4) = 12$, and $W(C_4) = 7$; and hence, $W_{\text{max}} = \min\{14, 19, 12, 7\} = 7$.

A simple path $i$, $P_i$, for an $(s, t)$ node-pair is formed by the set of UP links such that no nodes are traversed more than once. Any proper subset of simple paths does not result in a path between the node pair. The pathset $P_{sd}$ is a set whose elements are simple paths. The capacity of a simple path $P_i$, $W(P_i)$, is obtained from the capacities of UP links contained in $P_i$, and is given as the minimum capacity of the links in $P_i$. Thus, the capacity $W(P_1)$ for $P_1 = (1, 4)$ in Fig. 1 is computed as $W(P_1) = \min\{w_1, w_4\} = 3$. If $W(P_i) \geq W_{\text{min}}$, a simple path $P_i$, in addition to satisfying the connectivity requirement, fulfils the capacity constraint too. The path $P_i$ then is called a success state of $G(V, E)$. Otherwise, the $P_i$ represents a failed state.

- In the event that link capacities are infinitely large, all simple paths form success states because they do provide $(s, t)$ connectivity, and their successes ensure the system or network success.
- However, for a finite capacity situation, all simple paths may or may not lead to the success states of $G(V, E)$. Depending on $W_{\text{min}}$, some or all simple-paths may fail to satisfy the capacity constraint. Thus, simple path, and cut, two important concepts in terminal reliability, has to be revisited while considering the CRR measure. The concept of composite path & its capacity determination [15], and subset cut (introduced in Section III) are the steps in this direction.

### III. The Subset-Cut Technique (SCT)

This section introduces the subset cut (SC) concept, and some definitions which lead us in developing the SCT to compute the CRR.

**Definition:** A subset-cut, $SC_{i,j}$, for $j > 0$, is a subset of a cut $C_i$ with capacity $W(SC_{i,j}) > W(C_i) - W_{\text{min}}$.

The capacity $W(SC_{i,j})$ is the sum of link-capacities in $SC_{i,j}$. If all links in $SC_{i,j}$ fail, the capacity of the induced cut $C_i$ between the given $(s, t)$ node pair of a network will be less than $W_{\text{min}}$. Note that when $W_{\text{min}} = 1$, and all links in the network have equal link capacity $w_k = 1$, each $SC_{i,j}$ reduces to the cut of the graph theoretic terminology (i.e., equal to $C_i$). Also note that a cut $C_i$ is always an SC.

For any $i, j, p$, and $q$, an $SC_{i,j}$ is called a redundant SC if there exists an $SC_{pqt}$ as its subset. This redundancy can occur among the SC generated from a cut $C_i$ (called internal redundant), and may also occur among the SC generated from all cuts in the network (called external redundant). We define a minimal-subset-cut, $MSC_{i,j}$, as a non internal-redundant SC generated from a cut $C_i$, and a network-minimal-subset-cut, $NMSC_{i,j}$, as an external-redundant SC $C_i$. A $C_i$ is an internal redundant SC if the cut contains at least one $SC_{i,j}$. Given the cutsets, link capacities, and a required $W_{\text{min}}$ of a network, the proposed SCT algorithms generate the NMSC for the network.

It is obvious that the SC concept is the reverse of the composite path [15]. An SC is a subset of any cut $C_i$ of a network whose link failures (DOWN) are able to block the required system capacity, $W_{\text{min}}$, between a given $(s, t)$ node pair in the network, whereas a $k$-composite path [15] is the composition of $k$ paths whose link successes (UP) are able to meet the required bandwidth for the given $(s, t)$ node pair. The capacity related unreliability (the probability that the network has a capacity of less than $W_{\text{min}}$ for the given node pair), CRU, is computed from the enumerated NMSC. Any Boolean techniques [1], [2], [4], [5] can be used to generate the mutually disjoint expression for the NMSC. An expression (value) for the CRU, and hence the CRR ($= 1 - \text{CRU}$), is obtained by substituting each DOWN (UP) link $i$ (by) the mutually disjoint forms with its probability of failure (success). $q_i(1 - q_i)$.

#### A. The SC Enumeration Technique

In general, computational complexity of the SC enumeration depends on:

(i) the total number of subsets of links generated for each $C_i$;
(ii) the total number of internal (external) redundant SC generated/removed, and
(iii) the total number of cuts in the network that are used to generate SC.

Therefore, to design an efficient SC enumeration algorithm, we need to reduce the values of these three parameters.

The problem to generate the $SC_{i,j}$ from a $C_i$ is similar to the well-known sum-of-subsets problem [23]. In the sum-of-subsets problem with $n$ distinct positive numbers or weights, we generate all combinations of these numbers whose sum is equal to a given integer $M$. On the other hand, in our SC enumeration problem, there are $L_i$ nondistinct positive numbers or
link capacities, and we enumerate all minimal combinations of these capacities (and hence links because each link has a one-to-one correspondence with its capacity) whose sum is larger than \( W(C_i) - W_{\min} \). Note, \( L_i \) is the total number of links in \( C_i \). Obviously we can use any sum-of-subsets algorithm to generate all the SC by running the algorithm for each \( M \) larger than \( W(C_i) - W_{\min} \). Then, taking care of redundant SC, we obtain all the MSC. However, for a general network with \( W_{\min} \leq W(C_i) \), this approach will generate an excessive number of subsets, most of which are redundant SC, and hence the approach is not efficient. Furthermore, the sum-of-subsets algorithms [23] do not take advantage of non distinct link capacities, and other network properties which can be used to help reduce the time complexity of enumerating the SC.

The SC for a given cut \( C_i \) can also be enumerated by, first, exhaustively taking all possible combinations (subsets) of links in \( C_i \), where each of the generated subsets is tested for being an SC. Second, we remove the internal redundant \( SC_{i,j} \) to generate the set of \( MSC_{i,k} \). We repeat these two steps for all cuts of the network. Finally, we remove the external redundant SC to obtain the set of NMSC for the network. However, this simple (exhaustive) method is not efficient. For each cut \( C_i \) containing \( L_i \) links, this method has to generate \( 2^{L_i} \) subsets, most of which are not SC. Furthermore, we also have to remove many internal & external redundant SC to generate the NMSC. Therefore, we need to devise an efficient algorithm to avoid generating the exponential number of subsets, and to reduce the number of internal & external redundant SC.

In the following subsections, we propose two SCT algorithms to generate SC: Algorithm-1, and Algorithm-2. To reduce the number of subsets generated for each \( C_i \), these two algorithms generate subsets only from links each with capacity less than \( W_{\min} \). Furthermore, the proposed algorithms reduce the computational complexity of generating the NMSC by removing some cuts a priori, should the cuts be detected to eventually generate redundant SC. The proposed Algorithm-1 is efficient for enumerating the NMSC for small to moderate sized networks, while the SCT Algorithm-2 is suitable for obtaining the NMSC of large networks, where there are some sets of links each with the same link capacity.

**B. SCT Algorithm-1**

This proposed SCT Algorithm-1 reduces the computational complexity of SC generation by reducing the total number of subsets enumerated for each cut \( C_i \), and by removing some \( C_i \), which will eventually produce redundant SC. Furthermore, this Algorithm-1 employs a greedy approach. The method will stop generating additional subsets once it detects that larger subsets will generate only redundant SC. In this greedy approach, the total number of subsets generated depends on the link capacities, and the required \( W_{\min} \). In the following, we define several concepts which are needed in the SCT Algorithm-1.

**Definition:** A sum-of-subsets-less, \( SSL_{i,j} \) (for \( j = 1, 2, \ldots \)), is a subset of a cut \( C_i \) which has a sum of link capacities less than \( W_{\min} \).

Utilizing the \( SSL \), we propose the following theorem to generate the \( SC_{i,j} \) for a cut \( C_i \).

**Theorem 1:** \( SC_{i,j} = C_i - SSL_{i,j} \), where ‘−’ is a set difference operation.

**Proof:** Because each link has a nonnegative capacity, from the theorem we get the following equality: \( W(SC_{i,j}) = W(C_i) - W(SSL_{i,j}). \) To prove the correctness of this theorem, we need to show that each \( SC_{i,j} \) generated using Theorem 1 meets its definition, i.e., \( W(SC_{i,j}) > W(C_i) - W_{\min}. \) To show this, we consider two cases.

**Case 1:** \( |SSL_{i,j}| = 0 \). Substituting \( |SSL_{i,j}| = 0 \) to the theorem, we obtain \( W(SC_{i,j}) = W(C_i). \) For \( W_{\min} > 0 \), it is obvious that \( W(SC_{i,j}) > W(C_i) - W_{\min}; \) and hence the theorem is proved for this case.

**Case 2:** \( |SSL_{i,j}| > 0 \). Because, by definition, \( W(SSL_{i,j}) < W_{\min} \), substituting the \( SSL_{i,j} \) in the theorem with \( W_{\min} \), we obtain \( W(SC_{i,j}) > W(C_i) - W_{\min} \), and hence the theorem is also proved for this second case.

Following Theorem 1, the \( SC_{i,j} \) for a cut \( C_i \) can be easily generated once we obtain all their corresponding \( SSL_{i,j} \). The \( SSL_{i,j} \), in turn, are generated from the links in a cut \( C_i \). However, because \( W(SSL_{i,j}) < W_{\min} \) (by definition), it is obvious that each link \( k \) in a \( SSL_{i,j} \) has a link capacity \( w_k < W_{\min} \); and hence the \( SSL \) can be more efficiently enumerated by considering only the links in \( C_i \) each with link capacity less than \( W_{\min} \). Here, we define a \( smallLink \) as a subset of a cut \( C_i \), which contains links each of which has link capacity less than \( W_{\min} \). Therefore, the \( SSL_{i,j} \) can be more efficiently generated from a \( smallLink \).

The advantages of generating the SC following Theorem 1 are two-fold. First, we notice that, in general, and for various values of \( W_{\min} \), the number of links in a \( smallLink \) (\( = \tau_i \)), is less than the number of links in \( C_i \) (\( = L_i \)); and hence, enumerating \( SSL \) from a \( smallLink \) is more efficient than obtaining SC directly from the corresponding cut \( C_i \). Second, this approach does not necessarily generate all \( 2^{L_i} \) subsets from each \( smallLink \). For \( k < \tau_i \), if each subset of size \( k \) has capacity greater than or equal to \( W_{\min} \), then subsets of size \( k + 1 \) should not be generated because they will not produce any more \( SSL \). This greedy approach avoids the unnecessary generation of subsets.

The problem of generating all \( SSL_{i,j} \) from a \( smallLink \) is also similar to the sum-of-subsets problem [23]. Here, there are \( \tau_i \) nondistinct positive numbers or link capacities, and we generate all combinations of these capacities (and hence links because each link has one-to-one correspondence with its capacity) whose sum is less than \( W_{\min} \). Thus, the \( SSL \) can be generated by exhaustively taking all possible 2-subsets, 3-subsets, all the way up to \( \tau_i \)-subset from the \( smallLink \), where the capacity of each subset should be less than \( W_{\min} \).

However, some redundant \( SSL \) may still be generated. Note, these redundant \( SSL \), in turn, will result in internal redundant SC, and hence should be deleted. We consider a \( SSL_{i,j} \) redundant if there exists a \( SSL_{i,k} \) as its superset. Here, we define a \( maximum-sum-of-subsets-less, MSSSL_{i,j} \) as a non redundant \( SSL \) in a cut \( C_i \). The \( MSSSL_{i,j} \) for a cut \( C_i \) can be generated either by removing all redundant SC, or by enumerating them from the \( MSSSL_{i,j} \). The correctness of this second approach is validated by the following lemma.
Lemma 1: $MSC_{i,j} = C_i - MSSL_{i,j}$, where ‘$-$’ is a set difference operation.

Two theorems are now presented. Theorem 2 can be used to detect a priori network failures for a required $W_{\min}$, while Theorem 3 is used to delete some of the cuts which eventually produce redundant SC, and hence this action reduces the complexity of enumerating the SC.

Theorem 2: For any $i$ & $j$, and a given $W_{\min}$, if there exists an empty set $SC_{i,j}$, the network is always failed.

Proof: From Theorem 1, an empty set $SC_{i,j}$ implies $SSL_{i,j} = C_i$. When $C_i = SSL_{i,j}, W(C_i) < W_{\min}$ because, by definition, $W(SSL_{i,j}) < W_{\min}$. From max-flow min-cut theorem, the capacity of a network ($W(\max)$) is given as the minimum of all $W(C_i)$ for all $i$, and thus, $W_{\max}$ can not be larger than $W(C_i)$. If $W(C_i) < W_{\min}$, then it follows that $W_{\min} > W_{\max}$; hence, the network always fails.

Example: Consider $W_{\min} = 8$, and a bridge network shown in Fig. 1. Given $C_2 = \{4, 5\},$ we obtain $SSL_{2,1} = \{4, 5\} = C_4$. Following Theorem 2, there is no success state in the network for $W_{\min} = 8$. Note, $W_{\min}(= 8) > W_{\max}(= 7)$.

Theorem 3: Consider a subset cut $SC_{a,j}$ which contains links each of which has capacity $u_k \geq W_{\min}$. If there is any cut $C_k$ such that $SC_{ij} \subseteq C_k$, then any subset cut $SC_{b,i}$ generated from $C_k$ will always be a redundant SC.

Proof: From Theorem 1, each $SC_{b,i}$ generated from $C_k$ contains at least all links in $SC_{a,j}$. Thus, by definition, each $SC_{b,i}$ is redundant.

To take the benefit of the property described in Theorem 3, we suggest all the cuts in $C_{s,t}$ be ordered following the increasing cardinality of their number of links, and we generate the SC starting from the cut with the smallest cardinality. Then, each SC which meets the given criteria in Theorem 3 is kept in a separate list. Should there be a cut that is a superset of any SC in the list, the detected cut can be ignored. Thus, this step reduces unnecessary generations of subsets, which in turn, also reduces the number of (external) redundant SC.

Example: Table 1 shows all cuts, $C_1$ through $C_{18}$ (sorted based on their increasing cardinality), of the network in Fig. 2 for the given $(s,t)$ node pair. For $W_{\min} = 4$, the $smallLink_{18}$ for the cut $C_{18}$ is obtained as: $\{1 2 5 8 14 15\}$. Because each link in a $smallLink$ is always less than $W_{\min}$, each 1-subset of the small-link is a SSL. Taking all 2-subsets of the $smallLink_{18}$, we obtain $SSL_{18,2}$ as: $\{2 5\}, \{2 8\}, \{2 14\}, \{2 15\}, \{5 15\}, \{14 15\}$. Reducing redundant SSL, we find that all, but $\{1\}$, are redundant 1-link SSL. The algorithm, then, generates all 3-subsets from the $smallLink_{18}$, and finds that none of them is an SSL. Thus, the algorithm stops generating larger subsets, and all the obtained SSL are $MSSL$. Using Lemma 1, we obtain the MSC for the cut $C_{18}$: $MSC_{18,1} = \{1 2 5 7 8 13 14 15\} \rightarrow \{1\} = \{2 5 7 8 13 14\}$, $MSC_{18,2} = \{1 2 5 7 8 13 14 15\} \rightarrow \{2 5\} = \{7 13 14\}$, $MSC_{18,3} = \{1 5 7 8 13 14\}$. $MSC_{18,4} = \{1 5 7 8 13\}$, $MSC_{18,5} = \{5 7 8 13 14\}$, $MSC_{18,6} = \{1 2 5 7 8 13 14\}$, $MSC_{18,7} = \{1 2 5 7 8 13\}$. Similarly, from $C_2$, we generate $MSC_{2,1} = \{3, 12\}$. Note that $u_3 \geq W_{\min}$, and $u_9 \geq W_{\min}$: also $MSC_{2,1} \subseteq C_3 (\{3, 6, 12\})$, $MSC_{2,1} \subseteq C_5 (\{3, 9, 12, 14\})$, and $MSC_{2,1} \subseteq C_6 (\{3, 12, 13, 14\})$. Thus, by Theorem 3, we can a priori delete cuts $C_3, C_5,$ and $C_6$. Should we generate the SC for the deleted cuts, we obtain the following redundant MSC: $\{3, 6, 12\}, \{3, 9, 12\}, \{3, 12, 14\},$ and $\{3, 12, 13, 14\}$. Using this method for the remaining cuts, we generate the MSC of the network: $\{1 3\}, \{2 3\}, \{3 12\}, \{3 4 6\}, \{6 11 12\}, \{6 12, 15\}, \{12 13\}, \{9 12\}, \{12 14\}, \{1, 3, 4, 9\}^R, \{1, 3, 4, 14\}^R, \{3 4 9 14\}, \{7 11\}, \{1 2 7 15\}, \{2 7 11 15\}, \{1 4 6 11\}, \{1 4 6 15\}, \{4 6 11 15\}, \{4 9\}, \{1 4 15\}, \{4 9 15\}, \{7 11 12\}, \{2 7 12 15\}, \{3 4 8 13 14\}, \{1, 3, 4, 13\}^R, \{1, 3, 4, 8, 13\}^R, \{1 4 8 13\}, \{1 4 13 14\}, \{4 8 13 14 15\}, \{1 2 7 9\}, \{1 7 9 14\}, \{1 7 9 15\}, \{2 7 9 14 15\}, \{1 2 5 7 8 13 14\}, \{1 2 5 7 8 13\}$. Removing the external redundancies (the ones in the list with a superscript ’$R$’), we obtain the NMSC for the network. Finally, using CAREL [1], we get the expression for CRU. Assuming that the network has equal link unreliability of 0.1, CRU is given as 0.050 156, and hence, $\text{CRR} = 1 - 0.050 156 = 0.949 844$.

The proposed SCT Algorithm-1 produces the SSL (with total link capacities less than $W_{\min}$) to help enumerating the SC, and this approach is different than the steps taken in [17]. Because SSL are generated from $smallLinks$, it is obvious that this approach is more efficient compared to that in [17] because, in general, $\tau_i < L_i$. However, if we generate the subsets exhaustively, we may have to generate up to $2^n$ subsets for each $C_i$. We observe that the worst case scenario for Algorithm-1 is when it eventually generates only one SSL, i.e., $SSL_{i,j} = smallLink_{i,j}$. For this case, Algorithm-1 generates all $2^n - 1$ possible subsets, and there are $2^n - 2$ redundant SSL: Algorithm-1 is recommended for use only when $\tau_i$, on average, is small ($\leq 10$) and $W(smallLink_{i,j}) \gg W_{\min}$. Assuming that, in general, each link of a large network has nonunique capacity, we propose SCT Algorithm-2.

**C. SCT Algorithm-2**

Given a $smallLink_{i,j}$, we group all of the links based on their link capacities. Let $G_{i,j}$ be a group of links each with a link capacity of $\lambda_{i,j}$ units. Thus, for $g$ different link capacities, we obtain a set of groups, $G_{i,j}$, comprising $G_{i,j}^1, G_{i,j}^2, \ldots, G_{i,j}^g$. Let $\phi_{i,j}$ denote the number of links in a group $G_{i,j}$, and thus $\sum_g \phi_{i,j} = \tau_i$. For a given $W_{\min}$, there are no more than $(W_{\min} - 1)$ groups in the $G_i$, and hence $g < W_{\min}$.

Example: Consider the following set of links, each with its corresponding link capacity.

<table>
<thead>
<tr>
<th>Link</th>
<th>Capacity</th>
</tr>
</thead>
<tbody>
<tr>
<td>a b c d e f g h i j k l m n o p q r</td>
<td>1 1 1 2 2 2 3 3 3 4 4 4 5 5 5 6 6 6</td>
</tr>
</tbody>
</table>
For $W_{\min} = 8$, we find $smallLink_i = \{a, b, c, d, e, f, g, h, i, j, k, l, m, n, o, p, q, r\}$. Dividing the links in the $smallLink_i$ into groups, we obtain the set of groups $G_i$ as $G_{i1} = \{a, b, c\}$, $G_{i2} = \{d, e, f\}$, $G_{i3} = \{g, h, i, j\}$, $G_{i4} = \{k, l\}$, $G_{i5} = \{m, n, o\}$, and $G_{i6} = \{p, q, r\}$.

The proposed SCT Algorithm-2 generates all MSSL of a $smallLink_i$ in two steps:

Step 1: Generate all combinations of sum-of-subsets notations, $SSL_{N_{i,j}} = \{\alpha_1 : \beta_1\} \times \{\alpha_2 : \beta_2\} \times \{\alpha_3 : \beta_3\} \times \ldots \times \{\alpha_w : \beta_w\}$, for $w < g$, and $j = 1, 2, \ldots$

Step 2: Generate $MSSL$ from each $SSL_{N_{i,j}}$.

Each $\alpha_k : \beta_k$ denotes a set of all $\alpha_k$-subsets of $G_{i,k}$, for $0 \leq \alpha_k \leq \varphi_{g_k}$ and $1 \leq k \leq g$. The `$\times$' is a set multiplicity operator. For each $SSL_{N_{i,j}}$, the $\alpha_k$ and the $\beta_k$ are computed such that $\sum_{k=1}^{w} \alpha_k \beta_k < W_{\min}$.

An $SSL_{N_{i,j}}$ represents one or more $SSL$ for $smallLink_i$. This proposed SCT Algorithm-2 utilizes the fact that for large networks, there are some sets of links, each of which has the same link capacities. By grouping the links by link capacity, and using a more concise notation to represent a set of $SSL$, the number of subsets generated will be less, and hence the number of redundancy tests will also be reduced. The problem to enumerate all $SSL_{N_{i,j}}$ is also similar to the sum of subsets problem [22]. Here, given distinct positive numbers $\beta_k$, each with $\varphi_{g_k}$ duplicates, we generate all combinations of the numbers with the requirement that their sum should be less than $W_{\min}$.

To avoid generating redundant $SSL$ and hence internal redundant SC, we remove any redundant $SSL_{N_{i,j}}$. As $SSL_{N_{i,j}} = \{\alpha_1 : \beta_1\} \times \{\alpha_2 : \beta_2\} \times \{\alpha_3 : \beta_3\} \times \ldots \times \{\alpha_w : \beta_w\}$, is redundant if there is an $SSL_{N_{i,k}} = \{\alpha_1b_1\} \times \{\alpha_2b_2\} \times \{\alpha_3b_3\} \times \ldots \times \{\alpha_w b_w\}$ such that $\alpha_1 \leq \alpha_1$, $\alpha_2 \leq \alpha_2$, $\alpha_3 \leq \alpha_3$, and $\alpha_w \leq \alpha_w$. It is obvious that using these concise notations, there will be fewer redundancy tests/deletions to produce SC. However, each redundancy test needs more computation time than that needed in Algorithm-1.

Example: Using the set of group $G_i$, obtained in the previous example, and given $W_{\min} = 8$, we enumerate the fourteen SSL: $SSL_{N_{i,1}} = \{1\} \times \{1\}$, $SSL_{N_{i,2}} = \{1\} \times \{2\}$, $SSL_{N_{i,3}} = \{1\} \times \{3\}$, $SSL_{N_{i,4}} = \{1\} \times \{4\}$, $SSL_{N_{i,5}} = \{1\} \times \{5\}$, $SSL_{N_{i,6}} = \{1\} \times \{6\}$, $SSL_{N_{i,7}} = \{1\} \times \{7\}$, $SSL_{N_{i,8}} = \{1\} \times \{8\}$, $SSL_{N_{i,9}} = \{1\} \times \{9\}$, $SSL_{N_{i,10}} = \{2\} \times \{1\}$, $SSL_{N_{i,11}} = \{2\} \times \{3\}$, $SSL_{N_{i,12}} = \{2\} \times \{4\}$, and $SSL_{N_{i,13}} = \{2\} \times \{5\}$, and $SSL_{N_{i,14}} = \{3\} \times \{1\}$. Each SSL meets the inequality $\sum_{k=1}^{w} \alpha_k \beta_k < W_{\min}$. As an example, for $SSL_{N_{i,7}} = \{1\} \times \{3\}$, the sum of link capacities of one link in $G_{i,7}$, of one link in $G_{i,7}$, and of any two links in $G_{i,7}$, is equal to 7 (less than $W_{\min}$). The $SSL_{N_{i,11}}$ & $SSL_{N_{i,14}}$ are redundant with respect to the $SSL_{N_{i,12}}$, and hence are deleted.

Once we generate all non-redundant SSL, we generate all $MSSL$, which in turn are used to enumerate the MSC$_{i,j}$. The $MSSL$ are generated from an $SSL_{N_{i,j}}$ as follows:

(i) From each $\alpha_k : \beta_k$, we generate a $G_{sub_{i,j}}$ which comprises all $\alpha_k$-subsets of $G_{i,k}$. Let $G_{sub_{i,j}}$ denote a subset in the $G_{sub_{i,j}}$, for $j = 1, 2, \ldots, \varphi_{g_k}$.

(ii) We obtain all $MSSL_{i,j}$ by taking the set multiplications of each $G_{sub_{i,j}}$ in $G_{sub_{i,j}}$, with each $G_{sub_{i,j}}$ in $G_{sub_{i,j}}$, for all $h, j, k$, and $l$.

Example: Given $SSL_{N_{i,12}} = \{2\} \times \{3\}$, obtained in the previous example, we generate its $G_{sub_{i,2}} = \{\{a, b, c\} \times \{d, e, f\}\} \times \{\{g, h, i, j\} \times \{k, l\}\}$, and $G_{sub_{i,12}} = \{\{a, b, c\}$, taking the set multiplications of $G_{sub_{i,2}}$ with $G_{sub_{i,12}}$, we obtain three $MSSL$: $\{d, e, a, b, c\}$, $\{d, f, a, b, c\}$, and $\{e, f, a, b, c\}$. Similarly, from $SSL_{N_{i,7}} = \{1\} \times \{2\} \times \{2\}$, we obtain the following 27 $MSSL$: $\{g, h, i\} \times \{d, e, f\} \times \{\{a, b\}, \{a, c\}, \{b, c\}\}$, $\{g, d, a, b\}$, $\{g, d, a, c\}$, $\{g, d, b, c\}$, $\{g, e, a, b\}$, $\{g, e, a, c\}$, $\{g, e, b, c\}$, $\{g, f, a, b\}$, $\{g, f, a, c\}$, $\{g, f, b, c\}$, $\{h, d, a, b\}$, $\{h, d, a, c\}$, $\{h, d, b, c\}$, $\{h, e, a, b\}$, $\{h, e, a, c\}$, $\{h, e, b, c\}$, $\{h, f, a, b\}$, $\{h, f, a, c\}$, $\{h, f, b, c\}$, $\{i, d, a, b\}$, $\{i, d, a, c\}$, $\{i, d, b, c\}$, $\{i, e, a, b\}$, $\{i, e, a, c\}$, $\{i, e, b, c\}$, $\{i, f, a, b\}$, $\{i, f, a, c\}$, and $\{i, f, b, c\}$. Note, should we not delete the redundant $SSL_{N_{i,11}} = \{1\} \times \{2\} \times \{3\}$, as an example, the following three redundant SSL are obtained: $\{d, e, a, b, c\}$, $\{e, f, a, b, c\}$, and $\{f, a, b, c\}$. Continuing this process on the remaining SSL, we obtain 120 $MSSL$.

Even though our greedy approach in Algorithm-1 avoids generating $2^{n_h}$ possible subsets from the $smallLink_i$ (in the previous example) to obtain the 120 $MSSL$, the method still needs to generate $(\binom{n_h}{1} + \binom{n_h}{2} + \binom{n_h}{3} + \binom{n_h}{4} + \binom{n_h}{5} + \binom{n_h}{6}) = 31179$ subsets, in addition to removing 31 059 redundant SSL. On the other hand, Algorithm-2 needs to remove only two redundant SSL; and from the other twelve (nonredundant) SSLN, the method produces 120 $MSSL$. Algorithm-2, in the example, generates only 70 subsets. Thus, the Algorithm-2 is expected to be more efficient compared to Algorithm-1 for enumerating the SC of large networks.

IV. IMPLEMENTATION, AND TIME COMPLEXITY OF ALGORITHMS

1) SCT Algorithm-1: The implementation of the proposed SCT Algorithm-1 (to generate the NMSS set) is shown in Fig. 3.

2) Implementation and Time Complexity: The time complexity of Algorithm-1 depends on the total number of cuts ($\approx m$) in the network, the number of links in each cut $C_i (= L_i)$, the number of links in each smallLink ($= \tau_i$), the total number of subsets generated for each $C_i (= S_i)$, the total number of MSC in each $C_i (= M_i)$, and the total number of MSC in the network ($= A$). The last four parameters, in turn, depend on the network topology, the assigned link capacities, and the required $W_{\min}$.

The function is_red_by_theorem3() of the Algorithm-1 in Fig. 3 is implemented as follows.

is_red_by_theorem3 (C_i): for (all MSC_{j,k} in MSC_{j,3}) do if (MSC_{j,k} \subseteq C_i) then return (1) return (0)
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Fig. 3. The SCT Algorithm

Fig. 4. Function generate.MSC.1().

where \( \eta \) is the total number of MSC in the \( \text{MSC}_t \). Each subset testing can be done in \( O(1) \) because each cut \( C_i \), MSC, and NMSC is bit-implementable.

Fig. 4 shows the implementation of function generate.MSC.1( ) of the Algorithm-1. The function gen.small_link( ) in Fig. 4 generates a small_link_\( i \) for a cut \( C_i \). In the following we show the implementation for the function.

The function requires \( O(L_t) \) time, where \( L_t \) is the total number of links in a cut \( C_t \). If each link \( k \) has capacity \( w_k \geq W_{\text{min}} \), the function makes \( C_t \) as the MSC, and returns found.MSC = TRUE. This flag will make function generate.MSC.1( ) returns with the obtained MSC (see Fig. 3).

The gen.all subset (small_link_, j) in Fig. 4 enumerates all sized \( j \) subsets of the small_link_\( i \), and therefore its time complexity is \( O(\binom{\tau_i}{j}) \), where \( \tau_i \) is the total number of links in small_link_\( i \). In Fig. 4, each of the subset is tested for being an SSL, and if it is, then an SC is obtained. The is.SSL( ) function requires only \( O(\tau_i) \) time.

Where is the total number of MSC in the \( \text{MSC}_t \). Each subset testing can be done in \( O(1) \) because each cut \( C_i \), MSC, and NMSC is bit-implementable.

Then, function put.new.SC( ) in Fig. 4 obtains nonredundant MSC or deletes redundant MSC from the existing list. The implementation of the function put.new.SC( ) is shown as follows.

1. The function requires \( O(L_t) \) time, where \( L_t \) is the total number of links in a cut \( C_t \). If each link \( k \) has capacity \( w_k \geq W_{\text{min}} \), the function makes \( C_t \) as the MSC, and returns found.MSC = TRUE. This flag will make function generate.MSC.1( ) returns with the obtained MSC (see Fig. 3).
2. The gen.all subset (small_link_, j) in Fig. 4 enumerates all sized \( j \) subsets of the small_link_\( i \), and therefore its time complexity is \( O(\binom{\tau_i}{j}) \), where \( \tau_i \) is the total number of links in small_link_\( i \). In Fig. 4, each of the subset is tested for being an SSL, and if it is, then an SC is obtained. The is.SSL( ) function requires only \( O(\tau_i) \) time.
As shown in the function, each nonredundant SC is stored in MSC, and is also tested for meeting the requirement of Theorem 3. The test requires $O(L_i)$ time, and hence the complexity of this function is $O(M_i + M_j * L_i)$. With $(\frac{7}{2})$ iterations, the time complexity of ' all' in Fig. 3 is $O((\frac{7}{2})* (M_i + \tau_l) + M_j * L_i)$. 

The steps ' all' and ' all', in general, are used for $j < \tau_i$ (due to its greedy approach). The worst-case time complexity of the ' all' (for $j = 1, 2, \ldots, \tau_i$) is $O (2^{\tau_i} (M_i + \tau_i + 1) + M_j * L_i)$. Finally, the worst-case complexity of function generateMSC1() can be computed directly from the sum of the results for ' all' and ' all' which gives $O (2^{\tau_i} (M_i + \tau_i + 1) + M_j * L_i)$.

The algorithm for function generateMSC( ) is shown in Fig. 5. There are two different cases for removing external redundant SC. In CASE 1, the new generated MSC is redundant; while in CASE 2, one or more MSC in the MSC_set are redundant. Removing redundancy in CASE 1 is more efficient compared to that in CASE 2 because once the new generated MSC is detected to be redundant, the process is stopped. One of the advantages of ordering the cuts based on their increasing cardinality is to make the occurrences of redundancies in CASE 1 more likely, as observed in our experimental results (about 90%). From the implementation of generateMSC( ), we compute the worst-case time complexity of the function to be $O (A * M_j)$.

3) Time Complexity of the SCT Algorithm-1: The is_red_by_theorem3( ), generateMSC1( ), and generateMSC( ) functions are called for each cut $C_i$, and hence the time complexity of the proposed Algorithm-1, on average, is $O(2^m * (2^\tau + 1) + M * (L + A))$. Note that the number of minimal paths, and minimal cuts of a general network with $n$ nodes & $b$ links is $O(2^n + 2^m)$, and $O(2^{\tau_i + \tau_j})$, respectively. Because $\tau < L$, $L \ll M$, $M \ll A$, and $A \approx m$, and assuming in general $b \approx n \approx L$, the worst case time complexity of the Algorithm-1 can be approximated as $O(2^m + 1) * m^2 = O(M * m^2)$.

1) SCT Algorithm-2: The only difference between Algorithm-1 & Algorithm-2 is on the implementation of the generateMSC1( ) function. Thus, in the following, we show only the implementation, and the time complexity of the modified function, generateMSC2( ), for Algorithm-2.

2) Implementation and Time Complexity: Fig. 6 shows the implementation of function generateMSC2( ). Function gen_group_Gi() in ' all' of the figure generates a set of groups $G_i = \{G_{i/k}\}$ from a cut $C_i$, for $k \in \{1, 2, 3, \ldots\}$, where each $\beta_k$ is a unique link capacity. The function requires generate MSC (NMSC_set, MSCi): end;
if (new MSCi) then
begin
put $SC_{i,k}$ into MSCi;
/* used for theorem 3; Complexity is $O(L_i)$ */
if (each link capacity in the $SC_{i,k}$, $u_k \geq W_{min}$) then
put the $SC_{i,k}$ in MSC_i;
end;
end;
end;

The generateSSLN ($G_i$, $W_{min}$) in ' all' of Fig. 6, enumerates all possible nonredundant SSLN at $= \{\alpha_1 : \beta_1\} \times \{\alpha_2 : \beta_2\} \times \{\alpha_3 : \beta_3\} \times \ldots$ from all $G_{i/k}$ in $G_i$. The best scenario
generate_MSC_2 (MSC", C_i):
/* Step 2.1 */
G_i = gen_group_G_i (C_i, found_MSC);
if (found_MSC) then
  return;
/* Step 2.2 */
SSLN_i = generate_SSLN(G_i, W_min);
/* Step 2.3 */
generate_MSSL( );
for (each SSLN_j,k in SSLN_i) do
  begin
    /* Step 2.3.1 */
    for (each (αj; βj) in SSLN_j,k) do
      G_sub βj = gen_all_subset(G_j,αj);
    /* Step 2.3.2 */
    MSSL_i = G_j × G_j × ...
    put_MSC (MSSL_i);
  end;
Fig. 6. Function generate_MSC_2 ( ).

for the function is when each link in G_i has the same link capacity u_k, for any k (i.e., there is only one group in G_i). For this case, the complexity of the function is \( O(\binom{\tau_i}{j}) \), where \( j \leq \tau_i \) is an integer such that each j-combination of the links qualifies as a SSL, i.e., \( j \times u_k < W_{\min} \). On the other hand, the worst-case scenario for the function is when each link has a different link capacity. For this case, there are \( \tau_i \) groups in G_i, and therefore, \( 2^\tau_i \) SSLN are generated each SSLN representing only one SSL. In this worst case, Algorithm-2's complexity is the same as that of Algorithm-1. Thus, the complexity of this worst case is \( O(2^\tau_i) \), and the average complexity of the function is \( O(\binom{\tau_i}{\frac{\tau_i}{2}} / 2) \).

' of Fig. 6 obtains MSSL from SSLN_h,k, for \( k = 1, 2, \ldots, \mu_k \). The gen_all_subset (G_i, \( \alpha_j \)) in ' of the figure generates all sized \( \alpha_j \) subsets of the links in G_i. Let \( \varphi_h \) be the number of links in group G_i. The complexity of the function is thus \( O(\binom{\varphi_h}{\alpha_j}) \).

In ' of Fig. 6, we start with the set multiplications of the G_sub k, to generate all MSSL, and hence the MSSL for the C_i. The complexity of this function depends on the number of MSSL generated. Thus, the complexity of this step, on average, should be \( O(M_i * \mu_k) \). Function put_MSC ( ) in Fig. 6 obtains all the MSC, and put them in a list. In the function, each generated MSC is tested for meeting the requirement of Theorem 3. The test requires \( O(L_4) \) time, and hence the complexity of the function is \( O(M_i * L_4) \). The implementation of function put_MSC ( ) is shown as follows.

put_MSC (MSSL_i):
for (each MSSL_i,k in MSSL_i) do
  begin
    MSSL_i,k = C_i - MSSL_i,k;
    put MSSL_i,k into MSC_i;
    /* Used for theorem 3; Complexity:
    O(L_4) */
    if (each link capacity in the MSC_i)
      then
        put MSSL_i,k to MSC_.e3;
  end;

Fig. 7. 7 node, 12 link network.

Because ' , we obtain the time complexity of the generate_MSC_2 ( ) function as \( O(L_4 + \binom{\tau_i}{\frac{\tau_i}{2}} / 2 + \mu_k * (\binom{\varphi_h}{\alpha_j}) + M_i * \mu_k * L_d) \).

In general, \( \binom{\varphi_h}{\alpha_j} \ll M_i * L_4 \), and hence the complexity expression can be reduced to \( O((\binom{\tau_i}{\frac{\tau_i}{2}} / 2 + \mu_k * (\binom{\varphi_h}{\alpha_j}) + \mu_k * M_i * L_d) \).

V. EXPERIMENTAL RESULTS AND DISCUSSION

The proposed SCT Algorithm-1 & Algorithm-2 are simple, and have been implemented in C on a Pentium III computer. Both Algorithm-1 & Algorithm-2 are used to generate the NMSC for the networks shown in Figs. 2 & 7 for various values of \( W_{\min} \leq W_{\max} \). The two methods generate exactly the same sets of NMSC for the network. Then, assuming an equal link reliability of 0.9 for all links, and utilizing CAREL [11] on the NMSC, we compute the CRU, and hence the CRR of the networks. The resulting CRR for the networks match the
TABLE II
RESULTS FOR THE NETWORK IN Fig. 2

<table>
<thead>
<tr>
<th>Wmin (MSC)</th>
<th>NMSC</th>
<th>SC</th>
<th>IRED</th>
<th>ERED</th>
<th>subset</th>
<th>T3</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>18</td>
<td>18</td>
<td>18</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>16</td>
<td>16</td>
<td>16</td>
<td>0</td>
<td>20</td>
<td>6</td>
</tr>
<tr>
<td>3</td>
<td>21</td>
<td>21</td>
<td>29</td>
<td>8</td>
<td>53</td>
<td>6</td>
</tr>
<tr>
<td>4</td>
<td>37</td>
<td>42</td>
<td>63</td>
<td>21</td>
<td>5</td>
<td>151</td>
</tr>
<tr>
<td>5</td>
<td>32</td>
<td>46</td>
<td>94</td>
<td>48</td>
<td>14</td>
<td>299</td>
</tr>
<tr>
<td>6</td>
<td>24</td>
<td>56</td>
<td>135</td>
<td>79</td>
<td>32</td>
<td>332</td>
</tr>
<tr>
<td>7</td>
<td>18</td>
<td>58</td>
<td>174</td>
<td>116</td>
<td>40</td>
<td>359</td>
</tr>
<tr>
<td>8</td>
<td>17</td>
<td>41</td>
<td>134</td>
<td>93</td>
<td>24</td>
<td>221</td>
</tr>
<tr>
<td>9</td>
<td>14</td>
<td>64</td>
<td>198</td>
<td>134</td>
<td>50</td>
<td>305</td>
</tr>
<tr>
<td>10</td>
<td>11</td>
<td>88</td>
<td>365</td>
<td>277</td>
<td>77</td>
<td>688</td>
</tr>
</tbody>
</table>

TABLE III
RESULTS FOR THE NETWORK IN Fig. 7

<table>
<thead>
<tr>
<th>Wmin (SC)</th>
<th>NMSC</th>
<th>SC</th>
<th>IRED</th>
<th>ERED</th>
<th>subset</th>
<th>T3</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 to 6</td>
<td>20</td>
<td>20</td>
<td>20</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>7</td>
<td>56</td>
<td>56</td>
<td>56</td>
<td>0</td>
<td>15</td>
<td>117</td>
</tr>
<tr>
<td>8 to 10</td>
<td>38</td>
<td>71</td>
<td>71</td>
<td>0</td>
<td>33</td>
<td>179</td>
</tr>
<tr>
<td>11, 12</td>
<td>31</td>
<td>102</td>
<td>102</td>
<td>0</td>
<td>71</td>
<td>326</td>
</tr>
<tr>
<td>13</td>
<td>38</td>
<td>111</td>
<td>165</td>
<td>54</td>
<td>73</td>
<td>598</td>
</tr>
<tr>
<td>14</td>
<td>21</td>
<td>139</td>
<td>207</td>
<td>68</td>
<td>118</td>
<td>598</td>
</tr>
<tr>
<td>15, 16</td>
<td>21</td>
<td>141</td>
<td>211</td>
<td>70</td>
<td>120</td>
<td>602</td>
</tr>
<tr>
<td>17</td>
<td>23</td>
<td>190</td>
<td>287</td>
<td>97</td>
<td>167</td>
<td>602</td>
</tr>
<tr>
<td>18</td>
<td>24</td>
<td>210</td>
<td>309</td>
<td>99</td>
<td>186</td>
<td>602</td>
</tr>
<tr>
<td>19</td>
<td>26</td>
<td>192</td>
<td>345</td>
<td>153</td>
<td>166</td>
<td>767</td>
</tr>
</tbody>
</table>

TABLE IV
RESULTS FOR THE NETWORK IN Fig. 8

<table>
<thead>
<tr>
<th>Wmin (SC)</th>
<th>NMSC</th>
<th>SC</th>
<th>IRED</th>
<th>ERED</th>
<th>subset</th>
<th>T3</th>
<th>CRR</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 to 3</td>
<td>214</td>
<td>214</td>
<td>214</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.987390</td>
</tr>
<tr>
<td>4</td>
<td>230</td>
<td>230</td>
<td>230</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.976531</td>
</tr>
<tr>
<td>5</td>
<td>275</td>
<td>275</td>
<td>275</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.947716</td>
</tr>
<tr>
<td>6</td>
<td>405</td>
<td>405</td>
<td>405</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.948631</td>
</tr>
<tr>
<td>7</td>
<td>428</td>
<td>496</td>
<td>496</td>
<td>68</td>
<td>130</td>
<td>1085</td>
<td>40</td>
</tr>
<tr>
<td>8</td>
<td>568</td>
<td>689</td>
<td>689</td>
<td>185</td>
<td>217</td>
<td>1842</td>
<td>40</td>
</tr>
<tr>
<td>9</td>
<td>611</td>
<td>927</td>
<td>927</td>
<td>316</td>
<td>421</td>
<td>2986</td>
<td>50</td>
</tr>
<tr>
<td>10</td>
<td>968</td>
<td>1429</td>
<td>1429</td>
<td>461</td>
<td>722</td>
<td>5971</td>
<td>15</td>
</tr>
<tr>
<td>11</td>
<td>1065</td>
<td>1710</td>
<td>1710</td>
<td>645</td>
<td>994</td>
<td>7980</td>
<td>15</td>
</tr>
<tr>
<td>12</td>
<td>143</td>
<td>1183</td>
<td>2052</td>
<td>869</td>
<td>1040</td>
<td>10060</td>
<td>15</td>
</tr>
<tr>
<td>13</td>
<td>173</td>
<td>1465</td>
<td>2679</td>
<td>1214</td>
<td>1292</td>
<td>17554</td>
<td>11</td>
</tr>
</tbody>
</table>

results reported in [15], [16]. These results, empirically, show the correctness of our methods.

In Tables II & III, we show the total number of subset cuts (SC), minimal-SC (MSC), and network-minimal-SC (NMSC) generated using Algorithm-1 for the networks in Figs. 2 & 7, respectively. When Wmin = 1, the total number of NMSC is equal to the number of cuts in the network. As shown in the tables, the total number of NMSC for each Wmin is of the same order as the number of cuts of the networks. The NMSC are generated by removing all the external-redundant SC (ERED, from all cuts) from the MSC, which in turn are generated by removing all the internal-redundant SC (IRED, within a cut) from the SC. For each small cut, we generate its subsets, and each subset is checked for being an SC. The tables show the total number of subsets generated to produce all the SC. The total number of IRED, ERERED, and subsets generated determine the computational complexity of the method. The results in the tables, empirically, show that the complexity of the algorithm is polynomial in the number of cuts. Columns T3 in Tables II & III show the number of cuts that can be removed a priori following Theorem 3. However, as shown in Table III, such cuts may not exist at all.

Table IV shows the CRR and the other parameters for the network in Fig. 8, with various Wmin values. Notice that each of

the number of subsets generated is also in polynomial order of the number of cuts of the network. This shows, empirically, the efficiency of the proposed Algorithm-1. In Table V(a) & V(b), we show the results generated from 7376 cuts of the network in Fig. 9 for various values of Wmin. We used Algorithm-1 to produce Table V(a), and Algorithm-2 to generate Table V(b). As shown in Table V(a), even though the total number of subsets, and the internal redundant SC, are still in polynomial order of the number of cuts of the network, the numbers are significantly increasing. In Table V(b), we show the number of subsets generated by the SCT Algorithm-2. Comparing the results with those in Table V(a), the total number of subsets generated has been reduced significantly. The SSLN column in the table shows the number of sum-of-subsets notations generated by Algorithm-2,
and the IREDN is the number of redundant SSLN. The nonredundant SSLN, then, are translated to obtain the MSSL, which, in turn, are used to generate the MSC. Because we use bit notations for SC & MSC, only two set-operations (in Algorithm-1) are needed to determine if an $SC_{k,j}$ (MSC$_{k,j}$) is redundant with respect to an $SC_{l,k}$ (MSC$_{l,k}$). On the other hand, determining an SSLN redundant (with respect to another SSLN) in Algorithm-2 is more time consuming. However, for larger networks, the total number of SSLN generated in Algorithm-2 would be far less than the total number of SC in Algorithm-1. Furthermore, once we generate a set of nonredundant SSLN, we can directly generate non-(internal) redundant SC. Therefore, Algorithm-2 is more suitable for use to generate the NMSC for large networks (small links of size larger than 10). The average small link of the network in Fig. 9 is 9.5. However, Algorithm-2 does not reduce the number of external redundant SC (see Column ERED in Tables V(a) and V(b)). It is obvious that an improved algorithm is needed to further reduce the complexity of generating the NMSC.

We used Algorithm-1 to compute the CRR of the 5-node 7-link ARPA network used in [7], [17]. The network contains six cuts, and for $W_{\text{min}} = 3$ the average small link is 1.75; and thus Algorithm-1 is more suitable to be used than Algorithm-2. Our method generates exactly the same result as obtained in [17]. For $W_{\text{min}} = 3$, the network contains only one 1-link valid cut [17], and therefore the method in [17] has to generate 31 subsets to obtain five valid cuts of the network. On the other hand, Algorithm-1 generates only 7 subsets, and removes two external-redundant SC, and hence our method is more efficient than the method in [17]. Furthermore, because the method in [17] uses a 2-dimension cutset-matrix to represent the cuts of a network, the method [17] requires large memory spaces to solve the CRR of large networks. The algorithms in [15] & [16] generate a set of composite paths (cp) from the pathset information of a network. The two algorithms also require a max-flow-min-cut algorithm [21] to compute the capacity flow for each generated cp [15], [16] to generate a set of minimal success composite paths. In general, the algorithms [15], [16] generate $O(2^{m_f})$ cp ($m_f$ is the total number of failure simple paths of the network), and require all cuts information of the network to compute the capacity flow of each generated cp [15]. Therefore, the pathset-based algorithms are not suitable for computing the CRR of large networks with hundreds or thousands of paths & cuts. Neither [15] nor [16] provides experimental results for solving the CRR of large networks, and hence we are unable to compare the efficiency of our algorithms with those in [15], [16].

To compare the performance of our approach with that recently reported in [19], we used Algorithm-1 to compute the CRR, for various $W_{\text{min}}$ of the network shown in Fig. 10 (Case 1 in [19]; average small link = 3.25). Table VI shows, for each $W_{\text{min}}$, the number of NMSC produced, the number of disjoint products generated using CAREL [1] from each of the NMSC set, and the running time of our SCT method. The table also provides the required CPU time on a Pentium III, and the number of disjoint products generated using the Jane & Yuan’s (JY) technique as reported in [19]. We first generated the cutset of the network, which required 110 milliseconds of CPU time. From the cutset, we then used Algorithm-1 to generate the NMSC for various values of $W_{\text{min}}$. Finally, we used CAREL to obtain the CRR for each set of NMSC, assuming each link has a reliability of 0.9. The CPU time required for our SCT approach, as shown in Table VI, includes only the CPU time needed to generate the NMSC using Algorithm-1, and the time for running CAREL. The cutset enumeration was done only once (for the network), and hence we have excluded its CPU time from our calculation. As shown in Table VI, our method outperforms the JY [19] in both the required CPU time, and the number of disjoint products generated. Based on the results reported in [19], our method is also better than Rueger’s technique [13].

From Table V(b) we also notice that the total number of NMSC generated are decreasing with increasing $W_{\text{min}}$ values.
(from 7376 to 476). We observe that the time required to generate the CRR of the network, when the number of NMSC is far less than the number of cuts of the network, is less than that needed to compute the network’s terminal reliability. As an example, CAREL needed 156.27 seconds to obtain the terminal reliability of the network (from 7376 cuts), while the Algorithm-2 & CAREL took only 37 seconds to compute the CRR for the network with $W_{\text{min}} = 22$. Generating NMSC takes polynomial time in the number of cuts, while generating CRR (terminal reliability) from NMSC (cuts) using CAREL is exponential in the number of NMSC (cuts). Thus, when the total number of NMSC is far less than the number of cuts, computing CRR is more efficient compared to obtaining the terminal reliability of the network.

Tables IV and V(b) show the CRR for the networks shown in Figs. 8, and 9, respectively, for various values of $W_{\text{min}}$, and assuming an equal link reliability of 0.9 for all links. From the CRR values, we observe that there are tradeoffs between allowing a larger bandwidth requirement in the networks (increasing the $W_{\text{min}}$), and the reliability of the network to meet such a requirement. However, for some values of $W_{\text{min}}$, we get good tradeoffs. As an example, increasing the $W_{\text{min}}$ from 10 to 12 units for the network in Fig. 9 does not reduce the reliability of the network. Similarly, increasing the $W_{\text{min}}$ from 3 to 8 units (167% increase) reduces the reliability of the network in Fig. 8 only by 3%. On the other hand, increasing $W_{\text{min}}$ by only 1 unit (from 8 to 9) for the network in Fig. 8 reduces the reliability of the network appreciably (by 18%). Our method can be used to determine the optimal $W_{\text{min}}$ for certain network configurations, and hence can be used to compare the reliability of various candidate topologies having heterogeneous link-capacities. We are exploring to extend our method so that it can also be used to find the bottleneck of the network, and add minimal extra bandwidth as necessary to improve the network’s CRR.
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