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Abstract. This paper studies the rate of convergence of the weak Euler approximation for solutions to Lévy-driven stochastic differential equations with nondegenerate main part driven by a spherically symmetric stable process, under the assumption of Hölder continuity. The rate of convergence is derived for a full regularity scale based on solving the associated backward Kolmogorov equation and investigating the dependence of the rate on the regularity of the coefficients and driving processes.
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1. Introduction. Stochastic differential equations arise from a broad variety of fields [21]. Let \( T \in (0, \infty) \) and \((\Omega, \mathcal{F}, \mathbf{P})\) be a complete probability space with a filtration \( \mathbb{F} = \{\mathcal{F}_t\}_{t \in [0,T]} \) of \( \sigma \)-algebras satisfying usual conditions. Suppose \( X = \{X_t\}_{t \in [0,T]} \) is an \( \mathbb{F} \)-adapted stochastic process solving a given stochastic differential equation. When the equation satisfies certain conditions, there may exist a closed-form expression for \( X \). In general, this is unrealistic, and numerical approximations are used [10]. Among others, weak Euler is one of the most commonly applied approximations, provided that it converges.

The Euler approximation \( Y = \{Y_t\}_{t \in [0,T]} \) is said to converge to \( X \) with order \( \kappa > 0 \) if for each smooth function \( g \) with bounded derivatives, there exists a constant \( C \), depending only on \( g \), such that

\[
|E[g(Y_T)] - E[g(X_T)]| \leq C \kappa \delta = C \delta^\kappa,
\]

where \( \delta > 0 \) is the maximum step size of the time discretization.

For diffusion processes, the problem of estimating the rate of convergence has been well addressed, for instance, in the case of smooth conditions [19], [20], [26], [27] as well as in the case of Hölder continuity [13].

While diffusion processes are probably the most intensively investigated, they exhibit almost surely continuous sample paths, which is not necessarily the case in many applications. On the other hand, stochastic processes with jumps provide more flexibility in modeling dynamic phenomena with continuous and discontinuous uncertainty. In particular, Lévy processes [1], [4], [24] are the simplest generic class of processes having a.s. continuous paths interspersed with random jumps of arbitrary sizes occurring at random times. Stochastic differential equations driven by Lévy processes are therefore widely employed in modeling systems arising from, for instance, mathematics, science, engineering, and finance [2], [25], [29].
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For Lévy-driven stochastic differential equations under smooth conditions, numerical approximations have been consistently studied in, for example, [8], [9], [11], [22], [23].

The rate of convergence of the weak Euler scheme has also been estimated under the assumption that the coefficients are Hölder-continuous, with a minor restriction on the scale of regularity [18]. In the present paper, the restriction is removed, and for the first time the rate is derived for the whole Hölder–Zygmund scale, by looking into the dependence of the rate of convergence on the Hölder regularity of the coefficients and driving processes. Here, for a driving process a part of its regularity is the variation of the process. From this perspective, the Wiener process is the most “chaotic” among $\alpha$-stable processes.

The paper is organized as follows. In section 2, the stochastic differential equations under consideration are introduced and the rate of convergence is stated, followed by the proof of the main theorem, along with the essential technical results, presented in section 3.

2. Model and result.

2.1. Lévy-driven stochastic differential equations. Let $\alpha \in (0, 2]$ and $\mathbb{R}_0^d = \mathbb{R}^d \setminus \{0\}$. Consider in $\mathbb{R}^d$ the model

\begin{equation}
X_t = X_0 + \int_0^t a(X_s^-) \, ds + \int_0^t b(X_s^-) \, dS_s + \int_0^t c(X_s^-) \, dL_s, \quad t \in [0, T],
\end{equation}

where for $x \in \mathbb{R}^d$,

\begin{align*}
a(x) &= (a^i(x))_{1 \leq i \leq d}, \quad b(x) = (b^{ij}(x))_{1 \leq i, j \leq d}, \quad c(x) = (c^{ij}(x))_{1 \leq i, j \leq d, 1 \leq j \leq m},
\end{align*}

are measurable and bounded, with $a = 0$ if $\alpha \in (0, 1)$ and nondegenerate $b$.

The main part of the equation is driven by $S = \{S_t\}_{t \in [0, T]}$, a $d$-dimensional $\mathbb{F}$-adapted standard spherically symmetric $\alpha$-stable process defined by

\begin{equation}
S_t = \int_0^t \int \left[ (1 - \chi^\alpha(y)) \, p_0(dy, ds) + \chi^\alpha(y) \, q_0(dy, ds) \right], \quad \alpha \in (0, 2),
\end{equation}

where $\chi^\alpha(y) = \mathbf{1}_{(\alpha=1)} \mathbf{1}_{\{|y|\leq 1\}} + \mathbf{1}_{(\alpha \in (1, 2))}$, $p_0(dy, dt)$ is a Poisson point measure on $\mathbb{R}_0^d \times [0, \infty)$ with

\begin{equation}
\mathbb{E}[p_0(dy, dt)] = \frac{dy}{|y|^{d+\alpha}} \, dt, \quad q_0(dy, dt) = p_0(dy, dt) - \frac{dy}{|y|^{d+\alpha}} \, dt.
\end{equation}

The process $S$ is a standard Wiener process in $\mathbb{R}^d$ if $\alpha = 2$.

The last term is driven by $L = \{L_t\}_{t \in [0, T]}$, an $m$-dimensional $\mathbb{F}$-adapted Lévy process whose characteristic function is $\exp\{t \eta(\xi)\}$ with

\begin{equation}
\eta(\xi) = \int_{\mathbb{R}_0^m} \left[ e^{i\xi \cdot y} - 1 - i(\xi, y) \mathbf{1}_{\{\alpha \in (1, 2]\}} \mathbf{1}_{\{|y|\leq 1\}} \right] \pi(dy),
\end{equation}

that is,

\begin{equation}
L_t = \int_0^t \int \left[ (1 - \chi^\alpha(y)) \, p(dy, ds) + \chi^\alpha(y) \, q(dy, ds) \right],
\end{equation}

\begin{equation}
\mathbb{E}[L_t] = \int_{\mathbb{R}_0^m} \left[ e^{i\xi \cdot y} - 1 - i(\xi, y) \mathbf{1}_{\{\alpha \in (1, 2]\}} \mathbf{1}_{\{|y|\leq 1\}} \right] \pi(dy).
\end{equation}
where \( \bar{\chi}^\alpha(y) = 1_{\{\alpha \in (1,2)\}} 1_{\{|y| \leq 1\}} p(dy, dt) \) is a Poisson measure on \( \mathbb{R}_0^m \times [0, \infty) \) with \( \mathbb{E}[p(dy, dt)] = \pi(dy) dt \), and \( q(dy, dt) = p(dy, dt) - \pi(dy) dt \) is the centered Poisson measure. It is assumed that

\[
\int (|y|^\alpha \wedge 1) \pi(dy) < \infty.
\]

Mathematical models defined by (1) are used to describe random dynamic phenomena arising from various fields. A typical example is the following intensively applied jump-diffusion process, the results of which are stated in Corollary 1.

**Example 1.** Consider an \( \mathbb{F} \)-adapted process \( X = \{X_t\}_{t \in [0,T]} \) solving

\[
X_t = X_0 + \int_0^t a(X_{s-}) \, ds + \int_0^t b(X_{s-}) \, dW_s + \int_0^t c(X_{s-}) \, dL_s, \quad t \in [0,T],
\]

where for \( x \in \mathbb{R}^d \),

\[
a(x) = (a^i(x))_{1 \leq i \leq d}, \quad b(x) = (b^j(x))_{1 \leq i,j \leq d}, \quad c(x) = (c^j(x))_{1 \leq i,j \leq m}
\]

are measurable and bounded with \( \inf \mathbb{R} \frac{\text{det}}{\text{det} b(x)} > 0 \). For \( W = \{W_t\}_{t \in [0,T]} \) is a \( d \)-dimensional standard Wiener process, and \( L = \{L_t\}_{t \in [0,T]} \) is an \( m \)-dimensional Lévy process such that there exists a number \( \mu \in (0, 3) \) satisfying

\[
\int_{|y| \leq 1} |y|^2 \pi(dy) + \int_{|y| > 1} |y|^\mu \pi(dy) < \infty.
\]

**2.2. Weak Euler approximation.** The weak Euler approximation of \( X \) defined in (1) is an \( \mathbb{F} \)-adapted stochastic process \( Y = \{Y_t\}_{t \in [0,T]} \) defined by the stochastic equation

\[
Y_t = X_0 + \int_0^t a(Y_{s-}) \, ds + \int_0^t b(Y_{s-}) \, dS_s + \int_0^t c(Y_{s-}) \, dL_s, \quad t \in [0,T],
\]

where \( \{\tau\}_\delta = \{\tau_i\}_{i=0,\ldots,n_\delta} \) is a time discretization of the interval \( [0,T] \) satisfying

\[
0 = \tau_0 < \tau_1 < \cdots < \tau_{n_\delta} = T \quad \text{and} \quad \max_i (\tau_i - \tau_{i-1}) \leq \delta \in (0,1).
\]

Here \( \tau_i = \tau_i \) if \( s \in [\tau_i, \tau_{i+1}] \), \( i = 0, \ldots, n_\delta - 1 \). Contrary to the coefficients in (1), those in (3) are piecewise constant in each time interval \( [\tau_i, \tau_{i+1}] \).

The rate of convergence is stated in Theorem 1. Without being explicitly specified, \( C = C(\cdot, \ldots, \cdot) \) denotes possibly different constants depending only on the corresponding arguments, and the following notation are used.

Denote \( \mathcal{H} = [0,T] \times \mathbb{R}^d \) and \( \mathcal{N} = \{0,1,\ldots\} \). For \( x,y \in \mathbb{R}^d \), write \( (x,y) = \sum_{i=1}^d x_i y_i \), \( |x| = \sqrt{\langle x,x \rangle} \), and for \( B \in \mathbb{R}^{d \times d} \), \( |B| = \sum_{i=1}^d |B^{ii}| \).

For \( (t,x) \in \mathcal{H} \), multi-index \( \gamma \in \mathbb{N}^d \), and \( i,j = 1,\ldots,d \), denote

\[
\partial t u(t,x) = \frac{\partial}{\partial t} u(t,x), \quad \partial x^\gamma u(t,x) = \frac{\partial^{|\gamma|}}{\partial^{\gamma_1} x_1 \cdots \partial^{\gamma_d} x_d} u(t,x),
\]

\[
\partial_i u(t,x) = \frac{\partial}{\partial x_i} u(t,x), \quad \partial_{ij} u(t,x) = \frac{\partial^2}{\partial x_i x_j} u(t,x),
\]

\[
\partial x u(t,x) = \nabla x u(t,x) = \langle \partial_1 u(t,x), \ldots, \partial_d u(t,x) \rangle,
\]

\[
\partial^2 u(t,x) = \Delta u(t,x) = \sum_{i=1}^d \partial_{ii}^2 u(t,x).
\]
For $\beta = [\beta^-] + \{\beta^+\} > 0$, where $[\beta^-] \in \mathbb{N}$ and $\{\beta^+\} \in (0, 1]$, let $C^\beta(\mathbf{H})$ denote the space of measurable functions $u$ on $\mathbf{H}$ such that the norm

$$
|u|_\beta = \sum_{|\gamma| \leq [\beta^-]} \sup_{(t,x) \in \mathbf{H}} |\partial_\gamma u(t,x)| + 1_{\{\beta^+ < 1\}} \sup_{|\gamma| = [\beta^-], t,x,h \neq 0} \frac{|\partial_\gamma^2 u(t,x+h) - \partial_\gamma^2 u(t,x)|}{|h|^{[\beta^+]}} + 1_{\{\beta^+ = 1\}} \sup_{|\gamma| = [\beta^-], t,x,h \neq 0} \frac{|\partial_\gamma^2 u(t,x+h) + \partial_\gamma^2 u(t,x-h) - 2\partial_\gamma^2 u(t,x)|}{|h|^{[\beta^+]}}
$$

is finite. Accordingly, $C^\beta(\mathbb{R}^d)$ denotes the space on $\mathbb{R}^d$. The classes $C^\beta$ are Hölder–Zygmund spaces and coincide with Hölder spaces if $\beta \notin \mathbb{N}$ [28].

For $u \in C^\beta(\mathbb{R}^d)$, $\beta \in (0, 1]$, denote $|u|_0 = \sup_x |u(x)|$ and

$$
|u|_\beta = 1_{\{\beta \in (0,1)\}} \sum_{x \neq y} \sup_{|x-y|^\beta} \frac{|u(x) - u(y)|}{|x-y|^\beta} + 1_{\{\beta = 1\}} \sup_{x,h \neq 0} \frac{|u(x+h) - 2u(x) + u(x-h)|}{|h|^{\beta}}.
$$

Define $\widetilde{C}^\beta(\mathbb{R}^d)$, $\beta > 0$, as a space such that for $\beta \notin \mathbb{N}$, $\widetilde{C}^\beta(\mathbb{R}^d) = C^\beta(\mathbb{R}^d)$ and for $\beta \in \mathbb{N}$, $\widetilde{C}^\beta(\mathbb{R}^d)$ is a space of functions $u$ on $\mathbb{R}^d$ having $\beta - 1$ continuous bounded derivatives and $\partial_\gamma^2 u(x)$, $|\gamma| = \beta - 1$, are Lipschitz.

For $u \in \widetilde{C}^\beta(\mathbb{R}^d)$, $\beta > 0$, denote

$$
||u||_\beta = 1_{\{\beta \notin \mathbb{N}\}} |u|_\beta + 1_{\{\beta \in \mathbb{N}\}} \left[ \sum_{|\gamma| \leq [\beta^-]-1} |\partial_\gamma^2 u_0| + \sup_{x \neq y, |x-y|^\beta} \frac{|\partial_\gamma^2 u(x) - \partial_\gamma^2 u(y)|}{|x-y|^\beta} \right].
$$

**Theorem 1.** Let $Y = \{Y_t\}_{t \in (0,T]}$ be the weak Euler approximation with step size $\delta \in (0, 1)$ of the stochastic process $X = \{X_t\}_{t \in (0,T]}$ defined by (1). For $\alpha \in (0, 2]$, $\beta \in (0, 3)$, and $\mu \in [\beta, \alpha + \beta)$, assume $a^i, b^i \in \mathcal{C}^\alpha(\mathbb{R}^d)$, $1 \leq i, j \leq d$, $c^i \in \mathcal{C}^{\beta/\mu}(\mathbb{R}^d)$, $1 \leq i \leq d$, $1 \leq j \leq m$, $\inf_x |\det b(x)| > 0$, and

$$
\int_{|y| \leq 1} |y|^\alpha \pi(dy) + \int_{|y| > 1} |y|^\mu \pi(dy) < \infty.
$$

Then there exists a constant $C$ such that

$$
|E[g(Y_T)] - E[g(X_T)]| \leq C|g|_{\alpha + \beta, \kappa} \delta \quad \forall g \in C^{\alpha + \beta}(\mathbb{R}^d),
$$

$$
|E[\int_0^T f(Y_{\tau_n}) \, ds] - E[\int_0^T f(X_s) \, ds]| \leq C|f|_{\beta, \kappa} \delta \quad \forall f \in C^\beta(\mathbb{R}^d),
$$

where

$$
\kappa(\delta, \alpha, \beta) = \begin{cases} 
\delta^{\beta/\alpha}, & \beta < \alpha, \\
\delta(1 + |\ln \delta|), & \beta = \alpha, \\
\delta, & \beta > \alpha.
\end{cases}
$$
Remark 1. The assumption $c^{ij} \in \tilde{C}^{\beta/(\mu+1)}(\mathbb{R}^d)$, $1 \leq i \leq d, 1 \leq j \leq m$, indicates that if $\mu < 1$, a heavier tail of $\pi$ can be balanced by a higher regularity of $c^{ij}$.

Applying Theorem 1 to Example 1 results in Corollary 1.

**Corollary 1.** Let $Y = \{Y_t\}_{t \in [0,T]}$ be the weak Euler approximation of the stochastic process $X = \{X_t\}_{t \in [0,T]}$ defined by (2). For $\beta \in (0,3)$ and $\mu \in [\beta,2+\beta)$, assume $a^i, b^{ij} \in \tilde{C}^{\beta}(\mathbb{R}^d)$, $1 \leq i \leq d, c^{ij} \in \tilde{C}^{\beta/(\mu+1)}(\mathbb{R}^d)$, $1 \leq i \leq d, 1 \leq j \leq m$, $\inf_x |\det b(x)| > 0$, and

$$
\int_{|y| \leq 1} |y|^2 \pi(dy) + \int_{|y| > 1} |y|^\mu \pi(dy) < \infty.
$$

Then there exists a constant $C$ such that

$$
|\mathbb{E}[g(Y_T)] - \mathbb{E}[g(X_T)]| \leq C |g|_{2+\beta} \kappa(\delta,\beta) \quad \forall g \in C^{2+\beta}(\mathbb{R}^d),
$$

$$
|\mathbb{E}\left[\int_0^T f(Y_{t+}) \, ds\right] - \mathbb{E}\left[\int_0^T f(X_s) \, ds\right]| \leq C |f|_{\beta} \kappa(\delta,\beta) \quad \forall f \in C^{\beta}(\mathbb{R}^d),
$$

where

$$
\kappa(\delta,\beta) = \begin{cases} 
\delta^{3/2}, & \beta < 2, \\
\delta(1 + |\ln \delta|), & \beta = 2, \\
\delta, & \beta > 2.
\end{cases}
$$

Similarly, Theorem 1 can also be applied directly to other representative cases, for instance, $\mu = \alpha$ and that of heavy tails.

Remark 2. The same rate of convergence is obtained in Theorem 1, while the assumptions are much weaker compared with a previous study [22]. For the special case of diffusion processes, Corollary 1 improves the rate of convergence obtained previously [13].

For the case when $\beta \notin \mathbb{N}$ and $\beta \neq \alpha$, the result was proved in [18]. This paper focuses on what is left.

3. **Proof.** To prove Theorem 1, standard techniques such as stochastic flows cannot be applied due to the lack of regularity. Instead, the solution to the corresponding backward Kolmogorov equation is used. The operators of the equation associated with $X_t$ are defined as follows.

For $u \in C^{\alpha+\beta}(H)$, denote

$$
\mathcal{A}_z u(t,x) = 1_{\{\alpha = 1\}}(a(z), \nabla_x u(t,x)) + 1_{\{\alpha = 2\}} \frac{1}{2} \sum_{i,j=1}^d B^{ij}(z) \partial_{ij}^2 u(t,x)
$$

$$
+ 1_{\{\alpha \in (0,2)\}} \int [u(t,x + b(z)y) - u(t,x)]
$$

$$
- \chi^\alpha(y) (\nabla u(t,x), b(z)y) \frac{dy}{|y|^{d+\alpha}},
$$

$$
\mathcal{A} u(t,x) = \mathcal{A}_z u(t,x) = \mathcal{A}_z u(t,x) |_{z = x},
$$
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Then by Itô’s formula, the solution to (1), and the stochastic process

\[ B_\omega u(t, x) = 1\{\alpha \in (1, 2)\} (a(z), \nabla_x u(t, x)) + \int_{\mathbb{R}^d} \left[ u(t, x + c(z)y) - u(t, x) - 1\{\alpha \in (1, 2)\} 1\{|y| \leq 1\} (\nabla_x u(t, x), c(z)y) \right] \pi(dy), \]

\[ B u(t, x) = B_\omega u(t, x) = B_\omega u(t, x)|_{z=x}. \]

The operator \( L = A + B \) is the generator of \( X_t \) defined in (1); \( A \) is the principal part and \( B \) is the lower-order or subordinated part. The corresponding operator for \( u \in C^{\alpha + \beta}(\mathbb{R}^d) \) is defined similarly.

**Remark 3.** Under the assumptions of Theorem 1, there exists a unique weak solution to (1), and the stochastic process

\[ u(X_t) - \int_0^t (A + B)u(X_s) \, ds \quad \forall u \in C^{\alpha + \beta}(\mathbb{R}^d) \]

is a martingale [14].

If \( v(t, x), (t, x) \in \mathbb{H} \), satisfies the backward Kolmogorov equation

\[ (\partial_t + A + B)v(t, x) = 0, \quad 0 \leq t \leq T, \]

\[ v(T, x) = g(x), \]

then by Itô’s formula,

\[ \mathbb{E}[g(Y_T)] - \mathbb{E}[g(X_T)] = \mathbb{E}[v(T, Y_T) - v(0, Y_0)] = \mathbb{E}\left[ \int_0^T (\partial_t + L_{Y_t})v(s, Y_s) \, ds \right]. \]

The regularity of \( v \) determines a one-step estimate and the rate of convergence of the approximation. For \( \beta \in (0, 1) \), the result for the Kolmogorov equation in Hölder classes is available (see [15], [16]). In a standard way it can be extended to the case \( \beta \geq 1 \). The main difficulty is to derive the one-step estimate stated in Lemma 3.

### 3.1. Backward Kolmogorov equation.

For the one-step estimate, consider in Hölder–Zygmund spaces the backward Kolmogorov equation associated with \( X_t \),

\[ (\partial_t + A + B)v(t, x) = f(t, x), \]

\[ v(T, x) = 0. \]

Given a measurable and bounded function \( f \) on \( \mathbb{H} \), \( u \in C^{\alpha + \beta}(\mathbb{H}) \) is said to be a solution to (4) if

\[ u(t, x) = \int_t^T [Lu(s, x) - f(s, x)] \, ds \quad \forall (t, x) \in \mathbb{H}. \]

**Theorem 2.** Let \( \beta \in (0, 3) \) and \( \mu \in [\beta, \alpha + \beta] \). Assume \( a^i, b^{ij} \in \tilde{C}^\beta(\mathbb{R}^d), 1 \leq i, j \leq d, c^{ij} \in \tilde{C}^{\beta/(\mu + 1)}(\mathbb{R}^d), 1 \leq i \leq d, 1 \leq j \leq m, \inf_x |\det b(x)| > 0 \), and

\[ \int_{|y| \leq 1} |y|^\alpha \pi(dy) + \int_{|y| > 1} |y|^\mu \pi(dy) < \infty. \]

Then, for each \( f \in C^{\beta}(\mathbb{H}) \), there exist a unique solution \( v \in C^{\alpha + \beta}(\mathbb{H}) \) to (4) and a constant \( C \) independent of \( f \) such that \( |u|_{\alpha + \beta} \leq C |f|_\beta \).
Corollary 2 follows directly from Theorem 2.

**Corollary 2.** Let $\beta \in (0, 3)$ and $\mu \in [\beta, \alpha + \beta)$. Assume $a^i, b^{ij} \in \overline{C}^\beta (\mathbb{R}^d)$, $1 \leq i, j \leq d$, $c^{ij} \in \overline{C}^{\beta/(\mu + 1)} (\mathbb{R}^d)$, $1 \leq i \leq d, 1 \leq j \leq m$, $\inf_x |\det b(x)| > 0$, and

$$
\int_{|y| \leq 1} |y|^\alpha \pi(dy) + \int_{|y| > 1} |y|^\mu \pi(dy) < \infty.
$$

Then for each $f \in C^\beta (\mathbb{R}^d)$ and $g \in C^{\alpha + \beta} (\mathbb{R}^d)$, there exist a unique solution $v \in C^{\alpha + \beta} (\mathbb{H})$ to the Cauchy problem

$$
(\partial_t + A + B)v(t, x) = f(x),
$$

$$
v(T, x) = g(x)
$$

and a constant $C$ independent of $f$ and $g$ such that $|v|_{\alpha + \beta} \leq C(|f|_{\beta} + |g|_{\alpha + \beta})$.

For the proof of Theorem 2 and Corollary 2, the equation with constant coefficients is solved first. The result is then extended to (4) by handling variable coefficients using partition of unity and deriving a priori Schauder estimates in Hölder-Zygmund spaces.

### 3.1.1. Kolmogorov equation with constant coefficients

By changing the variable of integration, the principal operator $A$ can be rewritten as

$$
A_z u(t, x) = 1_{\{\alpha = 1\}} (a(z), \nabla_x u(t, x)) + 1_{\{\alpha = 2\}} \sum_{i,j=1}^d B^{ij}(z) \partial^2_{ij} u(t, x)
$$

$$
+ 1_{\{\alpha \in (0, 2)\}} \int [u(t, x + y) - u(t, x) - \chi^\alpha(y) (\nabla u(t, x), y)] m(z, y) \frac{dy}{|y|^{d+\alpha}},
$$

where $B = b^* b$ and

$$
m(z, y) = \frac{1}{|\det b(z)|} \frac{1}{|b(z)^{-1} y / |y|^{d+\alpha}|}, \quad \alpha \in (0, 2).
$$

It holds that

$$
\int_{S^{d-1}} y m(\cdot, y) \mu_{d-1}(dy) = 0.
$$

Here $S^{d-1}$ is the unit sphere in $\mathbb{R}^d$ and $\mu_{d-1}$ is the Lebesgue measure.

For various estimates, the representation of difference stated in Lemma 1, which is Lemma 2.1 in [12], and the result given in Lemma 2 need to be employed. For $u \in C^{\alpha + \beta} (\mathbb{R}^d)$, $\alpha \in (0, 2)$, define the fractional Laplacian

$$
\partial^\alpha u(x) = \int [u(x + y) - u(x) - \chi^\alpha(y) (\nabla u(x), y)] \frac{dy}{|y|^{d+\alpha}}, \quad x \in \mathbb{R}^d.
$$

**Lemma 1.** Let $\delta \in (0, 1)$ and $u \in C^{\infty}_0 (\mathbb{R}^d)$. Denote

$$
k^{\delta}(y, z) = |z + y|^{-d-\delta} - |z|^{-d-\delta}.
$$
Then there exist constants $C$ and $K = K(\delta, d)$ such that
\[
\int |k^\delta(y, z)| \, dz \leq C |y|^\delta \quad \forall y \in \mathbb{R}^d
\]
and
\[
u(x + y) - \nu(x) = K \int k^\delta(y, z) \partial^\delta \nu(x - z) \, dz.
\]

By taking pointwise limit and applying the dominated convergence theorem, the result of Lemma 1 can be extended to $u \in C^\delta(\mathbb{R}^d)$.

Given a measurable and bounded function $m(y)$ on $\mathbb{R}^d$, define
\[
L_p^m u(x) = \int_{\mathbb{R}^d} [u(x + y) - u(x) - \chi^\alpha(y) (\nabla u(x), y)] m(y) \frac{dy}{|y|^{d+\alpha}}, \quad u \in C^{\alpha+\beta}.
\]
The following result holds.

\textbf{Lemma 2.} Let $\alpha \in (0, 2), \beta > 0, u \in C^{\alpha+\beta}(\mathbb{R}^d)$, and $|m| \leq K$. Assume, for $\alpha = 1$,
\[
\int_{|y| < r} y m(y) \frac{dy}{|y|^{d+1}} = 0 \quad \forall r \in (0, 1).
\]
Then there exists a constant $C$ independent of $u$ such that
\[
|L_p^m u|_{\beta} \leq CK|u|_{\alpha+\beta}.
\]

The result was proved for $\beta \in (0, 1]$ (see [17]). If $\beta > 1$, for any multi-index $|\gamma| = |\beta|$, $\partial^\gamma u \in C^{\alpha+\beta-|\beta|}$ and
\[
|\partial^\gamma (L_p^m u)|_{\beta-|\beta|} = |L_p^m (\partial^\gamma u)|_{\beta-|\beta|} \leq CK|\partial^\gamma u|_{\alpha+\beta-|\beta|}.
\]
The statement then follows.

Denote $A^0 u(x) = A_{\alpha_0} u(x)$ for $z_0 \in \mathbb{R}^d$ and consider a backward Kolmogorov equation with constant coefficients
\[
(\partial_t + A^0) v(t, x) = f(x),
\]
\[v(T, x) = 0,
\]
where $\lambda \geq 0$.

\textbf{Proposition 1.} Let $\beta > 0, f \in C^\beta(\mathbb{R}^d)$, and let $K_1$ and $K_2$ be two constants with $|\det b(z)| \geq K_1$ and $m_{\alpha+1} |a(z)| + |b(z)| \leq K_2$ for any $z \in \mathbb{R}^d$. Then there exist a unique solution $u \in C^{\alpha+\beta}(\mathbb{H})$ to (8) and constants $C$ (which may be different) such that
\[
|u|_{\alpha+\beta} \leq C(\alpha, \beta, T, d, K_1, K_2) f|_\beta,
\]
\[
|u|_\beta \leq C(\alpha, d)(\lambda^{-1} \wedge T) f|_\beta,
\]
\[
|u(t, \cdot) - u(s, \cdot)|_{\alpha/2+\beta} \leq C(t-s)^{1/2} f|_\beta \quad \forall s \leq t \leq T.
\]

Proposition 1 was proved for $\beta \notin \mathbb{N}$ [18]. For $\beta \in \mathbb{N}$, the result follows by exactly the same steps.
3.1.2. Kolmogorov equation with variable coefficients. For Schauder estimates in the case of variable coefficients, it is essential to derive an estimate for the lower-order operator, as stated in Proposition 2.

**Proposition 2.** Let $\beta \in (0, 3)$ and $\mu \in [\beta, \alpha + \beta)$. Assume $a \in \tilde{C}^\beta(\mathbb{R}^d)$, $c^i \in \tilde{C}^{\beta/(\mu \wedge 1)}(\mathbb{R}^d)$, and

$$
\int_{|y| < 1} |y|^{\alpha} \pi(dy) + \int_{|y| > 1} |y|^{\mu} \pi(dy) < \infty.
$$

Then for each $\varepsilon > 0$, there exists a constant $C(\varepsilon)$ such that

$$
|\mathcal{B}f|_\beta \leq \varepsilon |f|_{\alpha + \beta} + C(\varepsilon)|f|_0, \quad f \in C^{\alpha + \beta}(\mathbb{R}^d).
$$

For $\beta \not\in \mathbb{N}$, Proposition 2 was already proved [18]. For $\beta \in \mathbb{N}$, it can be verified by following similar steps.

With the estimate of $\mathcal{B}f$, Theorem 2 is proved in a standard way by using partition of unity and the estimates for constant coefficients, which allow us to obtain a priori estimates. The continuation by parameter method is then applied to transfer from constant to variable coefficients. Corollary 2 follows naturally from Theorem 2. They are proved in a way similar to that in [18]. The details are thus omitted here.

**Remark 4.** If the assumptions of Corollary 2 hold and $v \in C^{\alpha + \beta}(\mathcal{H})$ is the solution to (5), then $\partial_t v = f - A_x v - B_x v$, and by Lemma 2 and Proposition 2, $|\partial_t v|_\beta \leq C(|y|_{\alpha + \beta} + |f|_\beta)$.

3.2. One-step estimate. To determine the rate of convergence, a key step is to estimate the conditional expectation of each increment of the Euler approximation, which is provided in Lemma 3.

**Lemma 3.** Let $Y = \{Y_t\}_{t \in [0, T]}$ be the weak Euler approximation with step size $\delta \in (0, 1)$ of the stochastic process $X = \{X_t\}_{t \in [0, T]}$ defined by (1). For $\alpha \in (0, 2]$, $\beta \in (0, 3)$, and $\mu \in [\beta, \alpha + \beta)$, assume $a^i, b^i \in \tilde{C}^\beta(\mathbb{R}^d)$, $1 \leq i, j \leq d$, $c^i \in \tilde{C}^{\beta/(\mu \wedge 1)}(\mathbb{R}^d)$, $1 \leq i \leq d$, $1 \leq j \leq m$, $\inf_x |\det b(x)| > 0$, and

$$
\int_{|y| < 1} |y|^{\alpha} \pi(dy) + \int_{|y| > 1} |y|^{\mu} \pi(dy) < \infty.
$$

Then there exists a constant $C$ such that

$$
|E[f(Y_s) - f(Y_{\tau_{i,s}}) | \mathcal{F}_{\tau_{i,s}}]| \leq C|f|_{\beta \kappa(\delta, \alpha, \beta)} \quad \forall s \in [0, T], \quad \forall f \in C^{\beta}(\mathbb{R}^d),
$$

where $i_s = i$ if $\tau_i \leq s < \tau_{i+1}$ and $\kappa(\delta, \alpha, \beta)$ is defined as in Theorem 1.

The proof of Lemma 3 is based on applying Itô’s formula to $f(Y_s) - f(Y_{\tau_{i,s}})$, $f \in C^{\beta}(\mathbb{R}^d)$.

If $\beta \leq \alpha$, $f$ is first smoothed by using $w \in C_0^\infty(\mathbb{R}^d)$, a nonnegative smooth function with support on $\{|x| \leq 1\}$ such that $w(x) = w(|x|)$, $x \in \mathbb{R}^d$, and $\int w(x) \, dx = 1$. Thanks to the symmetry,

$$
\int_{\mathbb{R}^d} x^i w(x) \, dx = 0, \quad i = 1, \ldots, d.
$$

For $x \in \mathbb{R}^d$ and $\varepsilon \in (0, 1)$, define $w^\varepsilon(x) = \varepsilon^{-d}w(x/\varepsilon)$ and consider the convolution

$$
f^\varepsilon(x) = \int f(y)w^\varepsilon(x - y) \, dy = \int f(x - y)w^\varepsilon(y) \, dy, \quad x \in \mathbb{R}^d.
$$
If $\beta > \alpha$, the inequality is clear from Remark 3 and Itô’s formula.

In the following proof of Lemma 3, we will call Lemma 6 and Corollary 3, which provide, respectively, the estimates for $A_\varepsilon f^\varepsilon$ and $B_\varepsilon f^\varepsilon$.

Proof. If $\beta \leq \alpha$, by Remark 3, applying Itô’s formula to $f^\varepsilon$ yields

$$E[f^\varepsilon(Y_s) - f^\varepsilon(Y_{\tau_{\varepsilon}}) | F_{\tau_{\varepsilon}}] = E\left[\int_{\tau_{\varepsilon}}^s (A_{Y_{\tau_{\varepsilon}}} f^\varepsilon(Y_r) + B_{Y_{\tau_{\varepsilon}}} f^\varepsilon(Y_r)) dr \mid F_{\tau_{\varepsilon}}\right], \quad s \in [0, T].$$

By Lemma 6 and Corollary 3, for $\varepsilon \in (0, 1)$,

$$|E[f(Y_s) - f(Y_{\tau_{\varepsilon}}) | F_{\tau_{\varepsilon}}]| \leq |E[(f - f^\varepsilon)(Y_s) - (f - f^\varepsilon)(Y_{\tau_{\varepsilon}}) | F_{\tau_{\varepsilon}}]|$$

$$+ |E[f^\varepsilon(Y_s) - f^\varepsilon(Y_{\tau_{\varepsilon}}) | F_{\tau_{\varepsilon}}]| \leq CK(\varepsilon, \delta, \alpha, \beta)|f|_\beta,$$

where $C$ is a constant independent of $\varepsilon, f$ and

$$K(\varepsilon, \delta, \alpha, \beta) = \begin{cases} 
\varepsilon^\beta + \delta\varepsilon^{-\alpha+\beta}, & \beta < \alpha, \\
\varepsilon^\beta + \delta(1 - \ln \varepsilon), & \beta = \alpha < 2, \\
(\varepsilon^2 + \delta)(1 - \ln \varepsilon), & \beta = \alpha = 2.
\end{cases}$$

Minimizing $K(\varepsilon, \delta, \alpha, \beta)$ with respect to $\varepsilon \in (0, 1)$ gives

$$|E[f(Y_s) - f(Y_{\tau_{\varepsilon}}) | F_{\tau_{\varepsilon}}]| \leq C\kappa(\delta, \alpha, \beta)|f|_\beta,$$

where $\kappa(\delta, \alpha, \beta)$ is defined as in Theorem 1.

If $\beta > \alpha$, by Remark 3, a direct application of Itô’s formula yields

$$E[f(Y_s) - f(Y_{\tau_{\varepsilon}}) | F_{\tau_{\varepsilon}}] = E\left[\int_{\tau_{\varepsilon}}^s (A_{Y_{\tau_{\varepsilon}}} f(Y_r) + B_{Y_{\tau_{\varepsilon}}} f(Y_r)) dr \mid F_{\tau_{\varepsilon}}\right].$$

Lemmas 2 and 6 then imply

$$|E[f(Y_s) - f(Y_{\tau_{\varepsilon}}) | F_{\tau_{\varepsilon}}]| \leq C\delta |f|_\beta.$$

The conclusion of Lemma 3 follows.

The integral estimates provided in Lemma 4 will be useful for the estimate of $A_\varepsilon f^\varepsilon$. Recall that $m(z, y)$ defined by (6) in operator $A_\varepsilon$ is bounded, smooth, and $0$-homogeneous and symmetric with respect to $y$.

**Lemma 4.** Let $v \in C_0^\infty(\mathbb{R}^d)$. Then
(i) for $\alpha \in (0, 2)$,

$$\int_{\mathbb{R}^d} \int_{\mathbb{R}^d} |v(y + \tilde{y}) - v(y) - \chi^\alpha(\tilde{y})(\nabla v(y), \tilde{y})| \frac{dy}{|\tilde{y}|^{d+\alpha}} dy < \infty,$$

where $\chi^\alpha(y) = 1_{\{\alpha = 1\}} 1_{\{|y| \leq 1\}} + 1_{\{\alpha \in (1, 2)\}}$;
(ii) for $\beta \in (0, 1]$, if $\beta < \alpha$,

$$\sup_z \int_{\mathbb{R}^d} |(A_\varepsilon v)(y)||y|^\beta dy < \infty,$$
and if $\beta = \alpha$,

$$\sup_z \int_{\mathbb{R}^d} |(A_z v)(y)|(|y|^{\alpha} + k) \, dy \leq C(1 + \ln k) \quad \forall k > 1;$$

(iii) for $\beta \in (1, 2)$, if $\beta < \alpha < 2$,

$$\int_{\mathbb{R}^d} \int_{\mathbb{R}^d} \int_0^1 |v(y + s\vec{y}) - v(y)||y|^{\beta - 1} \, ds \frac{dy}{|y|^{d+\alpha - 1}} \, dy < \infty,$$

and if $\beta = \alpha < 2$,

$$\int_{\mathbb{R}^d} \int_{\mathbb{R}^d} \int_0^1 |v(y + s\vec{y}) - v(y)||y|^{\beta - 1} \, ds \frac{dy}{|y|^{d+\alpha - 1}} \, dy \leq C(1 + \ln k) \quad \forall k > 1.$$

Proof. (i) Clearly,

$$|v(y + \vec{y}) - v(y) - \chi^\alpha(\vec{y})(\nabla v(y), \vec{y})|$$

$$\leq 1_{\{|\vec{y}| \leq 1\}} \left\{ \int_0^1 \max_{i,j} |\partial^2_{ij} v(y + s\vec{y})||\vec{y}|^2 + 1_{\{\alpha \in (0,1)\}}|\nabla v(y + s\vec{y})||\vec{y}| \, ds \right\}$$

$$+ 1_{\{|\vec{y}| > 1\}} \left\{ |v(y + \vec{y})| + |v(y)| + 1_{\{\alpha \in (1,2)\}}|\nabla v(y)||\vec{y}| \right\}, \quad y, \vec{y} \in \mathbb{R}^d.$$

The claim then follows.

(ii) For $\beta \in (0, 1)$, $\beta < \alpha$, $z \in \mathbb{R}^d$,

$$\int_{\mathbb{R}^d} |(A_z v)(y)||y|^{\beta} \, dy \leq \int_{\mathbb{R}^d} \int_{|\vec{y}| > 1} |v(y + \vec{y})||y|^{\beta} \frac{dy}{|y|^{d+\alpha}} \, dy$$

$$+ \int_{\mathbb{R}^d} \int_{|\vec{y}| > 1} |v(y)||y|^{\beta} \frac{dy}{|y|^{d+\alpha}} \, dy$$

$$+ \max_{i,j} \int_{\mathbb{R}^d} \int_{|\vec{y}| \leq 1} \int_0^1 |\partial^2_{ij} v(y + s\vec{y})||\vec{y}|^2 |y|^{\beta} \, ds \frac{dy}{|y|^{d+\alpha}} \, dy$$

and

$$\int_{\mathbb{R}^d} \int_{|\vec{y}| > 1} |v(y + \vec{y})||y|^{\beta} \frac{dy}{|y|^{d+\alpha}} \, dy$$

$$\leq C \left[ \int_{\mathbb{R}^d} \int_{|\vec{y}| > 1} |v(y + \vec{y})||y + \vec{y}|^{\beta} \frac{dy}{|y|^{d+\alpha}} \, dy$$

$$+ \int_{\mathbb{R}^d} \int_{|\vec{y}| > 1} |v(y + \vec{y})||\vec{y}|^{\beta} \frac{dy}{|y|^{d+\alpha}} \, dy \right].$$

For $\beta \in (0, 1)$, $\beta = \alpha$, assume $v(x) = 0$ if $|x| > R$. Then for $k > 1$ with $A = (R + 1)^{1/\alpha}$,

$$\int_{\mathbb{R}^d} \int_{|\vec{y}| > 1} |v(y + \vec{y})||(y|^{\alpha} + k) \frac{dy}{|y|^{d+\alpha}} \, dy$$

$$\leq \int_{\mathbb{R}^d} \int_{|\vec{y}| > 1} |v(y + \vec{y})||(y|^{\alpha} + Ak) \frac{dy}{|y|^{d+\alpha}} \, dy$$

$$= \int_{|y| \leq (R + 1)^{k^{1/\alpha}}} \int_{|\vec{y}| > 1} |v(y + \vec{y})||y|^{\alpha} \frac{dy}{|y|^{d+\alpha}} \, dy$$

$$+ k \int_{|y| > (R + 1)^{k^{1/\alpha}}} \int_{|\vec{y}| > 1} |v(y + \vec{y})| \frac{dy}{|y|^{d+\alpha}} \, dy = A_1 + A_2,$$
where

\[ |A_1| \leq \int \int_{1 \leq |\bar{y}| \leq (R+1)(k^{1/\alpha}+1)} |v(y + \bar{y})| \frac{d\bar{y}}{|\bar{y}|^{d+\alpha}} dy \leq C(1 + \ln k) \]

and

\[ |A_2| \leq k \int \int_{|\bar{y}| \geq k^{1/\alpha}} |v(y + \bar{y})| \frac{d\bar{y}}{|\bar{y}|^{d+\alpha}} dy \leq Ckk^{-1} = C, \]

since for $|y + \bar{y}| \leq R$ and $|y| > (R + 1)k^{1/\alpha}$, $|\bar{y}| \geq (R + 1)k^{1/\alpha} - R \geq k^{1/\alpha}$.

Then

\[
\int \int_{|\bar{y}| \leq 1} |v(y + \bar{y}) - v(y) - 1_{\{\alpha = 1\}}(\nabla v(y), \bar{y})|(|y|^{\alpha} \wedge k) \frac{d\bar{y}}{|\bar{y}|^{d+\alpha}} dy
\leq \int \int_{|\bar{y}| \leq 1} \int_0^1 |\nabla v(y + s\bar{y}) - 1_{\{\alpha = 1\}}\nabla v(y)||y|^{\alpha} ds \frac{d\bar{y}}{|\bar{y}|^{d+\alpha-1}} dy < \infty.
\]

Assertion (ii) follows.

(iii) For $1 < \beta < \alpha < 2$,

\[
\int_{\mathbb{R}^d} \int_{|y| < 1} \int_0^1 |v(y + s\bar{y}) - v(y)||y|^{\beta-1} ds \frac{d\bar{y}}{|\bar{y}|^{d+\alpha-1}} dy
\leq \int_{\mathbb{R}^d} \int_{|\bar{y}| > 1} \int_0^1 |v(y + s\bar{y})||y|^{\beta-1} ds \frac{d\bar{y}}{|\bar{y}|^{d+\alpha-1}} dy
+ \int_{\mathbb{R}^d} \int_{|\bar{y}| > 1} \int_0^1 |v(y)||y|^{\beta-1} ds \frac{d\bar{y}}{|\bar{y}|^{d+\alpha-1}} dy
+ \int_{\mathbb{R}^d} \int_{|\bar{y}| \leq 1} \int_0^1 \int_0^1 |\nabla v(y + s\tau\bar{y})||y|^{\beta-1} d\tau ds \frac{d\bar{y}}{|\bar{y}|^{d+\alpha-2}} dy.
\]

Also,

\[
\int_{\mathbb{R}^d} \int_{|\bar{y}| > 1} \int_0^1 |v(y + s\bar{y})||y|^{\beta-1} ds \frac{d\bar{y}}{|\bar{y}|^{d+\alpha-1}} dy
\leq C \left[ \int_{\mathbb{R}^d} \int_{|\bar{y}| > 1} \int_0^1 |v(y + s\bar{y})||y + s\bar{y}|^{\beta-1} ds \frac{d\bar{y}}{|\bar{y}|^{d+\alpha-1}} dy
+ \int_{\mathbb{R}^d} \int_{|\bar{y}| > 1} \int_0^1 |v(y + s\bar{y})||\bar{y}|^{\beta-1} ds \frac{d\bar{y}}{|\bar{y}|^{d+\alpha-1}} dy \right]
\]

and

\[
\int_{\mathbb{R}^d} \int_{|\bar{y}| \leq 1} \int_0^1 \int_0^1 |\nabla v(y + s\tau\bar{y})||y|^{\beta-1} d\tau ds \frac{d\bar{y}}{|\bar{y}|^{d+\alpha-2}} dy
\leq C \left[ \int_{\mathbb{R}^d} \int_{|\bar{y}| \leq 1} \int_0^1 \int_0^1 |\nabla v(y + s\tau\bar{y})||y + s\bar{y}|^{\beta-1} d\tau ds \frac{d\bar{y}}{|\bar{y}|^{d+\alpha-2}} dy
+ \int_{\mathbb{R}^d} \int_{|\bar{y}| \leq 1} \int_0^1 \int_0^1 |\nabla v(y + s\tau\bar{y})||\bar{y}|^{\beta-1} d\tau ds \frac{d\bar{y}}{|\bar{y}|^{d+\alpha-2}} dy \right].
\]

If $1 < \beta = \alpha < 2$, the same argument as in assertion (ii) applies.

Assertion (iii) follows. Lemma 4 is proved.
Remark 5. The estimate in assertion (iii) implies that (ii) can be extended to all \( \beta \in (0, \alpha] \) with \( \alpha < 2 \).

Lemma 5 states the modulus of continuity estimate of a function \( f \in C^1(\mathbb{R}^d) \) \([5],[6]\). The proof follows that of Lemma 5.6 in \([5]\).

**Lemma 5.** Let \( f \in C^1(\mathbb{R}^d) \) and \( |f|_1 \leq K \). Then there exists a constant \( C \) such that for all \( x, h \in \mathbb{R}^d, h \neq 0 \),

\[
|f(x + h) - f(x)| \leq C|h|(1 + |\ln|h|)|f|_1.
\]

**Proof.** Fix \( x, h \in \mathbb{R}^d, h \neq 0 \) with \( 0 < |h| < 1/2 \), let \( k \) be a positive integer such that

\[
2^{-k-1} \leq |h| < 2^{-k},
\]

and set \( \tau_0 = 2^k \cdot h \). Then \( 2^{-k} \leq 2|h|, \ln|h| < -k \ln 2 \) or \( k < -\ln|h|/\ln 2 \), and \( 1/2 \leq \tau_0 < 1 \). Define for \( \tau \in \mathbb{R}^d \)

\[
v(\tau) = f(x + \tau) - f(x).
\]

Then

\[
|v(\tau) - 2v\left(\frac{\tau}{2}\right)| = |f(x + \tau) - 2f\left(x + \frac{\tau}{2}\right) + f(x)| \leq |f|_1|\tau|/2.
\]

Hence

\[
2^{j-1}v\left(\frac{\tau_0}{2^{j-1}}\right) - 2^jv\left(\frac{\tau_0}{2^j}\right) \leq |f|_12^{j-1}h|\tau_0| = 2^{-1}|f|_1|\tau_0|
\]

and

\[
|v(\tau_0) - 2^k
v(h)| = \left|\sum_{j=1}^{k} \left(2^{j-1}v\left(\frac{\tau_0}{2^{j-1}}\right) - 2^jv\left(\frac{\tau_0}{2^j}\right)\right)\right|
\]

\[
\leq \sum_{j=1}^{k} \left|2^{j-1}v\left(\frac{\tau_0}{2^{j-1}}\right) - 2^jv\left(\frac{\tau_0}{2^j}\right)\right| \leq k2^{-1}|\tau_0|[f|_1.
\]

Since \( |v(\tau_0)| \leq 2|f|_0 \) or \( |v(\tau_0)| \leq |f|_{1/2} \), then

\[
|v(h)| \leq 2^{-k}|2^k
v(h) - v(\tau_0)| + 2^{-k}|v(\tau_0)| \leq |f|_{1/2}2^{-1-k}|\tau_0| + 2 \cdot 2^{-k}|f|_0
\]

\[
\leq |f|_{1/2}|h| + 4|h||f|_0 \leq C|f|_{1/2}|h|(1 - \ln|h|).
\]

The statement follows.

In what follows, some estimates for \( Af^\varepsilon \) and \( Bf^\varepsilon \) are proved.

**Lemma 6.** Let \( f \in C^3(\mathbb{R}^d) \) and \( \varepsilon \in (0,1) \). The following statements hold.

(i) For \( \beta \in (0, 2] \), there exists a constant \( C \) such that

\[
|f^\varepsilon(x) - f(x)| \leq C|f|_{\beta}K(\varepsilon, \beta) \quad \forall x \in \mathbb{R}^d,
\]

where \( K(\varepsilon, \beta) = \varepsilon^\beta \) if \( \beta < 2 \) and \( K(\varepsilon, 2) = \varepsilon^2(1 - \ln\varepsilon) \).
(ii) For $\alpha \in (0, 2)$, there exists a constant $C$ such that
\begin{equation}
|A_z f^\varepsilon(x)| \leq C|f|_{\beta} K(\varepsilon, \alpha, \beta) \quad \forall z, x \in \mathbb{R}^d,
\end{equation}
where $K(\varepsilon, \alpha, \beta) = \varepsilon^{-\alpha + \beta}$ if $\beta < \alpha$ and $K(\varepsilon, \alpha, \beta) = 1 - \ln \varepsilon$ if $\beta = \alpha$. In particular,
\begin{equation}
|\partial^\alpha f^\varepsilon(x)| \leq C|f|_{\beta} K(\varepsilon, \alpha, \beta) \quad \forall x \in \mathbb{R}^d.
\end{equation}

(iii) For $\beta \in (0, 2)$, there exists a constant $C$ such that
\begin{align}
|\partial_k f^\varepsilon(x)| &\leq C|f|_{\beta} K(\varepsilon, 1, \beta) \quad \forall x \in \mathbb{R}^d, \quad k = 1, \ldots, d, \quad \text{if } \beta \leq 1, \\
|\partial^2_{kl} f^\varepsilon(x)| &\leq C|f|_{\beta} K(\varepsilon, 2, \beta) \quad \forall x \in \mathbb{R}^d, \quad k, l = 1, \ldots, d,
\end{align}
\begin{equation}
|f^\varepsilon|_{1} \leq C|f|_{1};
\end{equation}
for $\alpha \in [1, 2)$, $\beta \in (0, 1),$
\begin{equation}
|f^\varepsilon|_{\alpha} \leq C|f|_{\beta} \varepsilon^{-\alpha + \beta};
\end{equation}
and for $\alpha \in (1, 2)$, $\beta \in (0, \alpha)$, $\beta \neq \alpha - 1,$
\begin{equation}
|\partial^{\alpha-1} \nabla f^\varepsilon(x)| \leq C|f|_{\beta} K(\varepsilon, \alpha, \beta) \quad \forall x \in \mathbb{R}^d.
\end{equation}

Proof. (i) For $\beta \in (0, 1],$
\begin{equation}
f^\varepsilon(x) - f(x) = \int [f(x - y) - f(x)] w^\varepsilon(y) \, dy = \int [f(x + y) - f(x)] w^\varepsilon(y) \, dy
\end{equation}
and
\begin{equation}
f^\varepsilon(x) - f(x) = \frac{1}{2} \int [f(x + y) + f(x - y) - 2f(x)] w^\varepsilon(y) \, dy.
\end{equation}
Hence, $|f^\varepsilon(x) - f(x)| \leq C|f|_{\beta} \varepsilon^{\beta}.$

For $\beta \in (1, 2)$, by (9),
\begin{equation}
f^\varepsilon(x) - f(x) = \int [f(x - y) - f(x)] w^\varepsilon(y) \, dy
\end{equation}
\begin{equation}
= \int [f(x + y) - f(x) - (\nabla f(x), y)] w^\varepsilon(y) \, dy
\end{equation}
\begin{equation}
= \int \int_0^1 (\nabla f(x + sy) - \nabla f(x), y) \, ds \, w^\varepsilon(y) \, dy
\end{equation}
and
\begin{equation}
|f^\varepsilon(x) - f(x)| \leq C|\nabla f|_{\beta - 1} \int |y|^{1+\beta-1} w^\varepsilon(y) \, dy \leq C|f|_{\beta} \varepsilon^{\beta}.
\end{equation}

For $\beta = 2,$ by Lemma 5,
\begin{equation}
|f^\varepsilon(x) - f(x)| \leq C|\nabla f|_1 \int |y|^2(1 + |\ln |y||) w^\varepsilon(y) \, dy \leq C|\nabla f|_1 \varepsilon^2(1 - \ln \varepsilon).
\end{equation}
(ii) Changing the variable of integration with \( \gamma = y/\varepsilon \) and using (7) for \( \alpha = 1 \) gives
\[
A_z w^\varepsilon(x) = 1_{\{\alpha=1\}}(a(z), \nabla w^\varepsilon(x)) \\
+ \int [w^\varepsilon(x+y) - w^\varepsilon(x) - \chi^\alpha(y) \nabla w^\varepsilon(x), y)] m(z, y) \frac{dy}{|y|^{d+\alpha}} \\
= \varepsilon^{-\alpha} \varepsilon^{-d} (A_z w)(x) \quad \forall z, x \in \mathbb{R}^d,
\]
where \( \chi^\alpha(y) = 1_{\{\alpha=1\}} 1_{|y| \leq 1} + 1_{\{\alpha \in (1,2)\}} \). It then follows from Lemma 4(i), Fubini's theorem, and changing the variable of integration with \( \gamma = y/\varepsilon \) that
\[
A_z f^\varepsilon(x) = \int_{\mathbb{R}^d} \varepsilon^{-\alpha} \varepsilon^{-d} (A_z w)(x) f(y) dy \\
= \int \varepsilon^{-\alpha} \varepsilon^{-d} (A_z w) \left( \frac{y}{\varepsilon} \right) f(x - y) dy \\
= \int \varepsilon^{-\alpha} (A_z w)(y) f(x - \varepsilon y) dy \quad \forall x, z \in \mathbb{R}^d.
\]
By Lemma 4(i) and Fubini's theorem,
\[
\int_{\mathbb{R}^d} A_z w(y) dy = 0.
\]
Hence, if \( \beta \in (0,1] \), \( \beta \leq \alpha \), then
\[
A_z f^\varepsilon(x) = \int \varepsilon^{-\alpha} (A_z w)(y) f(x - \varepsilon y) dy \\
= \frac{1}{2} \int \varepsilon^{-\alpha} (A_z w)(y) [f(x - \varepsilon y) + f(x + \varepsilon y) - 2f(x)] dy,
\]
and by Lemma 4(ii)
\[
|A_z f^\varepsilon(x)| \leq C |f|^\beta K(\varepsilon, \alpha, \beta) \int_{\mathbb{R}^d} |(A_z w)(y)| (|y|^\beta \wedge \varepsilon^{-\beta}) dy \leq C |f|^\beta K(\varepsilon, \alpha, \beta).
\]
If \( \beta \in (1,2) \), \( \beta \leq \alpha \), then by Theorem 2.27 in [7], switching differentiation and integration gives
\[
A_z w(y) = \int [w(y + \tilde{y}) - w(y) - (\nabla w(y), \tilde{y})] m(z, \tilde{y}) \frac{d\tilde{y}}{|\tilde{y}|^{d+\alpha}} \\
= \int \int_0^1 (\nabla_y w(y + s\tilde{y}) - \nabla_y w(y), \tilde{y}) dsm(z, \tilde{y}) \frac{d\tilde{y}}{|\tilde{y}|^{d+\alpha}} \\
= \sum_{i=1}^d \frac{\partial}{\partial y_i} \int_0^1 [w(y + s\tilde{y}) - w(y)] \tilde{y}_i dsm(z, \tilde{y}) \frac{d\tilde{y}}{|\tilde{y}|^{d+\alpha}}.
\]
Clearly,
\[
\int_{\mathbb{R}^d} \int_{\mathbb{R}^d} \int_0^1 |w(y + s\tilde{y}) - w(y)| ds \frac{d\tilde{y}}{|\tilde{y}|^{d+\alpha}} dy < \infty
\]
and

\[ \int [w(y + s\bar{y}) - w(y)] \, dy = 0. \]

It then follows from integrating by parts and Fubini’s theorem that, for \( x, z \in \mathbb{R}^d \),

\[
A_z f^\varepsilon(x) = \int \varepsilon^{-\alpha} A_z w(y) f(x - \varepsilon y) \, dy
\]

\[
= \varepsilon^{-\alpha+1} \int \int \int_0^1 [w(y + s\bar{y}) - w(y)](\nabla f(x - \varepsilon y), \bar{y}) m(z, \bar{y}) \, ds \, \frac{dy}{|y|^{d+\alpha}} \, dy
\]

\[
= \varepsilon^{-\alpha+1} \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} \int_0^1 [w(y + s\bar{y}) - w(y)]
\times (\nabla f(x - \varepsilon y) - \nabla f(x), \bar{y}) m(z, \bar{y}) \, ds \, \frac{dy}{|y|^{d+\alpha}} \, dy.
\]

Thus by Lemma 4(iii)

\[
|A_z f^\varepsilon(x)| \leq C \varepsilon^{-\alpha+1} \varepsilon^{\beta-1} |\nabla f|_{\beta-1} \int \int \int_0^1 [w(y + s\bar{y}) - w(y)]
\times (|y|^\beta \wedge \varepsilon^{-(\beta-1)}) \, ds \, \frac{dy}{|y|^{d+\alpha-1}} \, dy \leq C |f|_{\beta} K(\varepsilon, \alpha, \beta).
\]

Relation (11) is obtained by taking \( m = 1 \).

(iii) If \( \beta < 1 \), by changing the variable of integration,

\[
\partial_k f^\varepsilon(x) = \varepsilon^{-1} \int_{\mathbb{R}^d} \varepsilon^{-d} \partial_k w \left( \frac{x - y}{\varepsilon} \right) f(y) \, dy
\]

\[
= \varepsilon^{-1} \int_{\mathbb{R}^d} \varepsilon^{-d} \partial_k w \left( \frac{y}{\varepsilon} \right) f(x - y) \, dy
\]

\[
= \varepsilon^{-1} \int_{\mathbb{R}^d} \partial_k w(y) [f(x - \varepsilon y) - f(x)] \, dy.
\]

If \( \beta = 1 \),

\[
f^\varepsilon(x + h) + f^\varepsilon(x - h) - 2f^\varepsilon(x)
\]

\[
= \frac{1}{2} \int w_\varepsilon(y) [f(x - y + h) + f(x - y - h) - 2f(x - y)] \, dy
\]

and \( |f^\varepsilon|_1 \leq |f|_1 \).

Since \( \partial^2_{kl} w(y) = \partial^2_{kl} w(-y) \), \( k, l = 1, \ldots, d, y \in \mathbb{R}^d \),

\[
\partial^2_{kl} f^\varepsilon(x) = \varepsilon^{-2} \int_{\mathbb{R}^d} \varepsilon^{-d} \partial^2_{kl} w \left( \frac{x - y}{\varepsilon} \right) f(y) \, dy
\]

\[
= \varepsilon^{-2} \int_{\mathbb{R}^d} \varepsilon^{-d} \partial^2_{kl} w \left( \frac{y}{\varepsilon} \right) f(x - y) \, dy
\]

\[
= \varepsilon^{-2} \int_{\mathbb{R}^d} \partial^2_{kl} w(y) [f(x - \varepsilon y) - f(x)] \, dy
\]

\[
= \frac{1}{2} \varepsilon^{-2} \int_{\mathbb{R}^d} \partial^2_{kl} w(y) [f(x + \varepsilon y) + f(x - \varepsilon y) - 2f(x)] \, dy.
\]
then if $\beta \in (0, 1]$, $|\partial_k f^\varepsilon(x)| \leq C\varepsilon^{-1+\beta}|f|_\beta$, and $|\partial_{kl}^2 f^\varepsilon(x)| \leq C\varepsilon^{-2+\beta}|f|_\beta$ for any $x \in \mathbb{R}^d$. Similarly, if $\beta \in (1, 2]$, 
\[
\partial_k f^\varepsilon(x) = \int \varepsilon^{-d} w\left(\frac{y}{\varepsilon}\right) \partial_k f(x - y) \, dy = \int \varepsilon^{-d} w\left(\frac{x - y}{\varepsilon}\right) \partial_k f(y) \, dy
\]
and 
\[
\partial_{kl}^2 f^\varepsilon(x) = \varepsilon^{-1} \int \varepsilon^{-d} w\left(\frac{y}{\varepsilon}\right) \partial_k \partial_l f(x - y) \, dy 
= \varepsilon^{-1} \int \partial_l w(y) \partial_k f(x - \varepsilon y) - \partial_k f(x) \, dy.
\]

Hence, by Lemma 5, $|\partial_{kl}^2 f^\varepsilon(x)| \leq C|f|_\beta K(\varepsilon, 2, \beta)$.

Formula (13) is obtained by applying (12) and the interpolation theorem. For $\beta \in (0, 1]$, consider an operator on $C^\beta$ defined by $T^\varepsilon(f) = f^\varepsilon$. By (12), 
\[
|T^\varepsilon(f)|_k \leq C\varepsilon^{-k+\beta}|f|_\beta, \quad k = 1, 2, \quad f \in C^\beta(\mathbb{R}^d).
\]

Hence, $T^\varepsilon: C^\beta(\mathbb{R}^d) \to C^k(\mathbb{R}^d)$, $k = 1, 2$, is bounded. By Theorem 6.4.5 in [3], $T^\varepsilon: C^\beta(\mathbb{R}^d) \to C^\alpha(\mathbb{R}^d)$ is bounded and 
\[
|T^\varepsilon(f)|_\alpha \leq C\varepsilon^{(-1+\beta)(2-\alpha)}\varepsilon^{(-2+\beta)(\alpha-1)}|f|_\beta = C|f|_\beta K(\varepsilon, \alpha, \beta), \quad f \in C^\beta(\mathbb{R}^d).
\]

Depending on the value of $\beta$, (14) is proved separately for three cases.

(a) If $\beta \in (0, 1]$, $\alpha \in (1, 2)$, $\beta < \alpha - 1$, then 
\[
\nabla f^\varepsilon = \varepsilon^{-1}\varepsilon^{-d} \int \nabla w\left(\frac{y}{\varepsilon}\right) f(x - y) \, dy = \varepsilon^{-1}\varepsilon^{-d} \int \nabla w\left(\frac{y}{\varepsilon}\right) f(x - y) \, dy
\]
and 
\[
\partial^{\alpha-1}\nabla f^\varepsilon = \varepsilon^{-1-\alpha} \int \partial^{\alpha-1}(\nabla w)(y) f(x - \varepsilon y) \, dy.
\]

As in the proof of assertion (i) of Lemma 6, by Lemma 4, 
\[
|\partial^{\alpha-1}\nabla f^\varepsilon(x)| \leq C|f|_\beta \varepsilon^{-\alpha+\beta}.
\]

(b) If $\beta \in (0, 1]$, $\alpha \in (1, 2)$, $\beta > \alpha - 1$, then 
\[
\partial^{\alpha-1}\nabla f^\varepsilon = \varepsilon^{-1} \int \nabla w(y) \partial^{\alpha-1} f(x - \varepsilon y) \, dy
\]
\[
= \varepsilon^{-1} \int \nabla w(y) [\partial^{\alpha-1} f(x - \varepsilon y) - \partial^{\alpha-1} f(x)] \, dy
\]
and 
\[
|\partial^{\alpha-1}\nabla f^\varepsilon| \leq C\varepsilon^{-1+\beta-\alpha+1}|\partial^{\alpha-1} f|_{\beta-1} \leq C|f|_{\beta} \varepsilon^{-\alpha+\beta}.
\]

(c) If $\beta \in (1, \alpha]$, then $\partial^{\alpha-1}\nabla f^\varepsilon = \partial^{\alpha-1}(\nabla f)^\varepsilon$ and by (11), 
\[
|\partial^{\alpha-1}\nabla f^\varepsilon(x)| = |\partial^{\alpha-1}(\nabla f)^\varepsilon(x)| \leq C K(\varepsilon, \alpha - 1, \beta - 1)|\nabla f|_{\beta-1}.
\]

The statement thus follows.
COROLLARY 3. Let \( \alpha \in (0,2] \), \( \beta \leq \alpha \), and \( \varepsilon \in (0,1) \). Assume \( \alpha(x) \) is bounded and
\[
\int (|y|^\alpha \wedge 1) \pi(dy) < \infty.
\]
Then there exists a constant \( C \) such that
\[
|B_z f^\varepsilon(x)| \leq C |f|_\beta K(\varepsilon, \alpha, \beta) \quad \forall z, x \in \mathbb{R}^d, \quad \forall f \in C^\beta(\mathbb{R}^d),
\]
where \( K(\varepsilon, \alpha, \beta) = \varepsilon^{-\alpha+\beta} \) if \( \beta < \alpha \) and \( K(\varepsilon, \alpha, \beta) = 1 - \ln \varepsilon \) if \( \beta = \alpha \).

Proof. If \( \alpha \in (0,1) \), then by Lemma 1,
\[
f^\varepsilon(x+y) - f^\varepsilon(x) = \int k^\alpha(y, \tilde{y}) \partial^\alpha f^\varepsilon(x-\tilde{y}) d\tilde{y}.
\]
Then by Lemma 6,
\[
|f^\varepsilon(x+y) - f^\varepsilon(x)| \leq C |f|_\beta(|y|^\alpha \wedge 1) K(\varepsilon, \alpha, \beta), \quad x, y \in \mathbb{R}^d,
\]
and
\[
|f^\varepsilon(x+c(x)y) - f^\varepsilon(x)| \leq C |f|_\beta(|c(x)y|^\alpha \wedge 1) K(\varepsilon, \alpha, \beta)
\leq C |f|_\beta \left[1_{|y| \leq 1}|c(x)y|^\alpha + 1_{|y| > 1}(|c(x)y|^\alpha \wedge 1)\right] K(\varepsilon, \alpha, \beta).
\]
If \( \alpha = 1 \), then, by Lemma 6(ii) and (12),
\[
|f^\varepsilon(x+y) - f^\varepsilon(x)| \leq C \sup_x |f(x)| + |\nabla f^\varepsilon(x)||(|y| \wedge 1)
\leq C |f|_\beta(|y| \wedge 1) K(\varepsilon, 1, \beta), \quad x, y \in \mathbb{R}^d,
\]
and
\[
|f^\varepsilon(x+c(x)y) - f^\varepsilon(x)| \leq C |f|_\beta(|c(x)y| \wedge 1) K(\varepsilon, 1, \beta)
\leq C |f|_\beta \left[1_{|y| \leq 1}|c(x)y| + 1_{|y| > 1}(|c(x)y| \wedge 1)\right] K(\varepsilon, 1, \beta).
\]
If \( \alpha \in (1,2] \), then
\[
f^\varepsilon(x+y) - f^\varepsilon(x) - (\nabla f^\varepsilon(x), y)
= \int_0^1 (\nabla f^\varepsilon(x+sy) - \nabla f^\varepsilon(x), y) ds \quad \forall x, y \in \mathbb{R}^d.
\]
For \( \alpha \in (1,2) \) and \( \beta \neq \alpha - 1 \), by Lemmas 1 and 6,
\[
|f^\varepsilon(x+y) - f^\varepsilon(x) - (\nabla f^\varepsilon(x), y)| \leq C |f|_\beta |y|^\alpha K(\varepsilon, \alpha, \beta).
\]
For \( \alpha \in (1,2) \) and \( \beta = \alpha - 1 \),
\[
\nabla f^\varepsilon(x+y) - \nabla f^\varepsilon(x) = \varepsilon^{-1} \varepsilon^{-d} \int \nabla \psi \left(\frac{y}{\varepsilon}\right) |f(x+\tilde{y}-y)| d\tilde{y}
\]
and
\[
|\nabla f^\varepsilon(x+y) - \nabla f^\varepsilon(x)| \leq C \varepsilon^{-1} |\tilde{y}|^\beta |f|_\beta = C |f|_\beta |y|^{\alpha-1} \varepsilon^{-\alpha+\beta}.
\]
For $\alpha = 2$, by Lemma 6,
\[ |\nabla f^\varepsilon(x + \bar{y}) - \nabla f^\varepsilon(x)| \leq \sup_x |\partial^2 f^\varepsilon(x)||\bar{y}| \leq C|f|_\beta|\bar{y}|K(\varepsilon, \alpha, \beta). \]

In all cases, it holds that
\[ |f^\varepsilon(x + y) - f^\varepsilon(x) - (\nabla f^\varepsilon(x), y)| \leq C|f|_\beta|y|\alpha K(\varepsilon, \alpha, \beta). \]

Hence, for $|y| \leq 1$, \[ |f^\varepsilon(x + c(x)y) - f^\varepsilon(x) - (\nabla f^\varepsilon(x), c(x)y)| \leq C|f|_\beta|c(x)y|\alpha K(\varepsilon, \alpha, \beta). \]

Also, for $|y| > 1$, \[ |f^\varepsilon(x + c(x)y) - f^\varepsilon(x)| \leq 2|f|_\beta. \]

Therefore, the statement follows by the assumptions and Lemma 6.

### 3.3. Rate of convergence

With results on the backward Kolmogorov equations and one-step estimates, the rate of convergence stated in Theorem 1 is proved by applying Itô’s formula.

**Proof.** Let $v \in C^{\alpha+\beta}(H)$ be a unique solution to (5). By Itô’s formula and Remark 3,
\[
E[v(0, X_0)] = E[v(T, X_T)] - E\left[\int_0^T (\partial_t v(s, X_s) + A_{X_s} v(s, X_s) + B_{X_s} v(s, X_s)) \, ds\right] = E\left[g(X_T) - \int_0^T f(X_s) \, ds\right]
\]
and
\[
E[v(0, X_0)] = E[v(0, Y_0)].
\]

By Proposition 2, Corollary 2, Remark 4, and Lemma 2, for $s \in [0, T]$,
\[
|A_{X_s} v(s, \cdot)|_\beta + |B_{X_s} v(s, \cdot)|_\beta \leq C|v|_{\alpha+\beta} \leq C|g|_{\alpha+\beta},
\]
\[
|\partial_t v(s, \cdot)|_\beta \leq C|g|_{\alpha+\beta}.
\]

Then, by Itô’s formula and Corollary 2,
\[
E[g(Y_T)] - E[g(X_T)] - E\left[\int_0^T f(Y_{\tau_s}) \, ds\right] + E\left[\int_0^T f(X_s) \, ds\right] = E[v(T, Y_T)] - E[v(0, Y_0)] - E\left[\int_0^T f(Y_{\tau_s}) \, ds\right] + E\left[\int_0^T f(X_s) \, ds\right] = E\left[\int_0^T \{ [\partial_t v(s, Y_s) - \partial_t v(s, Y_{\tau_s})] + [A_{Y_{\tau_s}} v(s, Y_s) - A_{Y_{\tau_s}} v(s, Y_{\tau_s})] \right.
\]
\[
+ [B_{Y_{\tau_s}} v(s, Y_s) - B_{Y_{\tau_s}} v(s, Y_{\tau_s})]\} \, ds\right].
\]
Hence, by Lemma 3, there exists a constant $C$ independent of $g$ and $f$ such that

$$|E[g(Y_T)] - E[g(X_T)]| \leq C|g|_{\alpha+\beta}\kappa(\delta, \alpha, \beta)$$

and

$$\left| E\left[ \int_0^T f(Y_{\tau_n}) \, ds \right] - E\left[ \int_0^T f(X_s) \, ds \right] \right| \leq C|f|_{\beta}\kappa(\delta, \alpha, \beta).$$

The statement of Theorem 1 follows.

4. Conclusions. This paper studies weak Euler approximation for stochastic differential equations driven by Lévy processes. The dependence of the rate of convergence on the regularity of the coefficients and driving processes is investigated under the assumption that the coefficients are $\beta$-Hölder continuous. The main part of the stochastic differential equation is driven by a spherically symmetric $\alpha$-stable process, and the tail of the Lévy measure of the lower-order part has a $\mu$-order finite moment with $\mu \in [\beta, \alpha+\beta]$. Depending on the values of $\alpha$ and $\beta$, three scenarios are looked into to derive the rate of convergence for a full regularity scale. To estimate the rate, the existence of a unique solution to the corresponding backward Kolmogorov equation in Hölder space is first proved. The assumptions on the regularity of coefficients and test functions are weaker than those in the existing literature.

One possible improvement could be to consider the asymptotic of the tails at infinity instead of the tail moment $\mu$. Another direction could be to consider stochastic differential equations driven by point and martingale measures. That is, for $\alpha \in (0, 2]$ and a measurable space $(U, \mathcal{U})$ associated with a nonnegative $\sigma$-finite measure $\pi$ such that there exists a decreasing sequence $U_n \in \mathcal{U}$, $U = \bigcup_n U_n$, and $\pi(U_n) < \infty$ for each $n$, consider an $\mathcal{F}$-adapted stochastic process $X = \{X_t\}_{t \in [0, T]}$ solving

$$X_t = X_0 + \int_0^t a(X_{s-}) \, ds + \int_0^t b(X_s) \, dW_s$$

$$+ \int_0^t \int_{R_+^d} c(X_{s-}, y)[(1_{\{\alpha \in (0, 2)\}} - \chi^\alpha(y)) \, p^\alpha(ds, dy) + \chi^\alpha(y) \, q^\alpha(ds, dy)]$$

$$+ \int_0^t \int_{U} l(X_{s-}, v)[(1 - \chi^\alpha(v)) \, p(ds, dv) + \chi^\alpha(v) \, q(ds, dv)],$$

where $a$ and $b$ are measurable and bounded, $c$ and $l$ are measurable,

$$\chi^\alpha(y) = 1_{\{\alpha = 1\}} 1_{\{|y| \leq 1\}} + 1_{\{\alpha \in (1, 2)\}}, \quad \chi^\alpha_v(v) = 1_{\{\alpha \in (1, 2)\}} 1_{\{v \in U\}},$$

$W = \{W_t\}_{t \in [0, T]}$ is a standard Wiener process, and $p^\alpha(dt, dy)$ and $p(dt, dv)$ are independent Poisson point measures on $[0, T] \times R_0^d$ and $[0, T] \times U$, respectively, with $q^\alpha(dt, dy) = p^\alpha(dt, dy) - dy dt/|y|^{d+\alpha}$ and $q(dt, dv) = p(dt, dv) - \pi(dv) dt$ being the corresponding martingale measures.

Acknowledgments. The authors greatly appreciate Jean Bertoin and René Schilling for kindly agreeing to review the research proposal. The authors are also grateful to an anonymous referee for carefully going through an earlier version of the paper and for providing valuable comments and suggestions.

REFERENCES


