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Abstract 

With increasing trends in depletion of conventional gas resources, current interests 

have shifted more towards the development of efficient techniques, procedures and 

technologies for the exploitation and optimum development of unconventional 

resources from tight gas reservoirs (TGRs). However, owing to poor understanding of 

production and flow mechanisms from fractured wells in tight reservoirs, exploitation 

and development have been challenging. The key objectives of this thesis are to 

understand the current state of the science and technology associated with exploitation 

and development of tight gas research, and accordingly develop holistic 

approaches/techniques for the accurate prediction of reserves; and the optimization of 

the production performance of tight gas reservoirs considering a broader perspective 

from reserve estimation to development of tight gas fields through rigorous numerical 

reservoir simulations of a representative tight gas field in Australia. This is achieved 

by a number of simplified yet novel numerical tools associated with the identification 

of accurate compressibility gas factor methods/approaches covering a range of tight 

gas reservoir pressures and temperatures; modification of the existing material balance 

approach towards accurate estimation of the tight gas reserves; developing a new set 

of type curves for fractured vertical wells in TGRs for estimating gas reserve and other 

key parameters of wells and reservoir; developing a new technique to analysis pressure 

transient data through elliptical flow for fractured vertical wells in TGRs;  suggesting 

a new method to estimate equivalent drainage area of fractured vertical wells; and 

optimization of infill drilling wells in TGR and optimization of vertical fractured and 

multistage fractured horizontal wells. Consequently, this thesis adds new insights into 

the exploitation and optimum development of tight gas fields through numerical 

simulation studies with an emphasis on addressing and mitigating various critical 

challenges associated with accurate prediction of many parameters encountered during 

the appraisal phase and/or early stages of the development of tight gas reservoirs. 
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Nomenclature 

 A Area of permeable barrier between blocks, ft2 

Aequ. Equivalent drainage area, acre 

Ap Planned equivalent drainage area, acre 

bDpss     dimensionless pseudo-steady-state parameter 

Bg Gas formation volume factor, ft3/scf 

BY Best year production rate, Mscf/month  

cgi Gas compressibility at initial reservoir pressure, psia-1 

Fc Fracture conductivity, mD.ft 

FcD Dimensionless fracture conductivity 

G1 Gas initially in block.1, scf 

G2 Gas initially in block.2, scf 

GIIP Gas initially in place, scf 

Gp Cumulative gas production, scf 

GpT1-2 Cumulative gas flow rate from block.2 to block.1, scf 

h reservoir thickness, ft 

k Permeability, mD 

kf Fracture permeability, mD 

KLee Empirical component of the gas viscosity equation (dimensionless) 

Ma Apparent Molecular of gas mixture, mole 

NPV Net present value, $. 

Nf Number of fractures (dimensionless) 

P Pressure, psia 

�̅� Average reservoir pressure, psia 

PD Dimensionless pressure 
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pi Initial reservoir pressure, psia 

Pp Normalized pseudo-pressure function 

Ppr Pseudo-reduced pressure (dimensionless) 

pwf flowing bottomhole pressure, psia 

q Gas flow rate, scf/day 

q12 Instantaneous gas flow rate from block 2 to block 1, scf/day 

qD Dimensionless flow rate 

qDd Dimensionless decline rate function 

reD Dimensionless reservoir radius 

re Reservoir radius, ft 

RFp Planned recovery factor, fraction 

ri Radius of investigation, ft 

rw Radius of wellbore, ft 

Sw Water saturation (dimensionless) 

Swir Initial connate water saturation (dimensionless) 

T Absolute temperature, K 

t Time, days 

tDA Dimensionless time based on drainage area 

tDd Dimensionless decline time function 

tca Material balance pseudo-time function, days 

Trec Reciprocal of pseudo-reduced temperature (dimensionless) 

wf Fracture width, in 

xf Fracture half-length, ft 

XLee Empirical component of the gas viscosity equation, mol/˚K 

YHY Reduced density term of the z factor equation (dimensionless) 

YLee Empirical component of the gas viscosity equation, mol/˚K  
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Z Gas compressibility factor. 

∅ Reservoir porosity (dimensionless) 

μg Gas viscosity, cP 

ρg Gas density, lb/ft3 

τ Transmissibility of the thin permeable zone, mD.ft 
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Chapter 1: Introduction 

1.1 Background 

1.1.1 Unconventional hydrocarbon reservoirs 

Unconventional reservoirs are generally considered to have very low to ultra-low 

permeability, requiring special recovery operations outside of the conventional 

operating practices for commercial exploitation. These special techniques include 

reservoir stimulation (e.g., hydraulic fracturing), horizontal well or multistage 

fractured horizontal well. However, the definition of unconventional resources has 

undergone continuous updating due to rapid technological innovations and constant 

scientific research and development (R&D) to add new hydrocarbon reserves. These 

advancements in drilling technology has increased the potential of drilling ultra-deep 

hydrocarbon formations, and has made it possible to explore and exploit potential 

hydrocarbon resources in ultra-deep formations mostly classified as unconventional 

reservoirs also.  

Various societies and organisations have published different classifications of 

unconventional resources. For instance, tight gas and oil, shale oil and gas, gas 

hydrates, and coalbed methane are classified as unconventional hydrocarbon resources 

by the Canadian Association of Petroleum Producers (CAPP) and the Society of 

Petroleum Engineers (SPE). Information Handling Services (HIS) considers shale oil, 

shale gas, tight oil shale, extra heavy oils, tight sands gas, coal gas, coal mine gas, 

syngas coal, and hydrates gas to be unconventional resources. 

Chinese National Standards and China’s oil and gas industry standards introduce six 

classification criteria and definitions of unconventional gas and oil resources: heavy 

oil, tight oil, tight gas, oil shale, coalbed methane and tar sand. The term heavy oil 

describes oils that have difficulty flowing through porous media and tar sand is defined 

as an oil with a viscosity greater than 10000 cP at the reservoir temperature. Tight oil 

suited to porous media with low permeability precludes wells that produce naturally 

at an economic flow rate (Hongjun et al., 2016).  

U. Ahmed and Meehan (2016) suggest a definition of unconventional resources based 

on the categories of wells and the completions required. They classify conventional 

resources as reservoir fluids that can be produced at economic rates by vertical wells 
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and that do not require a hydraulic fracture length greater than 200-ft or as unfractured 

horizontal wells. Unconventional resources are those that cannot be produced at 

economic rates unless vertical wells with a long hydraulic fracture or horizontal wells 

with multiple hydraulic fractures are employed. 

1.1.1.1 Unconventional gas resources 

There has been a remarkable increase in gas demand over the last decade, even 

exceeding that of oil (Dmitrievsky, 2005; Dudley, 2013; Esfahani et al., 2015; Gerhard 

et al., 2005), due to its inherent advantage of low greenhouse emission. Natural gas 

has been playing a pivotal role in providing low carbon emission fuel to face the 

growing global energy demand (Zahid et al., 2007) and it is expected that it will 

represent about one-quarter of the total worldwide energy demand by 2035. 

Unconventional gas resources are predicted to provide more than a quarter of the entire 

worldwide gas production by 2035 (BP, 2017). As a matter of fact, the reserves of gas 

in unconventional reservoirs are significantly greater than in conventional reservoirs, 

as displayed in Figure 1.1 (Islam, 2014). However, the commercial gas production 

from unconventional reservoirs has a number of challenges to overcome.  

Tight gas is generally considered to be gas extracted from very low or ultra-low 

permeable reservoirs and tight gas is predominantly dry natural gas. The US Federal 

Energy Regulatory Commission (FERC) introduced a specific political definition of 

tight gas reservoirs (TGRs) in order to regulate the number of wells that could obtain 

federal or local tax credits to produce gas from tight gas formations. That definition is 

formations with predicted permeability to gas flow of less than 0.1 mD (Stephen A 

Holditch and Lee, 2007; Smith et al., 2009).  

Due to the continuous depletion of conventional resources and the paucity of newly 

discovered conventional reservoirs, the campaign for exploration and development of 

tight gas reservoirs has been increasing. Accordingly, it is expected that the gas and 

oil industry will go through three stages: production from conventional reservoirs, 

production from conventional and unconventional reservoirs, and then production 

from unconventional reservoirs (Chengzao, 2017), to meet the future energy 

challenges. Consequently, unconventional tight gas is expected to alleviate the conflict 

between supply and demand of gas (Yan et al., 2017). Unconventional gas reservoirs 
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globally produced 9.273×1011 m3 in 2015, equating to 27% of total gas production 

(Hongjun et al., 2016). 

 

Figure 1.1 The resource triangle diagram   

 

1.1.1.2 Distribution of worldwide unconventional gas resources 

After sixteen decades of exploration, evaluation, and evolution, conventional 

hydrocarbon resources have already been thoroughly explored and analysed. But 

unconventional resources are yet to be fully researched, especially the global 

distribution of unconventional hydrocarbon resources. 

Significant amounts of unconventional gas resources have been discovered globally 

and have been evaluated in around 360 basins (Hongjun et al., 2016). The distribution 

of worldwide unconventional gas resources are shown in Figure 1.2 (Rogner (1997). 

However, Dong et al. (2012) found that Rogner’s estimation of gas resources was 

conservative because many unconventional gas reservoirs have been discovered 

around the world since the 1990’s, therefore Rogner’s appraisal was not evaluated 
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quantitatively. So, Dong et al. (2012) reviewed Rogner’s estimation to propose a new 

estimate of worldwide gas initially in place of unconventional resources based on 

statistical correlations, as presented in Figure 1.3. Worldwide reserves of 

unconventional gas resources has been estimated at around 125,742 Tcf, of which 

71981 Tcf is tight gas, 49709 Tcf is shale gas, and 4052 Tcf is coal bed methane (Dong 

et al., 2012; Stephen A Holditch, 2013). 
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Figure 1.2 Distribution of worldwide unconventional gas resources (after Rogner 

(1997)) 
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Figure 1.3 Global estimate of gas initially in place of unconventional gas resources 

(after Dong et al. (2012) 
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1.1.1.3 Importance of tight gas reservoirs (TGRs) 

Tight gas reservoirs (TGRs), described earlier as formations having permeabilities less 

than or equal to 0.1 mD, are illustrated in Figure 1.4 (Rezaee, Saeedi, & Clennell, 

2012) and require massive well stimulation processes for commercial extraction of 

gas. The typical pore sections of a conventional sandstone reservoir rock, as displayed 

in the left panel in Figure 1.4, are well connected and quite large, allowing relatively 

smooth flow of fluids through the porous medium. Conversely, the centre and, 

particularly, the right panel images show narrow pore spaces which appear to mainly 

be isolated from one another. The narrow pore channels significantly restrict the fluid 

flow through the formation. Hence these reservoirs need massive stimulation processes 

to generate economically feasible production rates. 

The worldwide distribution of the three main unconventional gas resources: tight gas, 

shale gas and coalbed methane, are presented in Figure 1.2. Among these, tight gas 

represents a significant portion of the total global gas reserve (Figure 1.2). In addition, 

the tight gas reserve is widely distributed throughout the main petroleum basins 

worldwide (Dong et al., 2012; Stephen A Holditch, 2013; Rogner, 1997). The different 

industrial sectors are undergoing rapid development and expansion to meet the 

requirements of the predicted worldwide population growth. The current worldwide 

energy consumption is around 550 quads and the world population is at 7.4 billion. By 

2030, these figures are predicted to reach up to 722 quads and 8.2 billion people, 

respectively (Abdullah, 2017; Aguilera et al., 2008).  

As a result, tight gas resources are expected to play a vital role in meeting the 

increasing trend of global energy demand. However, optimum development of tight 

gas fields to achieve economically viable outcomes (i.e. economic production rates) is 

a rather challenging task requiring the fields of science, technology, and planning all 

working together (Pankaj and Kumar, 2010). With this aim, research efforts have 

worked quantitatively and qualitatively to develop scientific methods and techniques 

capable of adequately studying TGRs. Even in the conventional gas-rich areas in the 

Middle East, the assessment of TGR reservoir prospects have turned into a priority 

focus of energy companies (A. Aly et al., 2009; A. M. Aly et al., 2010; Forsyth et al., 

2011). The research trends focusing on TGRs aim to evaluate, analyse and make 

production easier. Figure 1.5 shows the increasing number of research 

publications relating to TGRs over the last four decades, with a total of 8242 
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publications (Curtin University library catalogue database). The accelerating number 

of studies highlights the importance of tight gas reservoir research and development.  

 

Figure 1.4 Conventional reservoirs, near tight and tight reservoir examples, based on 

in-situ permeability (Rezaee et al., 2012) 

 

 

Figure 1.5 Number of publications on tight gas reservoirs between 1980 to 2017 

(Curtin University library catalogue database) 
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The first field development to produce tight gas was achieved by advanced hydraulic 

fracturing in the San Juan Basin, Western United States, in the 1960's. In spite of this 

technology, the total production of tight gas only reached around one Tcf annually by 

1970 in United States (US). After that, factors such as tax credits and technological 

advancements in well stimulation techniques, improving remedial and interventional 

operation processes contributed greatly to increasing tight gas production to around 

2.5 Tcf annually (Jiang et al., 2015; Naik, 2003). This growing significance of tight 

gas is evidenced by US research teams registering more than 100,000 tight gas 

producing wells in 900 tight gas fields across 23 basins. Consequently, the total gas 

production reached approximately 6.2 Tcf in 2010 - equal to a quarter of the total 

natural gas production in the US that year, and the production of tight gas increased to 

a third of the gross natural gas production in the US by 2013 (International Energy 

Agency, 2013; Jiang et al., 2015). 

1.1.1.4 Reserve estimation of tight gas reservoirs 

Accurate estimation of reserves in any reservoir is critical for economic justification 

of potential development decisions. However, accurate estimation of TGRs is an 

extremely challenging proposition for reservoir engineers. Techniques such as 

material balance, type curves analysis, decline curve analysis, and the volumetric 

method, are successfully exercised for conventional reservoir estimation, but are not 

appropriate fits for unconventional reservoirs due to the inherent limitations in the 

underlying assumptions of these techniques (Stuart A Cox et al., 2002; West and 

Cochrane, 1995). Consequently, these conventional techniques lead to inaccurate 

estimation (Shoaib et al., 2015) with high levels of uncertainty (and technical risks). 

Therefore, the development of improved techniques for the accurate estimation of tight 

gas reservoirs and the minimization of uncertainty, become essential in overcoming 

such critical challenges. 

The application of the conventional material balance equation for TGRs was noted as 

having a critical drawback due to its violation of two main assumptions. Firstly, 

notable pressure variation across TGR is present. Secondly, the volume of the drainage 

area changes with respect to production time (Al-Fatlawi et al., 2016; David A Payne, 

1996; Tarek and Nathan, 2012). Similarly, the traditional techniques for decline curve 

analysis of tight gas reservoirs are mostly unable to construct adequate gas reserve 

estimates. The poor performance of traditional decline curve analysis occurs mainly 
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because the collected production data is existent during the transient flow period due 

to low formation permeability. Thus, the principal assumption of boundary-dominated 

flow (BDF) is violated (Jiménez et al., 2017; Kupchenko et al., 2008). Moreover, the 

conventional decline curve analysis assumes that all production controls will remain 

constant, but it is difficult to maintain the production controls in tight gas reservoirs 

for very long. Therefore, the exponential decline curve produces an underestimated 

gas reserve, and the hyperbolic decline curve results in an overestimated gas reserve. 

In the same way, the application of volumetric techniques leads to high levels of 

uncertainty in gas reserve estimation. Owing to estimations of the areal extent of 

reservoirs being inconclusive, the calculated porosity and saturation are likely to be 

overestimated and underestimated, respectively (Jimenez et al., 2017; Shoaib et al., 

2015). 

Production data analysis based on a type curve approach is considered to be a practical 

tool for estimating gas reserve, formation permeability, drainage area and the drainage 

radius of tight reservoirs (Chen and Teufel, 2000). Therefore, many investigators have 

worked to develop different forms of type curves for different kinds of gas reservoirs, 

including both conventional and unconventional. Many of the conventional type curve 

formats have led to unrealistic results because they are inconsistent with tight gas 

reservoirs. So, some investigators have focused on the development of type curves of 

TGRs under assumption, considering the high nonlinearity of gas behaviour with 

respect to pressure and low permeability formations causing long transition periods. 

Finally, due to the inadequacy of conventional techniques to provide trustworthy 

estimations of tight gas reserves, this thesis developed two techniques - a 

compartmented material balance approach and a new set of type curves for hydraulic 

fractured vertical wells in TGRs. The developed method and proposed types curves 

are comprehensively discussed in Chapter 3. Furthermore, a new method was 

developed to estimate the equivalent drainage area of hydraulic fractured vertical wells 

in TGRs. The estimation of the drainage area and reserve may be employed as the basis 

for economic analysis to assist in development planning, property assessment, and loan 

securement. The method is comprehensively discussed in the authors paper titled “A 

new practical method for predicting equivalent drainage area of well in tight gas 

reservoirs” (Al-Fatlawi et al., 2017b), included in Chapter 3. 
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1.1.1.5 Pressure transient analysis in tight gas reservoirs 

The pressure transient and/or well test analysis become standard procedures to 

estimate key reservoir properties and fracture parameters for hydraulically fractured 

tight gas wells, such as fracture conductivity, fracture half-length, skin, reservoir 

permeability, and reservoir drainage radius. However, well test analysis is rather 

complex for tight reservoirs compared to conventional reservoirs because the pressure 

transient takes an utterly long time to traverse from the well to the boundary due to 

low permeability. Consequently, multiple flow regimes such as linear, bi-linear, 

elliptical and radial, can prevail. The main flow regimes are generally categorised 

according to the time they may occur, and the sort of wellbore (e.g., horizontal or 

vertical) drilled into the formation; and the type of well completion (e.g., fractured or 

unfractured). In order to correctly estimate reservoir properties, particularly associated 

with the boundary effect from pressure transient analysis (PTA), it is essential to 

recognize the flow regimes correctly. For illustration, the radial flow regimes in the 

case of a vertical well are characterised by a horizontal radial flow direction, which 

may exist in the period before the pressure pulse has reached the boundary of the 

reservoir. These different flow regimes and hydraulic fracturing systems require 

different analysis techniques to capture their effects, in order to correctly predict the 

reservoir and fracture parameters.  

The flow regimes in hydraulic fractured TGRs are complex, mainly because of the 

large hydraulic fractures near the wellbore, combined with low matrix permeability 

and reservoir heterogeneity; and consequently, the interpretation of well tests or 

pressure transient data using the classical approaches typically used for conventional 

reservoirs can produce erroneous results with high levels of uncertainty. In addition, 

the time required to achieve radial flow regimes for such tight reservoirs, a key 

condition in classical approaches, is impractically long and not feasible from both the 

economic and practical operation viewpoint. Therefore, amendments to these inherent 

causes and operating limitations of the well test technique are required in order to 

analyse linear or elliptical flow regimes for predicting the actual drainage area to 

accurately estimate the reservoir and fracture properties. These aspects are 

comprehensively studied, and a simplified numerical approach is developed as a part 

of this PhD thesis work. The developed model is used on the reservoir and fracture 

parameters based upon well test or production data from hydraulic fractured vertical 
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wells in TGR, considering the elliptical flow regime. The model is validated based 

upon a rigorous numerical simulation and sensitivity studies using Australian tight gas 

field data for various scenarios. The detailed model, including validations, sensitivity 

studies, and findings, is comprehensively discussed in the authors paper entitled 

“Numerical Approach for the Prediction of Formation and Hydraulic Fracture 

Properties Considering Elliptical Flow Regime in Tight Gas Reservoirs” (M. M. 

Hossain et al., 2018), included in Chapter 3. 

1.1.1.6 Production optimization of tight gas reservoirs 

Production optimization of TGRs is one of the most critical challenges in the gas 

industry. Whilst the potential reserves of tight gas represent a significant portion of the 

global hydrocarbon reserve, economic development of tight gas reservoirs essentially 

requires reservoir stimulation. The hydraulic fracture stimulation and horizontal well 

with multistage hydraulic fracturing technology appear to be the most viable 

techniques for the development of such TGRs. However, difficulties are encountered 

for optimum development, which includes optimization of well planning, the number 

of wells, well completion approaches, various hydraulic fracture parameters such as 

fracture geometry, number of hydraulic fractures in a horizontal well, etc. It is also 

quite challenging to employ or find an optimization technique that is simple yet 

provides accurate estimates, and is readily available for the routine industry work 

environment. Such difficulties impose a high level of uncertainty about development 

planning of tight gas reservoirs, and significantly affects the financial and technical 

assessment of any development plan. 

1.2 Research objectives and significance 

The main objective of this thesis is to construct models and methods to improve and 

simplify reserve estimation, production performance and pressure analysis, and to 

optimize production forecasting of TGRs. While tight gas has become a valuable 

energy resource for energy companies, appropriate reserve estimations and production 

optimization are essential and inherent to progress the role of tight gas. Natural gas is 

considered one of the predominant primary sources of energy and as playing a critical 

role in meeting the global energy demand into the foreseeable future. Customers have 

been motivated and encouraged to consider natural gas a prime energy resource for 

environmental, economic, and abundance reasons. The environmental motivation to 
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consider natural gas as a primary source of energy is the fact that burning natural gas 

provides a substantial amount of energy with fewer emissions than from other fossil-

based resources such as oil and coal. Also, emissions from the combustion of natural 

gas are much cleaner compared to other fossil-based fuels (Shah, 2017). There are 

positive economic incentives for the use of natural gas, expressed through stable 

worldwide growth rates of consumption and production compared to the unsteady 

growth rates of consumption and production of oil and coal. There has been a clear 

decline in the projected future of oil and coal, as shown in Figure 1.6 and Figure 1.7 

(BP, 2018). In addition, the 2018 Annual Energy Outlook with projections to 2050 

considered that natural gas accounts for the largest share of total U.S. energy 

production, as shown in Figure 1.8 (EIA, 2018). The last driver of natural gas being a 

prime energy source is the abundance of the reserve in both conventional and 

unconventional reservoirs. The U.S. Energy Information Administration (EIA) 

confirmed that natural gas production is expected to continue rising because of the 

huge size of these reserves (EIA, 2018). Figure 1.9 and Figure 1.10 show the 

abundance of natural gas reserves within various world regions (BP, 2018).  

Scientific research and innovation would be key in the optimum development of 

unconventional gas fields for exploration and production of natural gas and would be 

important from estimation of the reserve to the optimization of the production plan. In 

this regard, this thesis focuses on the advancement of techniques for optimum 

development of unconventional tight gas reservoirs through improvement and 

advancing the understanding of associated approaches, starting from the reserve 

estimation through to production optimization of TGRs. The key objectives of this 

thesis are to understand the current state of the science and technology associated with 

exploitation and development of tight gas research, and accordingly to develop holistic 

approaches/techniques for the accurate prediction of reserves. The optimization of the 

production performance of TGRs will be viewed in a broader perspective, from reserve 

estimation to development of tight gas fields by using rigorous numerical reservoir 

simulation of a representative tight gas field in Australia.  
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Figure 1.6 The growth rates of worldwide natural gas consumption 

 

 

Figure 1.7 The growth rates of worldwide natural gas production 
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Figure 1.8 The sources of U.S. energy production 

 

Figure 1.9 Natural gas reserves to production (R/P) ratios at the end of 2017 by region 

 

0

5

10

15

20

25

30

35

40

45

50

1990 2000 2010 2020 2030 2040 2050

E
n

er
g
y
 p

ro
d

u
ct

io
n

, 
q

u
ad

ri
ll

io
n

 B
ri

ti
sh

 t
h

er
m

al
 u

n
it

s

Date

Natural gas Crude oil Coal Hydro Nuclear Other renewable energy

History

0

20

40

60

80

100

120

140

North America South and

Central America

Europe Commonwealth

of Independent

States (CIS)

Middle East Africa Australia

N
at

u
ra

l 
g
as

 r
es

er
v
es

 t
o

 p
ro

d
u

ct
io

n
 (

R
/P

) 
ra

ti
o

s

Projections 



16 

 

 

Figure 1.10 Natural gas reserves at the end of 2017 by region  

 

1.3 Outline of the thesis 

The estimation of gas properties is considered to be playing a vital role in almost every 

section of oil and gas industries (Elsharkawy, 2002; Esfahani et al., 2015; X. Wang 

and Economides, 2013). For instance, performing estimation of gas initially in place 

(GIIP), ultimate recovery (UR) of gas from a gas-hydrocarbon reservoir, and analysis 

of gas well test data, substantially depend on how accurately the gas compressibility 

factor known as the Z-factor is calculated (Chamkalani et al., 2013; Shen et al., 2014).  

The Z-factor is employed to transform the volume of ideal gas to the volume of real 

gas and modifies the behaviour of gas from a perfect trend to the real trend (Mokhatab 

et al., 2015; Travis et al., 2013). Consequently, the Z-factor is a principal consideration 

in petroleum engineering computation (Chamkalani et al., 2013; Jianyi et al., 2002; 

Kamari et al., 2013; Obuba et al., 2013) and can be either estimated by laboratory tests 

or using mathematical relationships. Although the laboratory tests should lead to more 

accurate estimation of the Z-factor than the mathematical relationships, expensive 

laboratory facilities are required, which may not be feasible, especially throughout the 

lifespan of gas production processes (Al Marri and Kabir, 2015; Chamkalani et al., 

2013). As a result, laboratory tests are not appropriately fit for routine industry 

analysis. In addition, laboratory tests require accurate samples of gas which are not 
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always easily accessible. Therefore, the industry relies more so on mathematical 

relationships or empirical correlations than the experimental work to estimate the Z-

factor, which poses the challenging question of which correlation to use for the 

calculation of the Z-factor among the numerous correlations available (Wu et al., 

2012).  

The range of correlations has have various intensities and deficiencies in terms of the 

accuracy of the estimated Z-factor (Fayazi et al., 2014). The suitability of a correlation 

depends on the associated gas compositions, such as the relative distribution of 

hydrocarbon and non-hydrocarbon components which vary from region to region 

(Cellek and Pınarbaşı, 2017; Zhou et al., 2006). Based upon the correlations 

developed, the range of pressures and temperatures need to be considered also. 

Frequently, gas compositions are unknown and temperature and pressure vary beyond 

the valid range. As these Z-factor correlations were formulated more than 75 years 

ago, no unique correlation can be adequately used for all reservoirs at any temperature 

or pressure, because each correlation was tuned to a particular range of pressures, 

temperatures, and chemical compositions. Therefore, determining the best possible Z-

factor correlation remains challenging. An incorrect determination of a Z-factor 

correlation can lead to significant error, which in turn results in underestimates or 

overestimates of many other gas properties and gas initially in place (GIIP), which 

ultimately affects the recovery of gas. 

As a part of this thesis, a method has been proposed and a VBA interface-based Excel 

program has been developed employing that proposed method. The method is based 

upon various widely practiced Z-factor correlations ranging from simple explicit 

empirical equations to those derived from Equations of State (EOS). These correlations 

were used to calculate the Z-factor at different pressures and temperatures, and the 

results were then compared with the Virial Equation of State recommended in Report 

Number 8 of the American Gas Association (AGA8) and Z-factor data obtained from 

laboratory experiments. The developed program generates the data in the form of four 

lookup tables for a range of pressures, temperatures and gas compositions, based on 

sensitivity studies. The tables highlight the best possible correlations to be used to 

calculate the Z-factor for a certain gas system within certain pressure and temperature 

ranges. The lookup tables may also be used to benchmark and determine the most 

accurate correlation for certain pressure (isobar) and temperature (isotherm) 
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conditions. Each table covers a group of real natural gas systems having a range of 

compositions with varied fractions of non-hydrocarbon components. The details of the 

developed method are comprehensively discussed in the author’s paper, entitled 

“Determination of best possible correlation for gas compressibility factor to accurately 

predict the initial gas reserves in gas-hydrocarbon reservoirs” (Al-Fatlawi, Hossain 

and Osborne, 2017) included in Appendix (A). 

The developed program and lookup tables are used to estimate the initial gas reserves 

or gas initially in place for the Whicher Range tight gas field, to justify the potential 

application of the proposed method, and to develop lookup tables as a simple tool for 

use in real field cases. The developed computational tool and lookup tables suggested 

in this thesis are useful to improve the efficiency of all techniques of gas reserve 

estimation such as reservoir simulation, material balance equation or decline curve 

analysis, as all of these techniques require Z-factor correlation. This thesis also 

presents insightful discussions about the limitations of various correlations widely 

used by the industry for routine analysis, which are elaborated in the authors’ paper 

(Al-Fatlawi, Hossain and Osborne, 2017). 

The material balance method is one of the most conventional approaches to estimating 

gas reserves, but it cannot deliver an accurate reserve estimation of TGRs because low 

permeability violates the main assumptions of the method. However, four published 

papers: David A Payne (1996), Hagoort and Hoogstra (1999), Engler (2000), and 

Kuppe et al. (2000) only addressed material balance techniques. So, a new approach 

for estimating gas reserves and ultimate recovery has been developed in this study.  

Analysis of production data of TGRs is considered one of the most important research 

areas in unconventional gas resources. Production data could be continuously collected 

relatively inexpensively without needing to shut-in the well. The analysis of 

production data is used to estimate reservoir and well parameters. In addition, the type 

curve approach not only requires limited data, but could also be achieved without 

commercial simulators, making it a handy, fast, and cheap tool to evaluate TGRs and 

hydraulic fractured vertical reservoirs. On these grounds, some researchers created 

type curves of hydraulic fractured vertical wells in TGRs. Figure 1.11 shows the 

historical frequency of important research in this topic (Agarwal et al., 1998; Araya 

and Ozkan, 2002; Thomas Alwin Blasingame et al., 2007; Chen and Teufel, 2000; D. 

Cox et al., 1996; Fetkovich, 1980; Palacio and Blasingame, 1993; Pratikno et al., 2003; 
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M. Soliman et al., 1984; Wattenbarger et al., 1998; Xu et al., 2013). However, these 

type curves appeared to be oversimplified, often providing erroneous results and 

misleading interpretations of results. In this view, this study advances the approach by 

introducing a new set of type curves to analyse production data of hydraulic fractured 

vertical wells in TGRs. The development of a new set of type curves formulated based 

on a new statistical correlation is described in Chapter 3. 

 

Figure 1.11 The number of publications on type curves of hydraulic fractured vertical 

wells in TGRs (Curtin University library catalogue database) 

 

The economic evaluation of tight gas production is a challenging task because of the 

prevailing uncertainties associated with key reservoir properties, such as the size of 

the drainage area. One of the essential parameters required in the economic evaluation 

of the production from TGRs is the equivalent drainage area of the well, which relates 

to the actual volume of gas produced or withdrawn from the reservoir at a certain 

moment that changes with time. However, it is difficult to predict this equivalent 

drainage area of well in a tight gas reservoir as it's growing takes many years to reach 

the impermeable physical boundary of the reservoir. A literature review revealed only 

five published papers that deal with estimation of drainage areas of fractured wells in 

TGRs, as shown in Figure 1.12 (Alzate et al., 2001; Stuart Alan Cox et al., 2005; Du, 

2008; El-Banbi and Wattenbarger, 1997; Escobar et al., 2007). Accordingly, the 

number of published papers is inadequate to fill this gap in knowledge. Therefore, in 
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this study a simplified method has been developed to calculate the equivalent drainage 

area of a hydraulic fractured vertical well in TGR, requiring a small dataset by 

combining the material balance equation and decline curve analysis. 

 

Figure 1.12 The number of publications on estimation of drainage areas of fractured 

wells in TGRs (Curtin University library catalogue database) 

 

Well test analysis plays an important role in constructing successful field development 

plans because it provides data on formation permeability, hydraulic fracture half-

length and initial reservoir pressure. In spite of this, pressure data analysis of fractured 

wells in TGRs is complicated because the low permeability of tight formations and the 

required time of the build-up test is prolonged and impractical. Consequently, the 

conventional techniques of analysis rarely succeed. In addition, incorrect estimation 

of the initial pressure of a reservoir highly affect the reservoir simulation results, 

production data analysis and field development planning (Ilk et al., 2010). However, 

the number of publications addressing pressure transient analysis of hydraulic 

fractured vertical wells in TGRs is inadequate in light of the importance of this 

practical problem, as shown in Figure 1.13 (Badazhkov et al., 2008; H. Bahrami et al., 

2012a; Thomas Alwin Blasingame et al., 2007; Borges and Jamiolahmady, 2009; 

Branagan and Cotner, 1982; Cheng et al., 2009a; Gochnour and Slater, 1977; S. A. 

Holditch et al., 1983; Ilk et al., 2010; Jahabani and Aguilera, 2009; Kazemi, 1982; 

Pankaj and Kumar, 2010). Therefore, Chapter 4 proposes filling this gap of knowledge 
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by providing a simplified numerical approach to calculate the hydraulic fractures and 

reservoir parameters based upon well test data collected from hydraulic fractured 

vertical wells in tight gas reservoirs in terms of an elliptical flow regime. 

 

Figure 1.13 The number of publications on pressure transient analysis of fractured 

vertical wells in TGRs (Curtin University library catalogue database) 

 

Hydraulic fracturing is a well stimulation technique aiming to improve the well 

productivity by creating highly permeable fracture in the formation near the well. The 

hydraulic fracture is achieved by injected a fracturing fluid into the formation to 

fracture reservoir rock and thus raise the flow of reservoir fluids. The hydraulic 

fracturing has been successfully practiced since 1947, and employed extensively in 

TGRs since the 1970’s, and has been further integrated with horizontal wells. 

Optimization of a hydraulic fracturing design can be achieved using optimization 

techniques to evaluate a series of cases (e.g., single well or multi-well) and converge 

on a solution. Each different optimization technique can provide varying results and 

efficiency, therefore the improved accuracy and time saved through utilizing the most 

suitable technique can provide benefits in a reservoir simulation study. The 

optimization of the geometry of hydraulic fractures is performed using optimization 

techniques included in direct search methods and derivative approaches. The direct 

search methods, such as genetic algorithms, are generally very slow, requiring huge 

computation facilities and memory, which restricts the search and convergence 
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capacity of the algorithms. Within the literature, there are many researches into optimal 

hydraulic fracture design using different techniques. To the author’s knowledge, 

however, there has been very little research into comparing and selecting the most 

applicable optimization technique for a hydraulic fracturing reservoir simulation 

model. To bridge this gap in knowledge, Chapter 5 tests the ability of optimization 

techniques to find the optimum fracture half-length of vertical wells in TGRs to define 

the accuracy, and the required memory and time for each method. This study provides 

practical guidance to determine the most suitable optimization technique requiring the 

shortest simulation time, the smallest memory size and most acceptable accuracy. The 

formulated guidance facilitates the selection of an optimization technique for a range 

of permeabilities and for both single and multi-wells, without needing a high level of 

optimization experience. In this respect, an extensive study was carried out to better 

understand the various optimization techniques currently practiced by the industry, 

based on a comprehensive literature review and analysis of simulation studies of tight 

gas reservoirs, with a view to establishing a simplified, practical yet accurate tool for 

optimization of hydraulic fractured parameters. The studies are comprehensively 

discussed in Chapter 5. Accordingly, the new optimization technique is developed and 

described in Chapter 6 and the conclusions and recommendations are provided in 

Chapter 7.  
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Chapter 2: Literature Review 

2.1 Reserve estimation techniques 

2.1.1 Volumetric technique 

The volumetric technique is one of the most straightforward methods to estimate gas 

initially in place (GIIP) because the main principle is simple, requires limited data and 

does not need dynamic reservoir data such as flowing bottom hole pressures or 

production flow rates (Satter and Iqbal, 2015). The essential data for applying the 

volumetric method are structural and stratigraphic cross-sectional maps, well logs, 

core tests, fluid sample analysis, and well tests. The contour maps and well logs are 

employed to calculate the bulk volume, the porosity measurements lead to converting 

the bulk volume to pore volume, the resistivity logs define the water saturation in the 

pores to estimate the gas volume at reservoir conditions, and the fluid sample analysis 

and pressure-volume-temperature correlations calculate the gas formation volume 

factor that converts GIIP from initial reservoir conditions to standard conditions. The 

volumetric equation can be applied at any stage of depletion of a reservoir. Before 

production data is available, volumetric estimations can be made to calculate GIIP 

(Tarek and Nathan, 2012). Volumetric calculations can also be used throughout the 

production period of a well in comparison to material balance approaches. The 

volumetric estimate can be expressed simply by Equation 2.1. 

𝐺 =  
43560 𝐴 ℎ ∅ (1−𝑆𝑤𝑖)

𝐵𝑔𝑖
     2.1 

Where: 

G is gas in place, scf. 

Ø is reservoir porosity, fraction. 

h is reservoir thickness, ft. 

A is area of reservoir, acres. 

Swi is water saturation, fraction. 

Bgi is gas formation volume factor at the initial reservoir pressure, ft3/scf. 
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The gas formation volume factor can be computed by Equation 2.2 

𝐵𝑔 = 𝑍 
𝑇

𝑃
 
𝑃𝑠𝑐

𝑇𝑠𝑐
 2.2 

Where: 

Z is the compressibility factor of gas. 

Psc is pressure at standard conditions, psia. 

Tsc is temperature at standard conditions, oF. 

The gas compressibility factor can be computed based on the experimental tests or the 

correlations. Although the experimental tests ought to lead to a more accurate 

estimation of the gas compressibility factor than the correlations, it demands expensive 

experimental equipment that may be infeasible, especially over the full lifespan of a 

gas production reservoir (Mohammed Saleh Al-Jawad and Hassan, 2012; Al Marri and 

Kabir, 2015; Chamkalani et al., 2013). Therefore, the industry depends on empirical 

correlations rather than laboratory tests to compute the gas compressibility factor, 

which raises the challenging question of which correlation to employ with numerous 

correlations presented (Wu et al., 2012) and each having various strengths and 

weaknesses regarding their accuracy in estimating the gas compressibility factor 

(Fayazi et al., 2014). The precision of these correlations depends on the compositions 

of gas samples, temperatures and pressures. Thus, inappropriate selection of 

correlations can develop unreliable results with high degrees of uncertainty, and 

mislead the estimation of gas initially in place (Al-Fatlawi et al., 2017a). A novel 

method in this respect has been developed as a part of this PhD research to accurately 

estimate gas initially in place in reservoirs through determination of the most 

appropriate correlations, which can precisely compute the gas compressibility factor 

and other Pressure-Volume-Temperature properties for an extensive range of gas 

compositions, pressures, and temperatures. The developed model, including case 

studies, is comprehensively discussed in the author’s peer reviewed paper titled 

“Determination of best possible correlation for gas compressibility factor to accurately 

predict the initial gas reserves in gas-hydrocarbon reservoirs” (Al-Fatlawi et al., 

2017a) included in Appendix (A). 
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2.1.2 Material balance technique 

The material balance equation (MBE), shown in Equation 2.3, has been an important 

tool for reservoir engineering for the estimation of gas reserves, and interpretation and 

prediction of reservoir performance (Hagoort, 1988).  

𝑝

𝑧
=

𝑝𝑖

𝑧𝑖
(1 −

𝐺𝑝

𝐺
) 2.3 

 

For conventional reservoirs, this material balance equation 2.3 is considered a key tool 

to estimate the reserve of gas reservoir (W. J. Lee and Wattenbarger, 1996). A linear 

relationship appears between the average reservoir pressure/gas compressibility factor 

(p/Z-factor) and the cumulative produced gas (Gp). Furthermore, (p/Z-factor) versus 

Gp plots is frequently used as a simple, straightforward and practical method of 

estimating gas initially in place (GIIP) because it is independent on well and reservoir 

configurations, rock properties, or flow rates (Tarek and Nathan, 2012). This material 

balance equation is based upon three main assumptions: the reservoir is at a constant 

temperature, all portions of the reservoir have the same fluid properties and pressure, 

and the reservoir is considered to be a constant volume tank (Tarek and Nathan, 2012). 

Contrarily, the linear relationship between the pressure/gas compressibility factor and 

the accumulative gas production does not exist because of low permeability, which 

violates two assumptions of the gas material balance equations: (i) significant pressure 

drop across the reservoir is existent; and (ii) the volume of the reservoir is not constant 

over production time because the drainage area expands for a long time, which could 

be many years (Al-Fatlawi et al., 2016). In addition, the material balance equation plots 

are impractical in TGRs because build-up requires impractically prolonged shut-in 

times to estimate an accurate average reservoir pressure. For example, standard shut-

in times of 48, 72 or 150 hours (typically considered) are not enough to reach the 

boundary of the drainage area in vertical wells centred in a reservoir of 574 acres, so 

the estimated pressure from the build-up test is less than the real average reservoir 

pressure, as shown in Figure 2.1. The shut-in periods prior to pressure measurements 

affect the accuracy of the material balance equation, in that whenever the shut-in time 

prior to pressure measurements increases, the estimation of the average reservoir 

pressure improves, as explained in Figure 2.1. Table 2.1 displays the calculated GIIP 

based on the conventional approach of the material balance equation (CMBE) that 
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provides underestimates of gas initially in place at different shut-in periods prior to 

pressure measurements with significant error percentages, as shown in Table 2.1. 

Equation 2.4 is used to calculate the absolute percentage error (APE) of the estimated 

GIIP based on the conventional approach of the material balance in comparison with 

the calculated gas initially in place based on a reservoir simulation model of a TGR. 

Thus, the plot of (p/Z-factor) versus Gp provides an underestimated ultimate recovery 

factor and gas initially in place in TGRs (McLaughlin and Gouge, 2006). Accordingly, 

the material balance equation could be ineffective or fail to apply in TGRs (Stephen A 

Holditch, 2006). Therefore, the conventional material balance equation should be 

developed to be satisfactory for application in TGRs. 

Figure 2.1 Conventional approach of gas material balance equation  

𝐴𝑃𝐸 =  |
𝐺𝐼𝐼𝑃𝑅𝑆 − 𝐺𝐼𝐼𝑃𝐶𝑀𝐵𝐸

𝐺𝐼𝐼𝑃𝑅𝑆
| × 100% 2.4 

Where: 

GIIP RS: calculated gas initially in place based on reservoir simulation. 

GIIP CMBE: calculated gas initially in place based on the conventional approach of 

material balance equation. 
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Table 2.1 Error in calculation of GIIP from the conventional material balance equation 

at different shut-in times 

Shut-in time, hr GIIP CMBE, Bscf APE, % 

48 30 86 

72 32 85 

150 34 85 

A number of studies have focussed on solutions to the material balance equation for 

TGRs, based on the compartmented reservoir approach that states that the reservoir is 

divided into compartments with each pair of compartments in contact over a permeable 

barrier (Lord and Collins, 1991). David A Payne (1996) proposed that a 

compartmented reservoir approach would better reflect the true behaviour of a tight 

gas reservoir. Also, it could be used to predict GIIP accurately compare to the p/z plot 

method which, based on a tank model, could lead to greater than 100% error in 

estimating ultimate recovery factor and gas initially in place. Payne’s model 

implemented an explicit calculation of the system of MBEs corresponding to the tank 

model in the form of compartments. This method showed that TGRs exhibit non-linear 

pressure decline, which was proven when it accurately represented the pressure 

behaviour of a Waterton gas field in Canada. Payne’s method is employed to compute 

the cross flow between the compartments using the pressure squared approach with 

the assumption of ideal gas behaviour. The key advantage of Payne’s method is that it 

can be completed simply in a spreadsheet program to demonstrate the suitability of the 

compartmented reservoir approach for estimating pressure behaviour in a tight gas 

reservoir, GIIP and UR factor. Hagoort and Hoogstra (1999) built a model based on 

Payne’s work and employed an implicit iteration technique to solve the set of material 

balance equations in a compartmented tight gas reservoir. They employed the real gas 

law to characterise the behaviour of real gases, and solve the equation using the 

Newton Rapson method. Their method is reported to be robust, and rigorously 

accounts for the pressure dependency of the gas properties, so it can converge at a 

solution in a reasonable number of iterations. However, the Newton-Raphson iteration 

scheme is difficult to implement in a spreadsheet-based programming language due to 

the requirement of the derivative for the partial differential equation, which defines the 

material balance equation. Also, a poor initial guess for the iteration could result in the 
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algorithm failing to converge at a solution for the system of equations, often providing 

erroneous results and consequently misleading the interpretation. 

Kuppe et al. (2000) presented a productivity index weighted p/z plot for the application 

of multi-layered, commingled TGRs, which could be used for forecasting the gas 

initially in place of individual layers. Although this method was demonstrated to be 

successful in their case, it does not implement a compartmented reservoir approach. It 

also has the disadvantage of only suitable for use in conditions with no allowable 

crossflow between the layers, such as during extended shut-in periods, and where the 

permeability difference between the individual layers does not exceed an order of 

magnitude (Kuppe et al., 2000).  

Engler (2000) devised a method of using shut-in pressure data for TGRs to evaluate 

the trends could be used to estimate GIIP. This method was successful in obtaining 

better GIIP estimates for three sample fields. However, it also recommended the use 

of decline curve analysis and reservoir simulation to verify the results and does not 

implement a compartmented reservoir approach. The main drawback of this method is 

that it has only been proven on three fields and may not be representative of TGRs 

outside of these examples. It also has the drawback of requiring verification by decline 

curve analysis, which does not rely on any physical properties of the reservoir.  

After reviewing the key literature relevant to employing the material balance equation 

for estimating the ultimate recovery factor and gas initially in place in TGRs, it is 

evident that there is potential to improve the performance and accuracy of the material 

balance equation in TGRs with the aim of making it simpler, faster and more explicit 

than the existing published methods. In addition, most published methods are based 

on the derivative of the material balance equation, which is not written in explicit form. 

Accordingly, a simplified computational tool is developed as a part of this PhD thesis, 

comprehensively presented in the author’s paper titled “Developed material balance 

approach for estimating gas initially in place and ultimate recovery for tight gas 

reservoirs” (Al-Fatlawi et al., 2016), and elaborated in Chapter 3. This tool can 

calculate a better estimation of GIIP and UR factor for a tight gas reservoir by 

simulating the physical conditions of the reservoir, and can simply and quickly 

determine whether expensive and time-consuming reservoir simulation is worthwhile. 
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2.1.3 Decline curve analysis 

Decline curve analysis (DCA) is widely applied for evaluating the existing situation 

of the reservoir and predicting the future reservoir performance (Bahadori et al., 2007; 

Kamari et al., 2017; Khanamiri, 2010; Poston and Poe, 2008; Shirman, 1999). The 

simplest definition of decline curve analysis is fitting a decline equation to a historical 

production decline and assuming this fitted decline trend into the future decline trend. 

The fitted equation is used to estimate the reserve based on performance prediction 

(Poston and Poe, 2008).  

The strengths of decline curve analysis depend on the availability of production data, 

and it requires short run-time and is a low cost. In addition, decline curve analysis is 

easy to program and simple to operate with a spreadsheet, avoiding the need for a 

commercial simulator. On the other hand, there are many deficiencies of the DCA. 

Firstly, the variations of the production conditions alter the future production trend, 

changing the estimated gas reserve. Secondly, the prediction of future performance is 

inconclusive of multilayered or fractured reservoirs because of the effects of cross-

flow. Thirdly, forecasting of production trends of tight reservoirs is difficult because 

most of the production life occurs prior to the BDF period. 

Arps (1945) suggest the first methodical approach for oil and gas production data 

analysis. Arps’ decline curve is a formulation that relates the production rate with time 

and includes two parameters. The decline rate is defined as the fractional change in 

natural logarithm of the flow rate with respect to time, while the decline exponent is 

defined as the time-rate change of the inverse decline rate. Arps (1945) created three 

models of the production rate decline: exponential decline with a decline exponent 

equalling zero, hyperbolic decline with a decline exponent greater than zero and less 

than 1, and harmonic decline with a decline exponent equalling 1. The exponential 

decline is the most widely used model because it is easy to determine the parameter of 

the decline function and it provides a conservative estimation of future decline trend. 

The hyperbolic decline is more representative of the production trend of real wells, but 

the determination of the parameters is difficult because it requires trial and error 

procedures.  

Due its simplicity, the Arp’s decline curve has been very popular and widely used in 

the industry since its inception during the 1950s (Towler and Bansal, 1993). It appears 
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as a hand tool requiring very minimal data (Kupchenko et al., 2008). However, the 

main weakness of Arps’ decline curve model is that it was derived mathematically 

without a strong physical basis (Hagoort, 2003; Towler and Bansal, 1993). As a result, 

Arps’ model cannot provide accurate results of TGRs because of the main 

assumption - the existence of the BDF period - and is not an appropriate fit for TGRs 

(Mattar and Moghadam, 2009; Okouma Mangha et al., 2012). Arps' decline curve was 

found to have erroneous estimation, exceeding 100%, of gas reserves in tight reservoirs 

during transient flow period, which represents most of the production history. The 

underestimated value of the b-exponent is the main reason this erroneous estimation is 

generated, where the b-exponent, ranging from 0 to 1, represents the flow conditions 

at the boundary-dominated flow while the actual flow conditions are mostly in the 

transient flow period (Rushing et al., 2007). Thus, implementation of conventional 

techniques of decline curve analysis for unconventional reservoirs has proven to be 

inaccurate because of the complicated nature of flow behaviour over reservoir and 

between the reservoir and the wells. However, many researchers have explained that 

Arps’ decline curves can be adjusted to unconventional reservoirs, as exhibited in 

Table 2.2. 

Table 2.2 The most commonly used production decline curves 

The reference The contribution 

 Spivey (1986)

 Long and Davis

(1988)

 Towler and

Bansal (1993)

 Jikich and Popa

(2000)

These researchers suggested approaches to optimize 

the three parameters of the hyperbolic decline curve 

based on regression analysis.  

Maley (1985) The paper mentioned that the decline exponent of Arps’ 

equation could be greater than 1, especially for tight gas 

wells and during linear flow period. A limit of the 

superbolic or hyperbolic decline curve to an 

exponential decline curve was suggested at a certain 

decline rate or a specific time to avoid forecasting of 

excessively long well life.   
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Robertson (1988) A modified formula of hyperbolic decline was 

suggested in which the conventional hyperbolic decline 

was divided into two sections: the first section 

conforming to the conventional hyperbolic decline and 

the second section fitting to the exponential decline 

curve. The suggested formula was introduced to avoid 

that the outputs of the hyperbolic decline but may be 

too optimistic. 

Rushing et al. 

(2007) 

The authors studied the applicability of Arps’ decline 

curve analysis for TGRs. They identified that its 

incorrect usage causes significant error in TGRs during 

transient flow period and transitional period between 

the end of transient and the beginning of BDF periods. 

Moreover, a decline exponent greater than one is found 

during the above two flow periods, while a decline 

exponent range between 0.5 and 1 is found during BDF 

period.  

Kupchenko et al. 

(2008) 

The tight gas production statuses during linear flow, 

pseudo-radial flow (transient), transitional flow from 

transient to BDF periods were investigated. The 

researchers found a relationship between the decline 

exponent and pressure derivative at each of the above 

flow periods as follows: decline exponent (b) equals 2, 

≤0.5, and 2 <b<20 for linear flow, boundary-dominated 

flow, and pseudo-radial flow, respectively. Finally, the 

suggested method could forecast the production decline 

trend of the whole life of a TGR based on the original 

form of Arps’ relationship.  

 D Ilk et al. (2008)

 Dilhan Ilk et al.

(2008)

The authors provided a new method for calculating the 

loss-ratio and a derivative of the loss-ratio by taking the 

inverse of the loss-ratio parameter. The continuous 

evaluation of the inverse of the loss-ratio parameter 

exhibited a power-law behaviour for early time data. A 
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straight line characterised this power-law trend on a 

log-log plot which is valid for wells in TGRs. As a 

result, the power-law exponential rate decline relation 

is introduced as a tool to analyse production data of 

TGRs. 

Valko (2009) The authors formulated the stretched exponential 

decline model to characterise the decline trend of real 

production data of wells in unconventional reservoirs. 

Mattar and 

Moghadam (2009) 

The research focused firstly, investigated the power law 

exponential decline for different cases of TGRs, 

examined through the transient and BDF periods, 

especially for linear and radial transient flow. Secondly, 

the power law exponential decline was adjusted to 

match to analytical reservoir models. Thirdly, the 

decline exponent was assigned as 0 to -0.13 during the 

transient period, and 0.5 during the BDF. 

Bahadori (2012) The research introduced a technique to estimate the 

optimum values of Arps’ decline curve exponent and 

initial decline rate based on a Vandermonde matrix. To 

accomplish this, the author applied a simulator to fit a 

set of coefficients of the equation to develop a 

simplified method to analyse the past production 

performance for gas wells and reservoir to forecast the 

future production performance. The method put 

forward by Bahadori (2012) showed good agreement 

with the data collected from T. Ahmed (2006) and 

Gentry (1972); suggesting an efficient production 

predictive method based on decline curves. 

Mahadik et al. 

(2012) 

The study suggested an approach to analyse production 

of fractured wells in TGRs using numerical simulation.  

The rate derivative was used to compute optimum 

parameters of production decline models. They found 

that exponential decline was a better fit for late-time 
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production data, while hyperbolic decline was more 

suited to early-time production data. The suggested 

approach was examined to forecast the reserve and 

future production trend of a tight gas reservoir in 

Western Australia. The examination showed an 

acceptable match with the results of reservoir 

simulation models. 

2.1.4 Type curve matching 

A key job of reservoir engineers is to employ production and pressure history in order 

to perform: reserve estimates, production forecasting, reservoir and well 

characterisations and field development planning. Type curve analysis of production 

data is a method aiming to achieve the best match between the actual historical 

production rate versus time, and the theoretical model. The axes of the theoretical 

model are represented  graphically in dimensionless variables that can be formulated 

by multiplying a certain variable such as flow rate by a combination of coefficients 

with opposite dimensions, but the selection of the combination depends on the kind of 

problem to be solved (Tarek and Nathan, 2012). The dimensionless type curves format 

can be employed to estimate reserve in contacted drainage area during transient period 

or the total gas in place during boundary-dominated flow period (Stotts et al., 2007). 

This gas reserve forecasting can be estimated based on the history of production data 

without the requirement for a full set of well and reservoir data, long process time and 

commercial simulator.  

Overall, many researchers worked to create and develop sets of type curves over the 

last few decades. Table 2.3 presents the most commonly used type curves determined 

by the literature review. 

Table 2.3 The most commonly used type curves 

The reference The contribution 

Fetkovich (1980) The author created type curves based on an integration 

of solutions of analytical flow equations with decline 

curve equations suggested by Arps. Fetkovich’s type 

curves covered the transient and BDF periods for wells 



34 

producing at constant flowing bottomhole pressure. 

The main benefit of this method is that it is valid for 

transient flow periods or in a BDF period. The main 

drawback of this method is it ignores the change of gas 

properties with respect to pressure and temperature. 

Fraim and 

Wattenbarger 

(1987) 

This paper aimed to improve Fetkovich’s decline 

curves for gas wells by suggesting a normalised time 

calculated from the compressibility and viscosity at the 

average reservoir pressure. At a BDF, the relationship 

between the rate of decline and normalized time for a 

gas reservoir producing at constant wellbore pressure 

was linear. 

McCray (1990) A new time function was proposed to convert the 

production history including variable pressure drop or 

flow rate performance into an equivalent production 

history at a constant bottomhole pressure. The research 

was later developed to an equivalent constant rate 

analysis approach by T. A. Blasingame et al. (1991).  

Palacio and 

Blasingame (1993) 

A new set of type curves were developed by 

introducing two new variables called pseudo-pressure 

normalised production and the material balance 

pseudotime. The suggested parameters contributed to 

considering variable flowing bottomhole pressure and 

variation of gas properties with respect to pressure and 

temperature. 

Agarwal et al. 

(1998) 

A new combination of rate-time, rate-cumulative, and 

cumulative-time production decline type curves were 

developed based on material balance pseudo-time, 

pseudo-pressure normalised production and 

dimensionless parameters in well test analysis. This set 

of production decline curves is valid for application in 

analysing well production data from radial and 

fractured vertical gas and oil wells to estimate gas 



35 

reserve, formation permeability and fracture half-

length.  

Chen and Teufel 

(2000) 

A set of Fetkovich’s type curves was developed to 

analyse production data, including the missing flow 

regimes in Fetkovich’s work that were near-linear up to 

a pure-linear flow. The suggested set was appropriate 

for tight gas wells because of the often-observed linear 

flow regime. 

Pratikno et al. 

(2003) 

The authors developed a type curve of a fractured 

vertical well by introducing a parameter called pseudo-

steady constant “bDpss” for a certain case of 

dimensionless fracture conductivity FcD and 

dimensionless radius reD, and formulated a correlation 

for calculating bDpss for a range of FcD and reD. reD was 

considered a function of reservoir radius “re” and 

fracture half-length “xf”, which may have been valid for 

conventional reservoirs, or a reservoir with moderate 

permeability when the pressure pulse may have reached 

the reservoir boundary within a reasonable time. 

2.2 Predicting equivalent drainage area of well in tight gas reservoirs 

The prediction of the drainage area of fractured wells in TGRs represents a critical step 

to develop production plans. The drainage area of fractured wells in TGRs expands 

with time during the transient period and consequently, it is much smaller than the 

physical drainage area over the transient flow period in the case of a TGR due to the 

low permeability. Therefore, the production forecasting based on physical drainage 

area (as generally considered for conventional reservoirs) can result in not only 

substantial errors in valuation but can also misguide the decision-making process. 

Relating to the prediction of drainage areas of fractured wells in TGRs, the previous 

work published in the literature and the developed work contained in this thesis are 

also explained in detail in the authors paper titled "A New Practical Method for 

Predicting Equivalent Drainage Area of Well in Tight Gas Reservoirs" (Al-Fatlawi et 

al., 2017b) and is further elaborated in Chapter 3. 
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2.3 Analysis of pressure data of hydraulic fractured vertical wells in tight 

gas reservoirs  

Accurately estimating the parameters of hydraulic fractured wells and tight gas 

formations is one of the key challenges service companies and producing companies 

face (M. Soliman et al., 1984). The analysis of well testing data is complicated because 

of the low permeability of tight formations and the high level of heterogeneity. The 

low permeability impedes the transfer of pressure pulse from the well to the reservoir 

boundary (Jahabani and Aguilera, 2009). Thus, the build-up period required to analyse 

the pressure data of hydraulic fractured wells (especially vertical wells) in TGRs is 

time-consuming and wasteful of money and other resources. As a result, the 

conventional methods of PTA are not adequate in achieving conclusive outcomes and 

are often inconclusive, and typically are very poor for TGRs (Borges and 

Jamiolahmady, 2009; Garcia et al., 2006; Gochnour and Slater, 1977). Consequently, 

such inadequate and inconclusive analysis of TGRs can lead to erroneous reservoir 

evaluation, further resulting in indecisive and risky field development planning. The 

other difficulty faced by well test engineers is the identification of different flow 

regimes during the production life of hydraulic fractured wells in TGRs. These flow 

regimes are determined by the complex geometry of the hydraulic fractured wells and 

the low permeability of the tight reservoirs (Neal and Mian, 1989), with the hydraulic 

fractures significantly altering reservoir flow patterns (Meehan, 1989). The five typical 

flow regimes are fracture linear flow, bilinear flow, formation linear flow, elliptical 

flow, and pseudoradial flow (Cinco-Ley and Samaniego-V, 1981; Hale and Evers, 

1981; Kucuk and Brigham, 1979; Thompson, 1981). Accurate identification of these 

flow regimes, and changes throughout the production period, are essential for better 

interpretation of pressure transient or well test data, and a sound understanding of the 

reservoir characteristics and changes in well drainage area over the production period 

are important, especially to predict formation and hydraulic fracture properties. 

Another kind of well test called Diagnostic Fracture Injection Test (DFIT) also is used 

to determine the hydraulic fractures and reservoir properties. DFIT is performed by 

injecting a volume of fluid into the reservoir to create a hydraulic fracture. After the 

accomplishment of the injection period, the pressure is observed for hours or days. The 

collected pressure data are employed to calculate the desired parameters of hydraulic 

fractures and reservoir  (Barree et al., 2015). However, the work focuses on the 
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analysis of build-up test because recent well test analysis results of tight gas 

formations, transient build-up analysis is found to be mostly acceptable technique used 

for the determination of the properties of hydraulic fractures in tight formation (N. 

Bahrami, 2013; Dahroug, 2015). In this PhD work, these aspects are extensively 

studied, and accordingly, a numerical approach was developed to predict formation 

and hydraulic fracture properties considering the elliptical flow regime in TGRs, and 

has been published in a paper titled “Numerical approach for the prediction of 

formation and hydraulic fracture properties considering elliptical flow regime in tight 

gas reservoirs” (M. M. Hossain et al., 2018), included in Chapter 3. 

2.4 Optimization and forecasting of production from tight gas reservoirs 

2.4.1 Optimization of infill drilling 

Historically, one of the most challenging steps to establish a successful development 

plan for a tight gas reservoir has been finding appropriate answers for essential 

questions such as: What is the spacing between the wells? How many wells should be 

drilled? What is the optimum flow rate? So, location selection of the wells is important 

to enhance the field performance throughout its production period. Recently, many 

studies related to the development of the optimization technique for infill drilling were 

reported in the literature, highlighting the importance of well placement (Luo and 

Kelkar, 2010).  

When it comes to the question of how to increase the recovery of hydrocarbons from 

a field, optimization of infill drilling in both conventional and unconventional 

reservoirs is highly effective (Cheng et al., 2006; Cipolla and Wood, 1996; Satter et 

al., 2008). However, this is a very challenging, especially in the case of unconventional 

reservoirs such as TGRs, because of their low permeability and high level of geological 

heterogeneities, requiring larger numbers of wells to be drilled. Apart from that, real 

field data is often limited for TGRs. Although full reservoir simulation may be the 

most acceptable method to accurately determine the infill drilling potential in a 

reservoir, it is often complicated because of the shortage of accurate data, the expense 

and the time consumed. Therefore, an alternative approach is desirable and has been 

an area of interest for scholars and energy operators since the 1990s, with several 

techniques proposed to determine an optimum infill-drilling plan. 
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One of the first of these techniques was the empirical infill-drilling forecast model 

introduced by French et al. (1991) to investigate infill drilling performance in 

Clearfork and San Andreas formations. Their prediction appeared to be an adequate 

match to the real reservoir data. McCain et al. (1993) introduced a statistical technique 

to evaluate the potential of infill drilling in a TGR. Their technique divides the 

reservoir into sections and then compares the wells performance to select areas 

requiring advanced analysis. Consequently McCain et al. (1993) made specific 

conclusions about the infill potential of those areas. Although their technique is quick 

and profitable comparison with a full reservoir simulation, McCain et al. (1993) 

utilized a log interpretation in their technique to attain the accuracy of thickness 

computations. The well placement in TGRs assessed by Cipolla and Wood (1996) was 

based upon a statistical analysis technique in which they considered one-layered, 

single-well reservoir simulation model to study the infill drilling potentials of Ozona 

gas field in Texas. Their technique involves the employment of 51 arbitrarily selected 

wells out of 1500 wells to determine the ultimate gas recovery and drainage area. The 

purpose for sampling only 51 wells was due to mainly the difficulties in performing 

the analysis of 1500 wells in the field comprehensively. These wells were considered 

to simulate the global distribution of the whole field. The best 12 months production 

data of the 51 wells were compared with that of the entire 1500 wells. The results 

obtained from this study indicated possibility to adding an additional 400 Bcf of gas 

into the existing reserve by developing the Ozona field with 40-acre spacing. 

Consequently, 1125 potential locations with 80-acre spacing were identified for infill 

drilling program. The statistical method was later modified by Voneiff and Cipolla 

(1996), who proposed it as Moving Window Method (MWM) or technique. The 

MWM requires only the well location, initial production rate and rate history data 

(flow rate) to appraise the infill drilling potentials of the field. A fast approach 

developed by Guan et al. (Linhua Guan, 2004; L Guan and Du, 2004) was appeared to 

be an extension of the MWM, which  includes a model formulated from pseudo steady 

state equation and MBE. The approach uses a model developed from 4D linear 

regression and is used to evaluate the performance of infill candidates. This approach 

can evaluate the infill drilling potential for a group of wells compared to individual 

infill well potential (L Guan et al., 2004). The approach appears to work well with 

lesser dependencies (since it is dependent on production data and well location only) 
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and provides with fast determination. However, the accuracy of the approach depends 

on the level of heterogeneity in the reservoir.  

Gao and McVay (2004) introduced a rapid inversion technique for infill-drilling 

candidate selection. This simulation-based regression approach employs an automatic 

algorithm for infill candidate selection to locate prospective infill wells. The problem 

with this method is that it fixes the values of all reservoir properties, except 

permeability, as initial values.  

Teufel et al. (2004) developed the Infill Well Locator Calculator (IWLC) as a tool to 

aid operators determine infill-drilling locations in TGRs. While IWLC is a simplified 

approach to assess infill potential in TGRs, While IWLC is a simplified approach to 

assess infill drilling potential in TGRs, some uncertainty in the assessment may be 

expected because ignoring heterogeneity within the test area. 

Cheng et al. (2009b) developed a systematic methodology to design infill drilling plan 

in TGRs. The methodology consisted of two stages. The first is a sequential inversion 

algorithm for quick history matching providing spatial distribution of pore volume, 

permeability and remaining gas in place. The second stage is a successive selection 

approach for infill candidate spots. The author validated the applicability of the 

methodology using field and mechanistic cases. 

Turkarslan et al. (2010) developed an approach to determine the optimum well spacing 

and quantify reserves uncertainty in heterogeneous TGRs by integrating a reservoir 

model with a Bayesian decision model for accounting the risk facing operators. This 

model incorporates uncertainties in reservoir properties to forecast infill production in 

unconventional gas reservoirs, but it overestimates those uncertainties, which reveals 

an inaccurate production prediction.  

Luo and Kelkar (2010) evaluated the infill drilling potential on the basis only 

production history data and determined the incremental versus acceleration potential 

for infill well in a TGR using a statistical approach. This approach was formulated 

based on the evaluation of the current wells by plotting the production data in a 

particular way so that data can be linearly extrapolated to predict the estimated ultimate 

recovery (EUR) per each well in TGRs at the abandonment time. This abandonment 

time was determined based on the producing life of wells in TGRs, which mostly 

occurs in the transient flow period. Luo and Kelkar (2010) derived this relationship for 
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bilinear and linear flow regimes that commonly occur in hydraulically fractured wells 

in TGRs.  

The decline curve analysis (DCA) combined with volumetric approach to estimate in-

place hydrocarbon volume appeared to be a widely practiced approach in the industry. 

In this approach, first the DCA is considered for forecasting the EUR. Then the 

required number of wells and their spacing to drain the hydrocarbon reservoir are 

determined by utilising the predicted EUR per well and the total hydrocarbon in place 

(Q. Huang et al., 2016). This approach mainly depends on the availability of production 

history data and appears to be relatively easy to use.  However, the DCA is practically 

curve fitting approach which has many limitations and weaknesses, which may result very 

doubtful and misleading outcome (Gaskari et al., 2007; McCain et al., 1993).  

Other methods, such as the evolutionary strategies, implement the concept of 

Darwinian natural evolution to determine optimal well locations. This technique 

fundamentally searches for mixing the variables of the solution candidates towards 

maximization of the objective function. The technique begins with the systematisation 

of the variables and the creation  of chromosomes (Emerick et al., 2009). The created 

chromosomes in the initial population are then assessed to determine its performance 

(termed as fitness) in their domain (reservoir) (Bittencourt and Horne, 1997). The 

operation of the assessment of population individuals is usually attained by comparing 

with the objective function. In particular to TGRs optimization, the cumulative 

production or the net present value (NPV) within a specified period of time are 

considered to objective function (Montes et al., 2001; Nasrabadi et al., 2012). 

Subsequently, the selection operation carries out in which individuals are assessed and 

graded to recognize the individuals having the maximum probability of reproduction. 

A new generation of individuals (offspring) with two various operations (termed as 

crossover and mutation) are produced in the reproduction operation by the parent 

chromosomes.  

The initial best-fit parents are allowed to exchange genes in the crossover operator 

(Mori and Tseng, 1997). The mutation results a random alteration of the value of the 

gene, which ensures the natural evolution operation carried out by adding new genetic 

data (Rajakumar and George, 2012). Although the interest in well placement 

optimization using methods, such as evolutionary strategies has been growing, the 

experience in field scale application of these methods are very limited due to primarily 
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the expenses especially associated with time and computational power (Montes et al., 

2001). Considering the limitations and constraints of each of the existing models for 

optimum placement of infill drilling discussed above, a simple yet robust method of 

optimum well placement that can successfully determine the optimum number of wells 

for maximum recovery from tight gas reservoirs, is desirable, especially in cases of 

limited data. In this respect, an infill drilling optimization method is developed in this 

study. The method is developed by combining the numerical reservoir simulation 

modelling with the Moving Window Method (MWM). An optimum infill-drilling plan 

for Whicher Range (WR) Tight-gas Field in Western Australia was proposed 

employing the developed model. The accuracy and effectiveness of the developed 

optimum plan was justified based on comparative studies using a standard reservoir 

simulation model. It is demonstrated that the proposed plan can effectively forecast 

the optimum number of wells, and production rate of each well, which is similar to the 

results obtained from standard reservoir simulation studies. The proposed approach 

requires less data and is found to be much simpler and faster compared to standard 

reservoir simulation. The model, including validation and sensitivity studies, is 

comprehensively discussed in the authors’ paper published in SPE titled “Optimization 

of Infill Drilling in Whicher Range Field in Australia” (Al-Fatlawi et al., 2017c), and 

is further elaborated in Chapter 4. 

2.4.2 Optimization of hydraulic fracturing 

Optimization is conducted to find the ideal or “best case” outcome for a scenario, and 

can be achieved through utilising appropriate optimization algorithms towards 

maximisation or minimisation of the objective function. The objective function is 

defined by single or multiple decision variables that to be optimized by minimising or 

maximising this function. The decision variables are referred to the variables that are 

adjusted towards minimisation or maximisation of objective function, and 

achievement of optimum solution. The decision variables are limited by mathematical 

inequalities termed as constraints or controlling factors that determine the domains of 

the decision variables. 

Basically, the development of the optimum well planning and completion strategies 

are the cornerstone of the development of the production plan of a tight gas field. Well 

productivity in a tight gas reservoir is substantially connected to the contact flow area 



42 

between the reservoir and the well (M. Y. Soliman et al., 2008). This fact imposes that 

hydraulic fracturing for vertical or horizontal wells should be applied to create an 

adequate flow area to reach economic productivity. Therefore, the hydraulic fracturing 

technique is the key stimulation technology to develop TGRs (M. Hossain et al., 2000; 

M. M. Hossain and Rahman, 2008; David A. Payne and Cormack, 1989; Veatch, 1983)

2.4.2.1. Parametric study based on sensitivity analysis for hydraulic fracturing 

The parametric study based optimisation techniques involves in finding the minimum 

or maximum of the objective function from the trend of the objective function, 

obtained from the sensitivity analysis of the decision variables. However, an 

optimization analysis of hydraulic fractured vertical wells in three different TGRs were   

conducted by Stephen A Holditch et al. (1978) using a model developed using the 

Gringarten et al. (1974) well performance equations; and the Geertsma and De Klerk 

(1969) KGD fracture model. Their study revealed that long hydraulic fractures 

combined with small well spacing, were required to optimize production from the 

TGRs with permeabilities less than 0.01 mD.  In contrary, the optimum production 

may be achieved from larger well spacing with shorter fracture lengths for the gas 

reservoirs having permeability around 0.1mD and above (Stephen A Holditch et al. 

(1978). However, increasing the fracture length or decreasing the well spacing does 

not appear to be a favourable option. This because their study reveals that the 

incremental production potential or gain did not show enough merit to justify 

additional expenses to implement this option. 

The hydraulic fracture optimization for fractured horizontal wells in TGRs studied by 

Guo and Evans (1993) used inflow performance models derived by combining the 

material balance equations. The model is derived in combination of the material 

balance for both aquifer-drive and volumetric depletion gas reservoirs accounting the 

multiphase flow, and non-Darcy effects through the fractures. Based on their study 

they demonstrated that the optimum production for a given TGR project’s investment 

can be achievable by fractured horizontal wells. Instead of drilling extra wells, creating 

more fracturing stages along the length of a horizontal well for certain fracture 

geometry was found to be appropriate for optimizing production performance towards 

maximizing the NPV (Guo and Evans, 1993).   

Abass et al. (2009) carried out sensitivity studies for the optimization of transverse 

hydraulic fracture spacing along the wellbore axis using a reservoir model. The study 
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considered a simple homogenous synthetic reservoir model having permeabilities of 

0.1 and 0.01 mD, representative to a typical tight gas reservoir. The reservoir model 

was assumed to be intersected with a 5000 ft horizontal well in which the number of 

transverse fractures along the length of horizontal well was considered as the decision 

variable. This simple study demonstrated that five transverse fractures appeared to be 

adequate enough to maximise the cumulative gas production (as the objective 

function) when the reservoir permeability is 0.1 mD. Whereas at least 15 to 20 

transverse fractures were required to achieve the optimum gas production for the same 

model when the permeability of 0.01 mD was considered. 

Han et al. (2013) conducted optimization study for fractured horizontal wells 

considering a composite tight gas reservoir model consisting of an inner dual 

porosity/dual permeability region closed to a horizontal wellbore, and an outer region 

single porosity model. The reservoir model considered Darcy’s law characterize fluid 

flow through reservoir matrix, and non-Darcy effects through the fracture resulted 

from high velocity of gas. The model was simulated to study the sensitivity of fracture 

conductivity, natural fracture density, and, hydraulic fracture length on an objective 

function defined by cumulative gas production for a given timeframe. It was observed 

in their study that, though the gas production increases with increasing the fracture 

length, the production increasing trend is influenced fractures conductivity. For 

instance, the increasing trend of production tends to slow down at a fracture half-length 

of 350 ft for low fracture conductivity, whereas the production continues to increase 

for higher fracture conductivity. The existence of natural fracture, and natural fracture 

density also affect the optimisation of fracture properties. Han et al. (2013) 

demonstrated interesting results from their optimization study for several cases of a 

hydraulically and naturally fractured reservoirs with several assumptions on the 

reservoir properties which require a more detailed study when used to a real reservoir 

system.  

The analysis of Han et al. (2013) greatly differed by the work of as the later authors 

group considered analytical model developed based on KGD fracture model (Geertsma 

and De Klerk, 1969), which is better applicable for fractures with greater height than 

length. Consequently the model proposed by Stephen A Holditch et al. (1978) is 

potentially limited by the plane strain assumption used in the KGD solution (MM 

Rahman and Rahman, 2010). The methodology proposed by Han et al. (2013) was 
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based on numerical simulation employing a dual permeability/dual porosity model, 

which accounted for the non-Darcy flow across the fracture network, though the 

calculated hydraulic fracture system using this method is constrained to constant width 

planar fractures only. 

Moreover, the optimization technique followed in above discussed works are primarily 

based upon the sensitivities studies.  These kinds of approaches are limited to assessing 

only a single decision variable objective function, and thus are less useful for 

multivariable objective functions. The systematic and sophisticated approaches are 

desirable as such approach may facilitate to deal with more complex and multi-

objective functions.  

Finally, from the literature discussed in this section, many optimization methods were 

employed to optimize the hydraulic fracturing of horizontal and vertical wells in 

TGRs. Based on this comprehensive review, it is hard to find a single optimization 

approach or method that can be used as common approach to optimize the hydraulic 

fracturing process in tight gas reservoirs. Further, most of the published work focused 

on using the genetic algorithm that converges extremely slowly to global optimum 

values. Although, the genetic algorithm may successfully reach the optimum solution 

for complex and nonlinear functions, it’s extremely slow processing speed requires 

high power computing facilities, and it is very often not fit for routine industry 

analysis, especially in the case of tight project deadlines. As a part of this study, 

different optimization algorithms are rigorously tested through sensitivity studies 

performed by a commercial numerical simulator using a real field case to understand 

the level of complexity of each optimization algorithm, in order to justify the need for 

further development of a simplified optimization technique. Accordingly, a simple yet 

robust optimization technique for the optimization of hydraulic fracturing of horizontal 

wells in low permeability reservoirs is developed. The sensitivity studies and 

developed optimization model are comprehensively discussed in Chapters 5 and 6. 
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Chapter 3: Reserve Estimation and Production Rate Data 

Analysis, and Prediction of Fracture Half-Length and 

Reservoir Permeability for Tight Gas Reservoirs* 

Gas reserve estimation, and rate and pressure data analysis are vital steps on which 

many crucial decisions about the potential development and production feasibility of 

a gas field depend. The techniques and/or tools typically considered for reserve 

estimation include: Volumetric, Material Balance (MB), Decline Curve Analysis 

(DCA) and Type Curve Analysis (TCA). These methods are made to estimate the 

reserves and to assess and forecast the recovery of the reserves, based on assumptions 

aligning with the specific conditions and characteristics appropriate for conventional 

reservoirs. All these methods seldom cover the characteristics and conditions that 

prevail in tight gas reservoirs (TGRs); for instance, formation permeability is 

extremely low, reservoirs are highly heterogeneous, and pressure response is far more 

complicated than in conventional gas reservoirs. While the conventional material 

balance equation is developed with assumptions for the application in a reservoir with 

a constant drainage area and boundary-dominated flow, the drainage area in TGRs 

changes over the productive lifespan, mostly during the transient flow period. 

Therefore, the estimation of reserves and determining the well and reservoir properties 

of TGRs is a challenging undertaking for reservoir engineers. With this in mind, this 

PhD focuses on the advancement of the abovementioned existing techniques which 

are discussed further in this chapter. This chapter also includes discussion on: a 

numerical technique developed to solve the material balance equation (MBE) using 

the concept of the multi-tank; a compartmented reservoir model for the estimation of 

gas initially in place (GIIP) and the ultimate recovery (UR) factor for TGRs; a new set 

of type curves formulated for different dimensionless fracture conductivities of TGRs 

to estimate gas reserve, reservoir permeability, drainage area, and fracture half-length 

of hydraulic fractured vertical wells; a new technique proposed for predicting the 

equivalent drainage area of a fractured well in TGR; and a numerical approach 

developed for the estimation of the reservoir and fracture parameters based upon well 

test data from hydraulic fractured vertical wells in TGRs considering an elliptical flow 

regime. All of the abovementioned developed techniques in this chapter are adopted 

to require limited and available data and to simplify their application. 

* Some of content given in this chapter are based on the material published in authors' papers: 
Paper 2: Al-Fatlawi et al., 2016
Paper 4: Al-Fatlawi et al., 2017b
Paper 5: M. M. Hossain et al., 2018
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3.1 Estimation of gas reserve using material balance equation for tight gas 

reservoirs 

The gas material balance equation (MBE) has been widely utilized as a practical and 

simple tool to estimate gas initially in place (GIIP) and the ultimate recovery (UR) 

factor of a gas reservoir. The classical form of the equation is developed by considering 

the reservoir as a simple tank model, in which the relationship between the 

pressure/gas compressibility factor (p/z) and cumulative gas production (Gp) generally 

appears to be linear. This linear plot is usually extrapolated to estimate GIIP at zero 

pressure, and a UR factor for a given abandonment pressure. While this assumption is 

reasonable to some extent for conventional reservoirs, it may incur significant error 

when applied for unconventional tight gas reservoirs. This study focuses on developing 

a simple numerical method to solve the MBE using the concept of a multi-tank, 

compartmented reservoir model which are reported to better represent the behaviour 

of TGRs. A simple and practical computational tool is developed by solving the 

numerical model using the False Position iterative method. The tool is applied to 

calculate GIIP and the UR factor for an Australian tight gas field after validation of 

the tool based on history matching. This section will discuss the details of the 

developed model, model validation and application of the model in a tight gas field, 

including feasibility studies and analysis of results. The results of the feasibility studies 

demonstrated that the developed tool can be used for a more accurate estimation of 

GIIP and the UR factor.  

3.1.1 Compartmented model 

The compartmental reservoir concept involves dividing a reservoir into a number of 

smaller compartments. Compartmentalising a TGR allows the engineer to simulate 

depletion of the reservoir while also maintaining the assumption of tank-like behaviour 

in each compartment and the substantial pressure gradient condition of a TGR. For the 

base case analysed in this research, the compartmented model consists of two blocks 

separated by a permeable boundary as presented in Figure 3.1. 



47 

Figure 3.1 Compartmented reservoir model schematic (Al-Fatlawi et al., 2016) 

The fluid and rock properties of two blocks are considered to be identical, with the 

only differences being the block size and the production rates from one or both of the 

blocks. The compartmented model can be used to predict the behaviour of either dry 

or wet gas using the specific gravity of the gas and the pseudo-critical temperature and 

pseudo-critical pressure. Production from either of the blocks will result in a pressure 

reduction from the initial equilibrium pressure. If a pressure differential is observed 

between the two blocks due to this production, fluid will flow between them via a very 

thin permeable zone. The time step size could also be reduced to improve the accuracy 

of the calculation. However, at some point the model and time step size should be 

limited to make the computation faster and more efficient in order to implement it as 

intended with a first pass to decide whether further time and monetary investment in 

reservoir simulation studies would be worthwhile. The flow through the permeable 

zone is assumed to be linear and is governed by Darcy’s law (Hagoort and Hoogstra, 

1999). 

3.1.2 Mathematical modelling of compartmental model 

The two reservoir compartments are defined by two pressure dependent material 

balance equations considered to be interdependent due to the linkage by the cumulative 

influx term (GpT1-2) and are expressed by Equations 3.1 and 3.2. 

𝐹𝑀𝐵,1 = 𝑝1 −
𝑧1𝑝1𝑖

𝑧1𝑖
(1 −

𝐺𝑝1 + 𝐺𝑝𝑇1−2

𝐺1
) 3.1

𝐹𝑀𝐵,2 = 𝑝2 −
𝑧2𝑝2𝑖

𝑧2𝑖
(1 −

𝐺𝑝2 + 𝐺𝑝𝑇1−2

𝐺2
) 3.2 
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Equations 3.1 and 3.2 can be rewritten for the calculation of p1 and p2 using False 

Position iterative method as: 

𝑃1
𝑛+1 =

𝑃1𝑢
𝑛 𝐹(𝑃1𝑙

𝑛) − 𝑃1𝑙  𝐹(𝑃1𝑢
𝑛)

𝐹(𝑃1𝑙
𝑛) − 𝐹(𝑃1𝑢

𝑛)
 

3.3 

 

𝑃2
𝑛+1 =

𝑃2𝑢
𝑛 𝐹(𝑃2𝑙

𝑛) − 𝑃2𝑙
𝑛 𝐹(𝑃2𝑢

𝑛)

𝐹(𝑃2𝑙
𝑛) − 𝐹(𝑃2𝑢

𝑛)
 

3.4 

 

It should be noted that the convention adopted is the cumulative influx term GpT1-2 

which is considered to be positive when gas flows from compartment No.2 into 

compartment No.1. The cumulative influx term is calculated by integrating the 

instantaneous influx rate with respect to time, and is given by: 

𝐺𝑝12 = ∫ 𝑞12𝑑𝑡
𝑡

0

 3.5 

 

The instantaneous influx term, q12 in Equation 3.5, has been calculated by 

implementing the Darcy equation, using real pressures and the harmonic mean of the 

viscosity and formation volume factor for the two compartments, as given in 

Equation 3.6. This allows for the pressure dependency of the gas properties in 

compartment one and two to be accounted for in the instantaneous influx term. 

𝑞12 =
𝑘𝐴/𝑤

𝜇𝑔𝐵𝑔

(𝑝2 − 𝑝1) 3.6 

 

The kA/w term in Equation 3.6 describes the transmissibility term for the thin 

permeable zone separating the two compartments, and can be incorporated as follows: 

𝑞12 =
𝜏

𝜇𝑔𝐵𝑔

(𝑝2 − 𝑝1) 3.7 

The harmonic average is applied to calculate the average of gas viscosity and the gas 

formation volume factor. The gas viscosity (µg) is calculated using Lee et al.’s semi-

empirical equation (Equation 3.8) (A. L. Lee et al., 1966) with ρg in lb/ft3 and T in ˚R: 
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𝜇𝑔 = 10−4𝐾𝐿𝑒𝑒𝑒𝑥𝑝 [𝑋𝐿𝑒𝑒 (
𝜌𝑔

62.4
)
𝑌𝐿𝑒𝑒

] 
3.8 

 

Where, 

𝐾𝐿𝑒𝑒 =
(9.4 + 0.02𝑀𝑎)𝑇1.5

209 + 19𝑀𝑎 + 𝑇
 

3.9 

 

𝑋𝐿𝑒𝑒 = 3.5 +
986

𝑇
+ 0.01𝑀𝑎 

3.10 

 

𝑌𝐿𝑒𝑒 = 2.4 − 0.2𝑋𝐿𝑒𝑒 3.11 

 

The real gas density in Equation 3.8 is calculated by, 

𝜌𝑔 =
𝑝𝑀𝑎

𝑧𝑅𝑇
 

3.12 

 

Where the Z-factor is calculated using an appropriate correlation depending on 

reservoir pressure, temperature and gas composition following the approaches 

discussed in the author’s paper (Al-Fatlawi et al., 2017a) included in Appendix A. 

 

The formation volume factor (Bg) is calculated directly using Equation 3.13, 

𝐵𝑔 = (
𝑝𝑠𝑐

𝑇𝑠𝑐
) (

𝑧𝑇

𝑝
) 3.13 

 

Note that the terms ‘compartment’ and ‘block’ are interchangeably used. The ‘block’ 

in the subsequent section should be understood as a compartment. 

 

3.1.3 Solution approach  

The developed procedure is based on an iterative numerical technique. The solution 

process begins by constructing two initial p/z verses Gp plots that are based upon the 

calculation of GIIP of the two bocks using the volumetric method. After that, the 
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production starts directly from Block 1 by a producing well, and indirectly from Block 

2 which communicates with Block 1 by a permeable barrier, so the communication 

factor defining the gas is transmissibility between the blocks, calculated using the 

average of the length, permeability, and cross-sectional area of the two blocks. The 

following iterative steps can be used to solve the MBEs for compartmented tight gas 

reservoirs.  

Step 1: The calculation of cumulative gas production: 

Cumulative gas production can be calculated by dividing the production history into 

small time intervals. 

Step 2: The calculation of the gas flow rate between the two blocks:  

The gas flow rate between the two blocks is calculated using Equation 3.7. The 

pressure of each block requires iterative calculation. In this study the False Position 

iterative technique is considered due to its simplicity and robustness. If the two initial 

values of the pressure of each block are respectively, upper pressure, Pu
n and lower 

pressure Pl
n, the corresponding new pressure values for Block 1 and Block 2 can be 

calculated using Equations 3.1 to 3.4.  

Step 3: The calculation of pressure in each block: 

If the old pressure is Pn, and new is Pn+1 in each block then 

|Pn+1 – Pn|≥ AAPE, where the allowable absolute percentage of error (AAPE) is 1 psi, 

The old Pu
n and Pl

n should be replaced until achieving the convergence (i.e., |Pn+1 – 

Pn| ≤ AAPE) according to the following rules: 

If Pu
n ×   Pn+1    < 0, Then Pl

n+1= Pn+1 

If Pl
n ×   Pn+1    < 0, Then Pu

n+1= Pn+1 

Steps 1 through 3 can be repeated for new time intervals until the end of the production 

history and then the predicted simulation can be run, based on good history matching. 

The prediction is achieved to estimate the GIIP and UR factor. 

The real gas pressure, volume and temperature (PVT) data such as the Z-factor, µg and 

Bg can be computed with an equation of state or reliable correlations following the 

approaches discussed in the author’s paper (Al-Fatlawi et al., 2017a) included in 

Appendix A. 
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3.1.4 Feasibility of the conventional material balance equation for tight gas 

reservoirs 

As mentioned earlier, the accuracy of the estimation of GIIP for TGRs using 

conventional MBE could be unreliable because of the low permeability of TGRs, 

which violates the assumptions of a constant drainage area, and because of the 

relatively small pressure variation along the reservoir. To justify the extent to which 

these assumptions are violated, a vertical well reservoir simulation model is considered 

to perform sensitivity of the reservoir’s permeability. The model considers a vertical 

well at the centre of a homogeneous reservoir. The reservoir model (with specifications 

listed in Table 3.1) was run for eight different permeability values ranging from 0.01 

to 100 mD and the 2D pressure distribution in the reservoir for different levels of 

permeability are shown in the Figure 3.2 (a) to (h) to estimate GIIP in each case using 

the standard numerical reservoir simulator, Rubis. The other data used in the 

simulation are presented in Table 3.1. 

Table 3.1 Data of the reservoir simulation model 

Area of reservoir, ft2 25×106 (5000 x 5000) 

Thickness, ft 100 

Porosity, % 10 

Reservoir Pressure, psi 5000 

Reservoir Temperature, oF 200 

Gas specific gravity 0.7 

 

The 2D pressure distribution presented in Figure 3.2(a) to Figure 3.2(h) display how 

the pressure distribution from the well to the boundary is affected by permeability. The 

pressure pulse quickly reaches the boundary in a high permeability reservoir, as shown 

in Figure 3.2(a) to Figure 3.2(e), and consequently, the variation in pressure appears 

to be insignificant, resulting in a larger drainage area in the case of highly permeable 

conventional reservoirs (in this case k = 10 – 100 mD). However, a significant pressure 

difference along the distance between the well and the boundary can be observed in 

the case of very low permeable reservoirs, as shown in Figure 3.2(f) to Figure 3.2(h), 

and consequently the drainage area is observed to be much smaller for low permeable 

reservoirs (in this case, k =0.0 - 1 mD). This simple sensitivity analysis confirms that 
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the conventional MBE is not an appropriate fit and is unfeasible for TGRs in estimating 

GIIP and the UR factor. 

Figure 3.3 shows that the absolute error percentage calculated using Equation 3.14 is 

significantly higher when the reservoir permeability is very low (i.e. in case of TGR). 

The error level is low when the permeability is higher, and the absolute error 

percentage is almost constant when the permeability is more than 10 mD. This simple 

error analysis warrants that the conventional MBE could incur significant error when 

the reservoir permeability is low. In other words, conventional MBE should not be 

used for predicting GIIP and the UR factor for TGRs.  

𝐴𝑏𝑠𝑜𝑙𝑢𝑎𝑡𝑒 𝑒𝑟𝑟𝑜𝑟 =  |
𝐺𝐼𝐼𝑃𝑅𝑆 − 𝐺𝐼𝐼𝑃’𝑀𝐵𝐸

𝐺𝐼𝐼𝑃𝑅𝑆
| × 100% 3.14 

where, 

GIIPRS  Gas initially in place calculated using reservoir simulation. 

GIIPMBE Gas initially in place calculated using conventional MBE. 

 

A spreadsheet-based computation tool has been developed, employing the 

mathematical model and the methodology described in earlier sections. The tool was 

used to solve the system of MBEs of compartmental reservoirs. The tank model 

considered in reservoir simulation studies, described in Table 3.1, is simulated to 

predict the cumulative gas production at the same tight gas reservoir conditions. The 

simulation results are then compared with the results from the developed spreadsheet-

based computational tool in order to justify the accuracy of the developed tool. In the 

simulation model, the TGR is divided into two identical blocks with a well located in 

the centre of Block 1.  

The computation tool is designed, not only to analyse the performance of the 

compartmented model, but also to collect all the user inputs. The initial conditions for 

the procedure are then assigned by passing input values to functions where possible. 

Cumulative influx, instantaneous influx, Z-factor, real gas density, gas viscosity, 

formation volume factor and hydrocarbon pore volume are calculated using 

corresponding functions with values passed into it. This removes the possibility of 

inadvertently altering key variables which are repeatedly used in different 

formulations. The time step is set up by running a Do While loop set to run a maximum 

number of times. The False Position iteration scheme is also set up using a Do While 

loop inside the time step loop which calculates the pressures using Equations 3.3 and 
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3.4 for cumulative influx over a time step. The loop iterates until the calculated 

pressure converges to within a tolerance input by the user. The loop exits when the 

convergence criteria are met, or if pressure in one of the compartments is calculated to 

fall below zero. This then exits to the time step loop in order to calculate an updated 

cumulative influx and cumulative production to increment the time step and to output 

the calculated values to the spreadsheet for plotting. The program outputs the 

calculated data into a table which is used to populate two different graphs - the p/z 

versus the cumulative production graph and the instantaneous influx and cumulative 

influx versus cumulative production. The program also provides the number of 

iterations required to obtain solution for the user for assessment. 
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Figure 3.2 2D pressure distribution for different levels of permeability (Al-Fatlawi et 

al., 2016) 

 

  
Figure 2(a): 2D pressure distribution for 

reservoir of 100 md permeability 
Figure 2(b): 2D pressure distribution for 

reservoir of 75 md permeability 

  
Figure 2(c): 2D pressure distribution for 

reservoir of 50 md permeability 
Figure 2(d): 2D pressure distribution for 

reservoir of 25 md permeability 

  
Figure 2(e): 2D pressure distribution for 

reservoir of 10 md permeability 
Figure 2(f): 2D pressure distribution for 

reservoir of 1 md permeability 

  
Figure 2(g): 2D pressure distribution for 

reservoir of 0.1 md permeability 
Figure 2(h): 2D pressure distribution for 

reservoir of 0.01 md permeability 
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Figure 3.3 The relationship between AAPE (i.e. the accuracy of MBE) as a function 

of permeability of the reservoir (Al-Fatlawi et al., 2016) 

 

3.1.5 Feasibility and Sensitivity of the compartmented model through 

comparative study with reservoir simulation 

Accurate field estimation of transmissibility between the blocks is difficult, but may 

be fitted using MBE (Q.-H. Huang et al., 2015). The transmissibility is a function of 

the permeability of the reservoir, and consequently the transmissibility of TGRs is less 

than that of conventional gas reservoirs. The developed tool is used for multiple 

simulation cases to justify the ability and accuracy of applying the MBE in 

compartmental TGRs. 

For a comparative study, the developed program and reservoir simulation runs multiple 

cases for range of transmissibility between 0-200 mD-ft. The transmissibility between 

the two blocks is assumed to be zero mD-ft (i.e. 𝛕 =0) in the case of the first simulation 

which is run to history match the pressure data of the production well located in 

Block 1. The zero transmissibility reflects the extremely tight reservoir in which there 

is no fluid flow communication between Block 1 and Block 2. In this case, the well 

produces from Block 1 only, and there is no contribution from Block 2. History data 

used for the validation is taken from a representative TGR. Good agreement between 

the reservoir simulation results and the history data is observed, as shown in Figure 
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3.4. The absolute error percentage (APE) between the GIIP (calculated using the 

proposed method) and the GIIP of Block 1 (calculated using reservoir simulation) is 

found to be insignificant (0.24 %), and warrants the validity the proposed method. 

After history matching, the simulations using the proposed computation tool and the 

Rubis standard reservoir simulator are repeated for various transmissibility results, 

which are presented in Figure 3.5. 

It can be observed from Figure 3.5 that when the transmissibility is 1 mD-ft, the 

predicted GIIP of the block containing the production well appears to be higher 

compared to that of 𝛕 = 0 mD-ft. This is because Block 2 contributes additional gas to 

the production well in Block 1 when 𝛕 >0 mD-ft, which is observed in this case to be 

5% of the total production of 𝛕 = 1 mD-ft. A similar increase trend can be observed in 

the cumulative Gp when transmissibility increases. In other words, increasing the 

transmissibility between the blocks increases the cumulative gas production due to an 

increase in fluid communication between the blocks. The absolute error percentage of 

the UR factor (i.e. Gp/G at zero abandonment pressure) calculated from the developed 

model and the reservoir simulation model for transmissibility factors of 0, 1, 10 and 

200 are respectively, 12.70, 7.54, 7.40 and 1.34 percent. It is noteworthy that the error 

level increases with decreasing transmissibility, which may be due to the effect of low 

permeability. 

Figure 3.6 shows the effect of the instantaneous flow rate (influx) from the non-

producing block to the producing block as a function of cumulative gas production for 

different transmissibility factors. It can be observed that the higher the transmissibility 

the higher the influx between the blocks. For high transmissibility, especially when 

𝛕 = 100 ~ 200 mD-ft (in this case), the influx between the blocks increases rapidly to 

reach the maximum rate, indicating the reservoir pressure wave has reached the 

boundary resulting in a pseudo-steady state condition; and the reservoir behaves like a 

conventional reservoir. This is due to the fact that the higher transmissibility is a 

representation of conventional high permeability reservoirs for which the conventional 

MBE is applicable. However, the variation in the influx of cumulative gas production 

for low transmissibility factors (1 ~10 mD-ft), is nonlinear in nature and is deemed 

typical of low permeability TGRs. Evidently the TGR with low transmissibility 

demonstrates a slow growth of influx or instantaneous flow rate between the blocks, 

and consequently the MBE results in an inaccurate estimate of GIIP and/or UR factor, 
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when it is employed in the early stage of the production life of the reservoir. Therefore, 

the extension of p/z using the proposed compartmented reservoir approach provides 

more accurate estimation of GIIP for each producing block in a TGR. 

It is also worth mentioning that the False Position iteration scheme is found to be very 

fast, taking less than 15 seconds to run each simulation. The developed computation 

tool is found to be a robust, simple and efficient technique, readily useable by 

inexperienced frontline engineers in a routine industry environment. 

 

Figure 3.4 History matching of the pressure decline versus producing time of a 

reservoir simulation model by the developed model (Al-Fatlawi et al., 2016) 
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Figure 3.5 The sensitivity of transmissibility effect on the p/z vs. Gp relations of a 

compartmental reservoir (Al-Fatlawi et al., 2016) 

 

Figure 3.6 The sensitivity of the transmissibility effect on instantaneous flow rate 

between the blocks of a compartmented reservoir (Al-Fatlawi et al., 2016) 

 

The application of the material balance equation based on the tank model is found to 

be an inaccurate tool to estimate GIIP and UR factors for TGRs due to its underlying 

assumptions which are mainly applicable for conventional gas reservoirs. An alternate 

form of MBEs is developed, derived from the compartmental reservoir concepts. A 

spreadsheet-based simple computational tool is developed employing the developed 

model in which the implicit nature of the system of MBEs is solved using False 

Position iterative approach. The standard reservoir simulation, history matching and 

feasibility study results demonstrated that the developed tool provide estimation of 

GIIP and UR factors of TGRs with higher levels of accuracy. The tool is found to be 

robust and simple; and appropriate for use as a first pass to determine whether further 

expensive and time-consuming reservoir simulation tasks are feasible and/or 

worthwhile. 

3.2 Analysis of Production Data for Fractured Wells in Tight Gas Reservoirs 

The pressure transient in a tight gas reservoir usually propagates very slowly from the 

wells to the reservoir boundary due to the low permeability of its formation. 

Consequently, the transition flow period may take from a few years to more than a 



59 

 

decade to reach the BDF regime. The conventional decline curve analysis (DCA) is 

established for boundary dominated flow. The use of DCA for these transient flow 

periods can lead to developing misleading and erroneous results in estimation of actual 

reserves. The type curve matching approach is found to be a more useful tool, not only 

to estimate reserves in tight gas reservoirs, but also to estimate parameters associated 

with reservoir and well completion parameters, for instance reservoir permeability and 

fracture half-length in the case of fractured wells. Various forms of type curves found 

in the literature are used to estimate gas reserves, ultimate recovery factors and other 

parameters such as fracture half-length and reservoir permeability. Although the 

Fetkovich’s type curves is one of the most popular and widely used type curves for 

estimating parameters for conventional reservoirs, its use appears to be challenging for 

TGRs. This work adopts a statistical correlation, which is developed for the ‘pseudo-

steady constant’ as a function of dimensionless drainage radius. This section provides 

comprehensive discussion on a new set of type curves for different dimensionless 

fracture conductivities. The proposed set of type curves is developed based on the 

Fetkovich type curve and the adopted statistical correlation for the ‘pseudo-steady 

constant’. The developed type curves are then used to analyse the production data of 

real TGRs. The proposed type curves appear to be a handy and straightforward 

method, not requiring a full reservoir or well dataset, and can be used to perform 

production data analysis using even a simple spreadsheet-based program to calculate 

the reservoir permeability, fracture half-length, gas in place and drainage area.  

The correlation and the developed type curves are validated based on the analysis of a 

real TGR model using reservoir simulation. The results show high agreement with the 

results obtained from commercial reservoir simulation and the measured data, which 

warrants that the proposed approach can be used as a practical tool and replace the 

need for an expensive commercial simulator. This section provides discussion on the 

development of the proposed type curves including validation of the model, and case 

studies. 

3.2.1 Methodology for proposed type curves 

The mentioned Fetkovich type curves and the statistical correlation proposed by 

Pratikno et al. (2003) are given in Equation 3.15. Table 3.2 presents the value of all 

constant coefficients considered in Equation 3.15. 
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𝑏𝐷𝑝𝑠𝑠= ln(𝑟𝑒𝐷) -0.049298+0.43464 𝑟𝑒𝐷
−2+

a1+a2u+a3u2+a4u3+a5u4

1+b1u+b2u2+b3u3+b4u4
 

  

3.15 

where, 

𝑟𝑒𝐷 =
𝑟𝑒

𝑥𝑓
⁄  

𝑢 =  ln(𝐹𝐶𝐷) 

 

Table 3.2 Values of all constant coefficients used in Equation 3.15 

Coefficients Value 

a1 0.936268 

a2 -1.00489 

a3 0.319733 

a4 -0.0423532 

a5 0.00221799 

b1 -0.385539 

b2 -0.0698865 

b3 -0.0484653 

b4 -0.00813558 

 

The dimensionless pseudo-steady-state parameter (bDpss) is a constant for a well model 

or configuration and is independent of time or pressure, but is dependent on the 

dimensionless fracture conductivity, FcD, and dimensionless radius, reD.  

Equation 3.15 is a statistical correlation based on dependent variables, FcD and reD 

which can be determined using Equations 3.16 and 3.17, respectively. 

 

𝐹𝐶𝐷 = 
𝑘𝑓 𝑤𝑓

𝑘 𝑥𝑓
 3.16 

 

𝑟𝑒𝐷 = 
𝑟𝑒
𝑥𝑓

 3.17 
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The parameter bDpss is modified in this study by redefining the dimensionless radius, 

reD, in which the radius of investigation, ri, is considered in place of the reservoir 

radius, re. To build the correlation, a reservoir simulation model has been constructed. 

The simulation model is considered a circular reservoir with a hydraulic fractured 

vertical well, placed at the centre of the reservoir. Thirty-five simulation cases have 

been designed to generate the required data to build the correlation. Table 3.3 presents 

the data list considered for the reservoir model and well constraints. 

Table 3.3 The properties of the reservoir model 

Property Value 

Reservoir radius, ft 2978 

Pay zone thickness, ft 100 

Porosity, % 10 

Initial reservoir pressure, psi 6500 

Reservoir fluid Gas 

Minimum bottom hole flowing pressure, psi 1000 

Net to gross ratio 1 

Permeability, mD 0.01-1 

Fracture half-length, ft 25-1500 

 

The 35 simulation scenarios are achieved to cover the following range of 

dimensionless reservoir radius and dimensionless fracture conductivity as shown 

below: 

reD: 2, 3, 5, 10, 25, 50, 100. 

FcD: 1, 5, 10, 50, 100. 

Based on the results of the above reservoir simulation scenarios, pD and tDA are 

calculated. 

 

Using the pressure and time obtained from simulation scenarios, the pseudo-steady 

constant, bDpss is calculated using Equation 3.18. 

𝑏𝐷𝑝𝑠𝑠 = 𝑝𝐷 − 2𝜋𝑡𝐷𝐴 3.18 
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Figure 3.7 to Figure 3.11 show the calculated pD versus tDA employed to determine 

bDpss using Equation 3.18. Table 3.4 presents the calculated bDpss for all 35 reservoir 

scenarios. 

 

Figure 3.7 PD and bDpss versus tDA for a vertical well with a dimensionless fracture 

conductivity of 1   
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Figure 3.8 PD and bDpss versus tDA for a vertical well with a dimensionless fracture 

conductivity of 5 
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Figure 3.9 PD and bDpss versus tDA for a vertical well with a dimensionless fracture 

conductivity of 10 
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Figure 3.10 PD and bDpss versus tDA for a vertical well with a dimensionless fracture 

conductivity of 50 
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Figure 3.11 PD and bDpss versus tDA for a vertical well with a dimensionless fracture 

conductivity of 100 

Table 3.4 The dimensionless pseudo-steady-state parameter calculated at different reD 

and FCD values for a vertical fractured well with a finite conductivity in a bounded 

reservoir 

  reD 

 
 

2 3 5 10 25 50 100 

FCD 

1 2.6 2.93 3.35 3.89 4.52 5 5.1 

5 2 2.29 2.71 3.28 3.93 4.49 4.77 

10 1.89 2.17 2.586 3.147 3.795 4.34 4.64 

50 1.79 2.07 2.48 3.03 3.66 4 4.47 

100 1.78 2.05 2.46 3.015 3.642 3.976 4.458 
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The pseudo-steady constant is a function of dimensionless fracture conductivity, FCD, 

and dimensionless reservoir radius, reD, which is the function of the radius of the 

investigation, ri, and the fracture half-length, xf, redefined and expressed by 

Equation 3.19. 

𝑟𝑒𝐷 =
𝑟𝑖
𝑥𝑓

 3.19 

 

The calculated values of bDpss corresponding with FCD and reD are provided as input 

variables for the statistical model based on the regression analysis to develop a new 

correlation of bDpss as a function of reD and FCD, expressed by Equation 3.20. Table 3.5 

presents the values of the constant coefficients of the suggested correlation of bDpss. 

𝑏𝐷𝑝𝑠𝑠 =  𝑎1 𝑟𝑒𝐷
𝑎2 + 𝑎3  ln(𝑟𝑒𝐷) + 𝑎4 + 

𝑎5 + 𝑎6  ln(𝐹𝐶𝐷) + 𝑎7 [ln(𝐹𝐶𝐷)]2  + 𝑎8 [ln(𝐹𝐶𝐷)]3

1 + +𝑎9  ln(𝐹𝐶𝐷) + 𝑎10 [ln(𝐹𝐶𝐷)]2  + 𝑎11 [ln(𝐹𝐶𝐷)]3
 

3.20 

 

Table 3.5 The value of constant coefficients of the suggested correlation of bDpss 

(Equation 3.20) 

Constant  value 

a1 0.055625 

a2 1.56E-11 

a3 0.740375 

a4 0.46239 

a5 1.598604 

a6 1.041522 

a7 0.969009 

a8 0.901807 

a9 0.094247 

a10 1.133946 

a11 1.327048 

 

A set of equations is suggested as an input to the statistical model, and the confidence 

level is observed. The equation which confirms a minimum level of difference between 

the bDpss, calculated by equation and the bDpss, calculated by the suggested correlation, 
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is considered a better correlation. The generated correlation is in good agreement with 

the reservoir simulation results, where the new correlation has an absolute average 

error (APE) of 1.67%, an average relative error (ARE) of 0.006, the sum of the relative 

error squares (SRE) equalling 0.024 and the sum of the squares of errors (SSE) 

equalling 0.418. Equations 3.21 to 3.24 are employed to calculate the above error 

criteria to prove the accuracy of the suggested correlation statistically. 

𝐴𝑃𝐸 =  ∑[|
𝑏𝐷𝑝𝑠𝑠𝑒𝑞𝑢𝑎𝑡𝑖𝑜𝑛

− 𝑏𝐷𝑝𝑠𝑠𝑐𝑜𝑟𝑟𝑒𝑙𝑎𝑡𝑖𝑜𝑛

𝑏𝐷𝑝𝑠𝑠𝑒𝑞𝑢𝑎𝑡𝑖𝑜𝑛

| × 100] 
3.21 

 

𝐴𝑅𝐸 =  ∑[(
𝑏𝐷𝑝𝑠𝑠𝑒𝑞𝑢𝑎𝑡𝑖𝑜𝑛

− 𝑏𝐷𝑝𝑠𝑠𝑐𝑜𝑟𝑟𝑒𝑙𝑎𝑡𝑖𝑜𝑛

𝑏𝐷𝑝𝑠𝑠𝑒𝑞𝑢𝑎𝑡𝑖𝑜𝑛

)

𝑖

] /𝑁

𝑁

𝑖=1

 
3.22 

 

𝑆𝑅𝐸 = ∑[(
𝑏𝐷𝑝𝑠𝑠𝑒𝑞𝑢𝑎𝑡𝑖𝑜𝑛

− 𝑏𝐷𝑝𝑠𝑠𝑐𝑜𝑟𝑟𝑒𝑙𝑎𝑡𝑖𝑜𝑛

𝑏𝐷𝑝𝑠𝑠𝑒𝑞𝑢𝑎𝑡𝑖𝑜𝑛

)

𝑖

2

] /𝑁

𝑁

𝑖=1

 
3.23 

 

𝑆𝑆𝐸 =  ∑(𝑏𝐷𝑝𝑠𝑠𝑒𝑞𝑢𝑎𝑡𝑖𝑜𝑛
− 𝑏𝐷𝑝𝑠𝑠𝑐𝑜𝑟𝑟𝑒𝑙𝑎𝑡𝑖𝑜𝑛

)
2

𝑁

𝑖=1

   
3.24 

 

The generated correlation is observed to be a good approximation for bDpss for of reD 

values ranging from 2 to 100 and FCD ranging from 1 to 100. 

3.2.2 Generation of type curve using proposed correlation 

The final step in this chapter is to generate a simple set of type curves based on the 

Fetkovich format for different dimensionless fracture conductivities, by varying the 

dimensionless reservoir radius and dimensionless fracture conductivity.  

The following ranges of the cases are covered by the suggested set of type curves in 

this chapter: 

reD: 2, 3, 5, 10, 25, 50, 100. 

FcD: 1, 5, 10, 50, 100. 
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The above cases are simulated with the generated reservoir models employing the 

proposed correlation. The main idea here is to record the bottom-hole pressures and 

flow rates versus time which would be used as an input to the traditional equations to 

generate type curves. The recorded bottom-hole flowing pressures and flow rates are 

given as an input to Equations 3.19, 3.20, 3.25, 3.26, 3.27 and 3.28 to generate the set 

of type curves.  

𝑞𝐷 =
1424 𝑞 𝑇

𝑘ℎ(∆𝑚(𝑝))
 

3.25 

 

𝑡𝐷𝐴 = 0.00633
𝑘𝑡

∅(𝜇𝑐𝑡)𝑖𝐴
 

3.26 

 

𝑡𝐷𝑑 =
2𝜋𝑡𝐷𝐴

𝑏𝐷𝑝𝑠𝑠
 3.27 

 

𝑞𝐷𝑑 = 𝑞𝐷𝑏𝐷𝑝𝑠𝑠 3.28 

Where: 

𝑞𝐷: Dimensionless flow rate. 

𝑡𝐷𝐴: Dimensionless time. 

𝑞𝐷𝑑: Dimensionless decline rate function. 

𝑡𝐷𝑑:  Dimensionless decline time function. 

 

The resultant data obtained from the above calculations are plotted as a conventional 

form of qDd and tDd to obtain the format of Fetkovich’s type curves for different 

dimensionless fracture conductivities, FcD and dimensionless reservoir radius, reD, 

tuned according to the developed correlation of bDpss, as shown in Figure 3.12 to Figure 

3.16. 
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Figure 3.12 Decline type curve - dimensionless decline rate function versus 

dimensionless decline time function for a fractured vertical well with FCD=1, for 

different reD (2, 5, 10, 25, 50, 100)  

 

Figure 3.13 Decline type curve - dimensionless decline rate function versus 

dimensionless decline time function for a fractured vertical well with FCD =5, for 

different reD (2, 5, 10, 25, 50, 100) 

reD 

reD 
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Figure 3.14 Decline type curve - dimensionless decline rate function versus 

dimensionless decline time function for a fractured vertical well with FCD =10, for 

different reD (2, 5, 10, 25, 50, 100) 

 

 

Figure 3.15 Decline type curve - dimensionless decline rate function versus 

dimensionless decline time function for a fractured vertical well with FCD =50, for 

different reD (2, 5, 10, 25, 50, 100) 

reD 

reD 
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Figure 3.16 Decline type curve - dimensionless decline rate function versus 

dimensionless decline time function for a fractured vertical well with FCD =100, for 

different reD (2, 5, 10, 25, 50, 100) 

 

3.2.3 Validation of the correlation 

The obtained correlation for the pseudo-steady state, bDpss, and the developed set of 

type curves are validated using production data of two field examples from Australian 

tight gas fields. This production data pertains to wells in real TGRs. The basic data of 

the two field examples used to calculate parameters such as gas in place (G), drainage 

area, equivalent drainage radius, permeability to gas and fracture half-length are 

provided in Table 3.6. Moreover, Table 3.6 includes the gas in place calculated by 

reservoir simulation and the fracture half-length estimated from fracturing job reports. 

The equations used to calculate these parameters are given by Equations 3.29 to 3.31. 

Table 3.6 The basic and the measured data of two field cases used to verify the 

suggested correlation for bDpss   

Property Case.1 Case.2 

Pay zone thickness, ft 112 250 

Porosity (avg.), fraction 0.15 0.11 

Initial reservoir pressure, psia 6500 7100 

reD 
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Reservoir fluid Gas Gas 

Permeability (avg.), mD 0.05 0.041 

Initial flow rate, Mscf/D 2600 14350 

Water saturation, fraction 0.22 0.2 

Production period, month 22 24 

Gas in place, Bscf 32 120 

Drainage area, acres  158 345 

Fracture half-length, ft 60 1090 

 

𝐺 =
1

𝑐𝑔𝑖

(𝑡𝑐𝑎)𝑀𝑃

(𝑡𝐷𝑑)𝑀𝑃

(𝑞/∆𝑃𝑝)𝑀𝑃

(𝑞𝐷𝑑)𝑀𝑃
 3.29 

 

𝐴 =
𝐺𝐵𝑔𝑖

∅ℎ(1 − 𝑆𝑤𝑖𝑟)
 

3.30 

 

𝑘𝑔 = 141.2
𝐵𝑔𝑖𝜇𝑔𝑖

ℎ
𝑏𝐷𝑝𝑠𝑠(

(𝑞𝑔/∆𝑃𝑝)𝑀𝑃

(𝑞𝐷𝑑)𝑀𝑃
) 

3.31 

 

To perform type curve matching, pseudo-pressure drop normalized rate function 

(
𝑞

∆𝑃𝑝
) is plotted against material balance pseudo-time function (tca). The equations to 

calculate the pseudo-pressure drop normalized rate function, normalized pseudo-

pressure function and material balance pseudo-time function (tca) are given by 

Equations 3.32 to 3.34, respectively: 

𝑞

∆𝑃𝑝
=

𝑞

[𝑃𝑝𝑖
− 𝑃𝑝𝑤𝑓

]
 3.32 

 

𝑃𝑝 = 
𝜇𝑖  𝑧𝑖

𝑝𝑖
 ∫   

𝑝

𝜇 𝑧
 𝑑𝑝

𝑝

𝑝𝑏𝑎𝑠𝑒

 
3.33 
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𝑡𝑐𝑎 = 
𝜇𝑖  𝑐𝑔𝑖

𝑞 (𝑡)
 ∫

𝑞(𝑡𝑐𝑎)

𝜇(�̅�) 𝑐𝑔(�̅�)
 𝑑𝑡

𝑡

0

 
3.34 

The pseudo-pressure drop normalized rate function (
𝑞

∆𝑃𝑝
)  is calculated for those two 

tight gas field cases including hydraulic fractured wells. (
𝑞

∆𝑃𝑝
), calculated using 

Equations 3.32 and 3.33, is plotted on a logarithmic scale against the material balance 

pseudo-time function (tca), shown in Figure 3.17 and Figure 3.18. 

 

Figure 3.17 Log-Log plot of pseudo-pressure drop normalized rate function (
𝒒

∆𝑷𝒑
) 

versus material balance pseudo-time function, tca for Case 1 
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Figure 3.18 Log-Log plot of pseudo-pressure drop normalized rate function (
𝒒

∆𝑷𝒑
) 

versus material balance pseudo-time function, tca for Case 2 

 

The plot of the calculated pseudo-pressure drop normalized rate function with respect 

to material balance pseudo-time function for Case 1 and Case 2 are overlapped with 

the developed set of type curve analysis for hydraulically fractured vertical wells to 

obtain a certain match point for each case. The extracted data at the match point for 

Case 1 and Case 2 are listed in Table 3.7. The selection of a suitable type curve chart 

for each case is based on the value of FCD. For each field case, the type curve matching 

has been tuned between (
𝑞

∆𝑃𝑝
) vs tca and dimensionless decline rate (qDd) and 

dimensionless decline time (tDd). 

Table 3.7 The data extracted at the match point for each of Case.1 and Case.2 

Match point coordinate Case.1 Case.2 

FCD 100 10 

qDd 1 1 

tDd 1 1 

reD 25 2 

q/∆𝑃(𝑝), Mscf/D/psi 0.11 0.4 

tca, day 18000 20000 
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Based on the type curve matching, Table 3.8 displays the gas in place, drainage area, 

reservoir permeability and fracture half-length, all calculated using Equations 3.19, 

3.20, 3.29, 3.30, and 3.31.  

 

Table 3.8 The results type curve matching for Case 1 and Case 2  

Case No. G, Bscf A, acres k, mD xf, ft 

1 30.5 160.4 0.0504 59.66 

2 123.3 360.2 0.0397 1117 

 

Table 3.9 shows the absolute error percentage (AEP) of the calculated values in Table 

3.8 compared to the field data. 

 

Table 3.9 Absolute error percentage (AEP) of the results of type curve matching for 

Case 1 and Case 2  

Case No. 
AEP, % 

G, Bscf A, acres k, mD xf, ft 

1 4.69 1.52 0.8 0.57 

2 2.75 4.41 3.17 2.48 

 

The absolute error percentages shown in Table 3.9 explain the good matching between 

the calculated results from the developed set of type curves and the field data, because 

all absolute error percentages are less than 5%. The absolute error percentages detail 

how the new correlation of bDpss and the developed set of type curves have a high level 

of confidence in applicability to field conditions to estimate reservoir permeability, 

fracture half-length, gas in place and drainage area because of the slight difference 

between the calculated and measured well and reservoir parameters. Furthermore, a 

detailed approach is provided for the analysis of the production data from a TGR over 

22 to 24 months, which is not considered a long production period compared to the 

entire production life of a reservoir that can reach up to 30 years (Al-Fatlawi et al., 

2017b; H. Bahrami et al., 2012a; Maley, 1985). Therefore, this method could 

contribute to analysing production data and developing future field development plans. 
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A new correlation to calculate the pseudo-steady constant is derived and successfully 

validated. The study is further extended by the generations of type curves based on the 

proposed correlation which can be used as a simple and convenient tool to analyse 

production performance of fractured wells in a TGR. The method is straightforward 

and simple enough to be very useful in routine industry tasks, especially for frontline 

engineers. 

A new technique based on the proposed correlation of the pseudo-steady constant and 

the developed set of type curves is formulated and proposed to analyse the production 

data of fractured vertical wells in TGRs. This technique is applied to a real tight gas 

field with six months of production. It is observed that the proposed technique provides 

outcomes similar to reservoir data with a high level of accuracy.  

Example cases are presented to demonstrate the application process/methodology 

involved to employ the technique in a representative field case. 

3.3 Equivalent drainage area of well in tight gas reservoirs 

The accurate estimation of the well drainage area is a crucial requirement because 

drainage area values lead to developing the infill drilling plan, considered a substantial 

key to economically evaluating the reservoir. Specifically, estimation of the drainage 

area of a TGR well is considered an essential parameter to determine the productive 

ability of the well and the infill drilling planning. Moreover, the estimation of gas in-

place volume associated with each well is an important key to any reservoir-

management development (Ismadi et al., 2012), in spite of the challenges in calculating 

the drainage area of wells in TGRs because of the low formation permeability (Satter 

and Iqbal, 2015). There are only a few papers regarding the estimation of well drainage 

area in TGRs (Stuart Alan Cox et al., 2005). 

In this section of the thesis, a practical method for predicting the equivalent drainage 

area of a fractured well in a TGR is proposed. This method is based upon combining 

gas material balance equations and decline curve analysis. The developed method is 

validated against reservoir simulation results, which demonstrate that the proposed 

method is accurate enough to predict the equivalent drainage area and may be 

considered a practical tool for production forecasting for TGRs. Sensitivity analyses 

are carried out to investigate various factors, such as porosity, permeability, and 

fracture half-length on equivalent drainage area for fractured vertical well in TGRs. 
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Based on the sensitivity study, it is observed that the fracture half-length and porosity 

have a strong impact on the equivalent drainage area, and propagation of equivalent 

drainage area with time. 

3.3.1 Drainage area concept 

‘Drainage area’ has been defined in a number of ways. The simplest definition is using 

the area of connected permeable formation bounded by physical boundaries and 

depleted by a well located inside the area to obtain an economic recovery factor (Khan 

et al., 2011). However, there is still uncertainty and confusion about the exact meaning 

and definition of ‘drainage area’ (Pouladi et al., 2017). Therefore, the definitions and 

methods to estimate the drainage area outlined in the literature are discussed below.  

Technically, two broad definitions classify the ‘drainage area’, as a result of this 

classification all the methods for calculating the drainage area are working according 

to it.  Firstly, the physical drainage area is limited by impermeable physical boundaries 

meaning the drainage area remains constant and does not change with time (Yesiltepe, 

2015). Secondly, the effective drainage area is defined based upon the travelling 

distance of pressure waves from production activities, meaning the effective drainage 

area enlarges during the transient period, and as a result the effective drainage area is 

smaller than the physical drainage area over the transient flow period. One of the 

significant difficulties of estimating the drainage area is the ambiguous concept of the 

radius of investigation that has no standard definition in the petroleum industry 

literature (Kuchuk, 2009). Regarding TGRs, the effective drainage area is probably 

smaller than the physical drainage area because the low permeability delays the 

movement of the pressure pulse through the formation. 

Some researchers introduced “pressure mapping” as a simple tool to estimate the 

drainage area. The pressure mapping method uses the reservoir simulation models for 

calculating the reservoir pressure to draw pressure streamlines that show the route of 

fluid towards the well, and then the plotting of those fluid routes characterizes the 

drainage area (Anderson, 1991; Hurst, 1987). 

Samaniego et al. (1997) connected the drainage area to the drainage radius by sonic 

velocity based on the distance between them during a specific period. They assumed 

that pressure drop due to production at a well is transferred radially at sonic pressure. 

To calculate the drainage area, Samaniego et al. (1997) formulated a synergistic 

approach by combining the geological, seismic, well log, petrophysical and reservoir 
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pressure analysis data. Alzate et al. (2001) proposed a systematic simulation study of 

a fractured vertical well in a TGR to describe the evolution of drainage shape and size 

over time, and numerically determined the shape and size of a drainage area for a 

specified iso-pressure line as the function of dimensionless fracture conductivity and 

fracture half-length. Alzate et al. (2001) concluded that the primary factor controlling 

the shape and size of a drainage area is fracture half-length. Escobar et al. (2007) 

combined seismic and production analysis, and geostatistical and reservoir simulation 

modelling to describe the drainage area for an anisotropic low permeability gas 

reservoir. Stuart Alan Cox et al. (2005) introduced a new conception to estimate the 

drainage area by connecting the effective drainage area and the recovery factor. They 

suggested a theoretical method to estimate the drainage area through the formulation 

of a relationship between rock properties, reservoir geometry, and fracture properties. 

Du (2008) suggested a new methodology to calculate the drainage area based on the 

integration of pressure transient analysis and pressure-rate deconvolution. Most of 

these approaches are relatively complicated and require large datasets, making them 

inappropriate for application in real field cases. With this view, this study aims to 

develop a simple method which can accurately predict the equivalent drainage area of 

wells in TGRs with limited data. 

3.3.2 Prediction of equivalent drainage area of well in tight gas reservoirs 

In this study, a simplified method is proposed to estimate the equivalent drainage area 

through employing the material balance technique and decline curve analysis. The 

study also presents the relationship between cumulative gas production and average 

reservoir pressure based on the material balance equation (MBE), as well as gas flow 

rate and time based on the decline curve analysis (DCA). It is assumed that the 

reservoir production mechanism is volumetric without external support (i.e. natural 

water drive) and the fluid is a dry natural gas and the reservoir temperature is constant. 

The method is developed based on the concepts of the gas material balance and decline 

curve analysis (DCA) in the following five steps: 

Step 1: The first step involves constructing a relationship between the average 

reservoir pressure/gas compressibility factor (p/z) as a function of cumulative gas 

production (Gp) based on the gas material balance equation (Figure 3.19 (a)) using 

production data (e.g. rate, time, and pressure from well tests). In the event actual 

production data is not available, the reservoir simulation models can be run to generate 
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these production and pressure data. These data can then be extrapolated (when real 

production is available) or generated by reservoir simulation up to the end of the 

current production time (tp), and can be extrapolated to complete the material balance 

relationship as shown in Figure 3.19 (a). 

Step 2: After calculating the average reservoir pressure at an assumed future time, tf 

from the (p/z vs Gp) plot, the corresponding drainage area equivalent to cumulative gas 

production (Gp)f can be calculated using the volumetric equation (Equation 3.35).  

𝐴𝑒𝑞𝑢. = 
(𝐺𝑝)

𝑓
 (𝐵𝑔)

𝑓

Ø  ℎ
 

3.35 

Where, subscript f represents any future time. 

Step 3: The planned equivalent drainage area is then calculated by multiplying the 

equivalent drainage area as calculated in Step 3 by the predetermined or planned 

recovery factor using Equation 3.36. The recovery factor is generally set by the 

operator or the owner of the reservoir as per the future plan or as expected.  

𝐴𝑝 = 𝐴𝑒𝑞𝑢. (𝑅𝐹)𝑝 3.36 

Where, (𝑅𝐹)𝑝 is the planned or expected recovery factor. 

Step 4: The relationship between the equivalent drainage area and the production time 

can be constructed based on the static material balance (𝐺𝑝 𝑣𝑠. �̅� 𝑧) ⁄  as shown in 

Figure 3.19 (a) and the DCA, as shown in Figure 3.19 (b), following the DCA model 

proposed by Mahadik et al. (2012).  

Step 5: For prediction purposes, the equivalent drainage area (Aequ.) and planned 

equivalent drainage area (Ap) at an assumed future time (tf.) can be determined based 

on the cumulative gas production (Gp)f is calculated at tf using the decline curve 

analysis shown in Figure 3.19 (b) and the average reservoir pressure (�̅�)𝑓 at the (Gp)f 

using the material balance technique shown in Figure 3.19 (a), and then applying 

Steps 3 and 4.  
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Figure 3.19(a): Based on material balance Figure 3.19(b): Based on Decline Curve 

Analysis 

Figure 3.19 Schematic showing the process of proposed method 

 

Among the many DCA models, the model proposed by Mahadik et al. (2012) is found 

to be simple but accurate enough to analyse production data for production forecasting 

of TGRs. Mahadik et al. (2012) decline curve introduces the rate derivative technique 

expressed in Equation 3.37: 

�̅�𝐷 = 
−1

[𝑑(𝑙𝑛(𝑞𝐷))] 𝑑𝑡⁄
 3.37 

 

Where the dimensionless rate (qD) defined as: 

 

𝑞𝐷 =
𝑞𝑡

𝑞𝑖
 3.38 

Where: 

qg Gas flow rate, Mscf/day 

qi Initial flow rate, Mscf/day 

The rate derivative technique is employed to reduce the uncertainties associated with 

determination of optimum values of the decline exponent, b, and the initial decline 

constant, Di, in the production decline model. 

For the hyperbolic decline model, Equations 3.39 and 3.40, respectively, can be used 

to calculate the dimensionless production rate and the rate derivative as a function of 

the decline constant and time (Mahadik et al., 2012). 
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𝑞𝐷 = 
1

[1 + 𝑏 𝐷𝑖  𝑡]
1
𝑏

 3.39 

 

�̅�𝐷 =  𝑏 × 𝑡 + 
1

𝐷𝑖
 3.40 

 

Equation 3.40 shows that a linear plot of the rate derivative versus time results in a 

linear relationship with a slope of b and the intercept of the reciprocal of the initial 

decline constant (
1

𝐷𝑖
). Using the plot and fitting a straight line on the rate derivative 

data can deliver the most accurate value for b for production forecast applications. 

3.3.3 Reservoir simulation models 

Since actual field production and pressure data is not available, this study considers 

many reservoir simulation models designed using the Kappa reservoir simulator Rubis 

to generate the production and pressure data for a typical TGR and to validate the 

results of the developed method. Table 3.10 shows the parameters considered in the 

reservoir simulation models. For all reservoir simulation models, the top of the 

reservoir is considered at a depth of 13000 ft with the initial reservoir pressure and 

temperature of 5000 psia and 200 oF, respectively, and a wellhead pressure of 400 psia. 

All reservoir models have a closed outer boundary and with sealed top and bottom 

boundaries. The specific gravity of dry gas is considered to be 0.7. The well is assumed 

to be a fully penetrating hydraulic fractured vertical well centred in the reservoir 

consisting of single layer. 

The reservoir simulation model is used for two primary purposes: (a) to collect the 

required data for subsequent flow and shut-in periods to construct the relationship of 

the material balance technique; (b) to calculate the production and the recovery factor 

for a 30-year production period. Simulation data are then employed to calculate the 

equivalent drainage area for comparing with the equivalent drainage area calculated 

using the developed method. 

Figure 3.20 and Figure 3.21 present the simulation models at the initial conditions for 

square and circular reservoirs, respectively, while Figure 3.22 and Figure 3.23 show 
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the simulation models after ten years of production for square and circular reservoirs, 

respectively. 

 

Table 3.10 Specification of the reservoir simulation models 

Model 

No. 

Dimensions, ft Shape Ø, % k, mD xf, ft 

1 10000 × 10000 × 100 square 10 0.01, 0.05, or 

0.1 

100, 200 or 

500 

2 10000 × 10000 × 100 circular 10 0.01, 0.05, or 

0.1 

100, 200 or 

500 

3 10000 × 10000 × 100 square 15 0.01, 0.05, or 

0.1 

100, 200 or 

500 

4 10000 × 10000 × 100 circular 15 0.01, 0.05, or 

0.1 

100, 200 or 

500 

 

 

 

Figure 3.20 The simulation model for a square reservoir at initial conditions 
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Figure 3.21 The simulation model for a square reservoir after production 

 

Figure 3.22 The simulation model for a circular reservoir at initial conditions 

 

Figure 3.23 The simulation model for circular reservoir after production 
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3.3.4 Validation of the developed method 

To validate the developed method, the planned equivalent drainage area is calculated 

twice based on the developed method and reservoir simulation. Table 3.11 shows the 

absolute error percentage of the planned equivalent drainage area calculated using the 

two techniques. Table 3.11 indicates the high accuracy of the developed method to 

estimate the planned equivalent drainage area for a fractured vertical well in a TGR 

with permeability ranging from 0.01 mD to 0.1 mD. The calculated absolute error 

percentage increases when the permeability decreases, which is believed to be because 

of the low permeability on the accuracy of the material balance technique. 

 

 

Table 3.11 Absolute error percentage of the of planned equivalent drainage area 
  

Reservoir permeability, mD 
  

0.1 0.05 0.01 

F
ra

ct
u
re

 h
al

f-

le
n
g
th

, 
ft

 

100 6.89 7.2 9.7 

200 4.37 5.83 8.37 

500 3.18 4.3 6.2 

 

3.3.5 Effect of fracture length on the equivalent drainage area  

Figure 3.24 and Figure 3.25 show the effect of the fracture half-length on the planned 

equivalent drainage area for reservoir permeability ranging from 0.01 to 0.1 mD, and 

the planned recovery factor of 80%, while Figure 3.26 and Figure 3.27 show the same 

effect under a planned recovery factor of 90% for a square and circular reservoir, 

respectively. The planned equivalent drainage area increases with increasing fracture 

length and permeability. This trend is considered to be reasonable as increasing 

permeability and/or fracture length increases the transmissibility, which in principle 

controls the propagation of the pressure pulse, and consequently increases the planned 

equivalent drainage area. 
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Figure 3.24 The effect of fracture half-length on the planned equivalent drainage area 

(square reservoir) 

 

Figure 3.25 The effect of fracture half-length on the planned equivalent drainage area 

(circular reservoir) 

 

0

50

100

150

200

250

300

350

400

450

0 100 200 300 400 500

E
q

u
iv

al
en

t 
d

ra
in

ag
e 

ar
ea

, 
ac

re
s

Fracture half-length, ft

k=0.1 md

k=0.05 md

k=0.01 md

0

50

100

150

200

250

300

350

400

450

0 100 200 300 400 500

E
q

u
iv

al
en

t 
d

ra
in

ag
e 

ar
ea

, 
ac

re
s

Fracture half-length, ft

k=0.1 md

k=0.05 md

k=0.01 md



87 

 

 

Figure 3.26 The effect of fracture half-length on the planned equivalent drainage area 

(square reservoir) 

 

Figure 3.27 The effect of fracture half-length on the planned equivalent drainage area 

(circular reservoir) 

 

3.3.6 Effect of reservoir shape on the equivalent drainage area 

Reservoir models No.1 and No.2 have been employed to identify the sensitivity of the 
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significant differences are observed between the planned equivalent drainage areas for 

the fractured vertical well centred in square reservoir and a circular reservoir under 

different permeability. However, the planned equivalent drainage area of the well in 

the circular reservoir is slightly greater than in the square reservoir. The low impact of 

the shape of reservoir on the planned equivalent drainage area is a result of the low 

permeability, and the two reservoirs have almost the same size. 

 

Figure 3.28 The effect of reservoir shape on the planned equivalent drainage area 

(fracture half-length = 500 ft) 

 

3.3.7 Effect of porosity on the equivalent drainage area 

The sensitivity of the porosity on the planned equivalent drainage area is analysed for 

a square reservoir and is presented in Figure 3.29 to Figure 3.31. From these figures, 

it can be observed that porosity has a strong impact on the planned equivalent drainage 

area. The planned equivalent drainage area decreases with the porosity, meaning the 

higher the porosity, the lower the drainage radius. The difference between the 

calculated planned equivalent drainage area for porosity of 10% and 15% increases 

with increasing reservoir permeability and fracture half-length. This sensitivity 

analysis has been carried out using reservoir simulation models No.1, No.2, No.3 and 

No.4. 
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Figure 3.29 The effect of porosity on the planned equivalent drainage area (fracture 

half-length = 100 ft) 

 

 

Figure 3.30 The effect of porosity on the planned equivalent drainage area (fracture 

half-length = 200 ft) 
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Figure 3.31 The effect of porosity on the planned equivalent drainage area (fracture 

half-length = 500 ft) 

 

3.3.8 Propagation of equivalent drainage area 

It is confirmed that planned equivalent drainage area extends over time because of the 

production. The propagation of the planned equivalent drainage area as a function of 

production time for different fracture half-lengths is shown in Figure 3.32 and Figure 

3.33. These figures present two indicators: the first is the growing rate of the planned 

equivalent drainage area with production time in the reservoir of 0.1 mD permeability, 

which is greater than the reservoir of 0.01 mD permeability; and the second indicator 

is the growing rate of the planned equivalent drainage area with production time for 

the fracture half-length of 500 ft, which is greater than that for a fracture half-length 

of 100 ft. Both indicators are a result of the transmissibility which increases with the 

increase in permeability and fracture half-length, and consequently the higher 

transmissibility the greater the production. The prediction of the propagation of the 

planned equivalent drainage area starts from 10 years because the earlier data is 

employed to construct the material balance relationship and the decline curve which is 

basis of the developed method. 
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Figure 3.32 Propagation of planned equivalent drainage area (k=0.1 mD) 

 

 

Figure 3.33 Propagation of planned equivalent drainage area (k=0.01 mD) 
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with fracture half-length ranging from 100 to 500 ft. Validation results have 

demonstrated that the proposed method is accurate enough to predict the equivalent 

drainage area for fractured vertical well in a TGR.  

A sensitivity study is carried out to investigate the effect of various parameters which 

are porosity, permeability and fracture length on the planned equivalent drainage area. 

Sensitivity results have demonstrated that the fracture half-length and the porosity 

have a strong impact on the planned equivalent drainage area. On the other hand, the 

reservoir shape has a minor impact on the planned equivalent drainage area. 

Propagation of the planned equivalent drainage area as a function of production time 

is significantly affected by the fracture half-length and reservoir permeability. 

In conclusion, the suggested method is simple; and may be considered a practical tool  

to forecast growing of the equivalent drainage area for fractured vertical well in a TGR 

with respect to production time. 
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3.4 Prediction of hydraulic fracture properties 

While hydraulic fractured wells in TRGs have been proven to be most viable option 

of the economic recovery of gas, the interpretation of pressure transient or well test 

data from these wells for accurate estimation of important reservoir and fracture 

properties (e.g. fracture length, fracture conductivity, skin and reservoir permeability) 

is rather complicated because of the multiple flow profiles/regimes. These flow 

regimes are complex due to the large hydraulic fractures near the wellbore, the low 

matrix permeability and the reservoir heterogeneity. Consequently, the interpretation 

of well test or pressure transient data using the classical approaches typically used for 

conventional reservoirs can produce incorrect results with high levels of uncertainty. 

In addition, the time required to achieve radial flow regimes for such tight reservoirs, 

a key condition of these classical approaches, is impractically long and not feasible in 

the context of both the economic and practical operations. These inherent causes and 

operating limitations require amendment of the well test technique to analyse linear or 

elliptical flow regimes to accurately estimate the reservoir and fracture properties. 

This section comprehensively discussed the simplified numerical approach developed 

in this work for the prediction of the reservoir and fracture parameters based on well 

test data from hydraulic fractured vertical wells in TGRs, considering an elliptical flow 

regime. Emphases was placed on the development of a simple, efficient and accurate 

computation tool to supplement the need for commercial simulators, yet can estimate 

reservoir and fracture properties with high levels of accuracy, especially in the cases 

when limited pressure transient data is available.  

3.4.1 Pressure transient analysis in tight gas reservoirs 

The crucial step for accurate development of a TGR begins with the identification of 

the dominant reservoir flow regime (Stotts et al., 2007). Fracture size and length are 

critical parameters required to accurately evaluate the production performance of a 

TGR, as these parameters dictate the production rate and determine the rate at which 

drainage volumes expand. Although pressure derivative (H. Bahrami et al., 2012a), 

type curves (Thomas Alwin Blasingame et al., 2007), and analytical models 

(Badazhkov et al., 2008) were employed to analyse many production datasets recorded 

in low permeability fields in order to calculate the reservoir properties and hydraulic 

fractures parameters, the pressure transient analysis (PTA) in hydraulic fractured wells 
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is crucially important to evaluate the period of each flow regime, and to predict the 

performance of the wells (W. J. Lee and Wattenbarger, 1996).  

Five flow regimes can potentially exist over the lifetime of a fractured well in a TGR: 

fracture linear flow, bilinear flow, formation linear flow, elliptical flow and pseudo-

radial flow (W. J. Lee and Wattenbarger, 1996). Pressure transient analysis in 

hydraulic fractured TGRs has previously been based on bilinear, linear and pseudo-

radial time periods, but this requires analysis of all three regimes for accurate analysis 

of reservoir and fracture properties. The most accurate permeability predictions are 

developed from the pseudo-radial flow period, but can take several years (if at all) for 

this flow regime to develop depending on the reservoir permeability. This results in 

adverse economic impacts due to long down times. For instance, the 2D pressure 

distributions for different permeabilities obtained from reservoir simulation studies for 

unfractured wells studied by Al-Fatlawi et al. (2016) are displayed in Figure 3.2. This 

figure illustrates how the pressure pulse transfers rapidly to the boundary when 

formation permeability is greater than 0.1 mD (Figure 3.2(a-d)), whereas it takes a 

long time to traverse through formations with a permeability less than 0.1 mD (Figure 

3.2(e-f)). This demonstrates that the movement of the pressure pulse through tight 

porous media can cause different flow regimes to develop throughout the well’s 

lifespan. 

Reservoir and fracture properties also have a significant influence on the drainage 

pattern of tight gas wells. For example, Figure 3.34 highlights how reservoir 

permeability and fracture lengths can influence the pressure response in TGRs and 

extend the drainage area. Linear flow equations are more restrictive in such case than 

elliptical flow equations because linear flow equations alone cannot model radial 

effects late in a well’s life. 

Elliptical flow combines both radial and linear flow analysis techniques into a single 

model (Cheng et al., 2007). This flow is commonly considered at the transitional flow 

period, which occurs between the end of linear flow period and the beginning of radial 

flow period (W. J. Lee and Wattenbarger, 1996). Due to the low permeability in TGRs, 

the elliptical flow period typically begins early, and exists for a long period, which 

arguably makes it the best regime to estimate reservoir properties and fracture 

parameters. As demonstrated in Figure 3.34, the elliptical flow still occurs after ten 

years for a hydraulic fractured vertical well with permeabilities between 0.001-0.01 
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mD. To capture such a long period, acquisition of a large amount of rate and pressure 

data is necessary, and consequently, the pressure transient analysis techniques used to 

predict the reservoir and fracture parameters are required to deal with the effect of such 

varying pressure responses on flow regimes and drainage boundary. Hence the 

understanding of the elliptical flow period and the impact of reservoir and fracture 

properties on well performance is critical for accurate prediction of future reservoir 

performance and optimisation of the recovery process. However, a wide range of new 

reservoir parameters need to be considered to analyse tight gas reservoirs, including: 

 Low reservoir permeability resulting in extensive transient periods.  

 Permeability of hydraulic fractured regions and the rest of the formation (i.e. dual 

permeability behaviour), and other reservoir heterogeneities causing large pressure 

differentials.  

 Stress dependent permeability due to the compressible fracture volumes, especially 

ultra-tight to shale.  

Analytical models are commonly used for the determination of reservoir and fracture 

parameters, but limited models exist that consider elliptical flow in TGRs. Badazhkov 

et al. (2008) proposed an algorithm based on an analytical model and the current study 

was conducted based on Badazhkov et al. (2008) model, elaborated on in next section. 

 

 

 

 

 

 

 

 

  



96 

 

         tp, years 

k, mD 
1 5 10 

0.01 

 

   

xf = 500 ft 

   

xf = 700 ft 

0.1 

   

xf = 500 ft 

   

xf = 700 ft 

Figure 3.34 Pressure distributions for different reservoir and fracture properties over 

time for a tight gas well 

 

3.4.2 Analytical model for elliptical flow regime 

The elliptical flow equation considered by Badazhkov et al. (2008) stems from the 

basic gas flow equation in a porous medium in the presence of fractures with infinite 

conductivity. They further simplified the equation by neglecting gravity effects and 

assuming that the flow through the fracture system was laminar. By incorporating 

boundary conditions for an elliptical model into the real gas diffusivity equation, the 

classical diffusivity equation is transformed into the forms shown in Equation 3.41 
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(Badazhkov et al., 2008), and is considered the fundamental basis of the current study. 

A detailed derivation of Equation 3.41 can be found in Badazhkov et al. (2008). 

𝜕2𝛹

𝜕𝑢2
+

𝜕2𝛹

𝜕𝑣2
=

𝜑𝜇𝑐(𝑥𝑓)
2

𝑘
(sinh2 𝑢 + sin2 𝑣)

𝜕𝛹

𝜕𝑡
    

3.41 

 

Where Ψ is real gas pseudo-pressure function, and u, and v are arbitrary curve-linear 

axes, which can be transformed into Cartesian coordinate as: 𝑥 =

sinh 𝑣 sin 𝑢 and 𝑦 = cosh 𝑣 cos 𝑢. The boundary conditions considered are given in 

Equations 3.42 and 3.43 (Badazhkov et al., 2008): 

 

𝛹 = 𝛹𝑋𝑓
 𝑎𝑡 −𝑥𝑓  < 𝑥 < −𝑥𝑓 , 𝑦 = 0 3.42 

 

𝛹 = 𝛹𝑒  at 𝐴2 − 𝐵2 = 𝑥𝑓
2 3.43 

 

Where A and B in Equations 3.42 and 3.43 are the major and minor axes of the ellipse 

of the elliptical flow region, respectively, which physically represent the reservoir 

drainage lengths/radii in the x and y directions, respectively. In the subsequent section, 

A and B will be termed as drainage. The dimensionless terms of time and pressure are 

considered by incorporating the rate equation with the above diffusivity equations 

(Equations 3.42 and 3.43), making it possible to determine the drainage area as a 

function of time. For this unsteady state scenario, the radius of drainage is assumed to 

expand over time, but the flow is assumed to be fixed for each drainage area.   

The dimensionless time and pressure variables are considered as the time required to 

achieve stabilisation within the drainage area and can be expressed by Equations 3.44 

and 3.45: 

𝑡𝐷 =
𝑘𝑡

𝜇𝑐∅𝐵2
 3.44 

 

𝑝𝐷 =
𝜋𝑇𝑠𝑐𝑘ℎ(𝛹𝑒 − 𝛹𝑋𝑓

)

𝑝𝑠𝑐𝑇𝑄𝑠𝑐
 

3.45 
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Where, 

Tsc Temperature at standard condition, oF 

psc  Pressure at standard condition, psia 

Qsc  Flow rate at standard condition, Mscd/day 

h  Reservoir thickness, ft 

μ Gas viscosity, cP 

The dimensionless time correlating to a stabilized flow regime resembling radial flow 

within a drainage area can be approximated as tD = 0.38 (Jones, 1963). Using this value 

of dimensionless time (Equation 3.44) and combining it with the dimensionless term 

of pressure (Equation 3.45), the major and minor drainage radii (A) and (B) can be 

expressed as: 

𝐴 = √𝐵2 + 𝑥𝑓
2 3.46 

 

𝐵 = 0.02634√
𝑘𝑡

𝜑𝜇𝑐
     

3.47 

 

Variables of A and B are used to describe the elliptical area within which the pseudo-

steady state flow can be assumed. From the relationships developed in the derivation 

of this analytical equation, a diagnostic plot of deference of pseudo-pressure drop 

(∆𝛹) versus ln(𝐴 + 𝐵) will produce a straight line during the elliptical flow period. 

The slope of this plot yields formation permeability, while the intercept yields fracture 

half length. With permeability and fracture half-length unknown, initially, an iterative 

process is required. Badazhkov et al. (2008) developed an algorithm in order to allow 

convergence of the results. Details of the iterative scheme can be found in this chapter. 

When considering finite conductivity fractures, the additional pressure loss in the 

fracture also requires consideration. In the finite conductivity fracture scenario, the 

extra pressure drop in the fracture between the fracture tips is non-elliptical, which 

impacts the pressure and flow between the reservoirs and wellbore (Cheng et al., 

2007). Dimensionless fracture conductivity is introduced by Badazhkov et al. (2008) 

in terms of the ratio of fracture half-length (𝑥𝑓) to the effective wellbore radius (rwe), 

and is expressed as a function of dimensionless fracture conductivity given in 

Equation 3.48: 
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𝑅 =
𝑥𝑓

𝑥𝑓𝑒
=

𝜋

2𝐹𝑐𝐷
+ 1   3.48 

This ratio is used to update the definition of elliptical region variables, A and B as 

given by Equations 3.49 and 3.50, respectively: 

𝐴′ = √𝐵′2 + 𝑥𝑓
2      3.49 

 

𝐵′ = 𝑅 × 𝐵 3.50 

 

Where 𝐴′ and 𝐵′ represent updated or modified major and minor axes of the elliptical 

model in order to account for the impact of fracture conductivity on the propagation 

of pressure drop, and are required to be solved iteratively. Again, elliptical flow data 

will show a straight line of ∆𝛹 𝑣𝑒𝑟𝑠𝑢𝑠 ln (𝐴′ + 𝐵′). For a finite conductivity fracture, 

the algorithm introduced by Badazhkov et al. (2008) is considered a bilinear flow 

regime period, and is solved graphically. A plot of pseudo-pressure drop (∆Ψ) versus 

t0.25 (to characterize bilinear flow) is used for the determination of fracture 

conductivity. In order to identify the start and end of the elliptical flow from the 

production data, this method used a slope of 0.36 of a straight line on a log-log pseudo-

pressure drop derivative plot. This slope 0.36 is considered from a study completed by 

Chacon et al. (2004) and is applied to horizontal and vertical fractured wells. 

3.4.3 Numerical technique  

As described, the algorithm and solution approach presented by Badazhkov et al. 

(2008) are predominantly a graphical approach. In the current study, a numerical 

iterative technique is developed to estimate reservoir and fracture properties. The 

technique assumed the inverse relationship of ln(A+B) versus the pseudo-pressure drop 

∆𝛹 to be linear during the elliptical flow period for the infinite conductivity fracture 

scenarios, accordingly expressed by Equation 3.51: 

ln(𝐴 + 𝐵) = 𝑎 ∆𝛹 + 𝑐 3.51 
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Where: 

∆𝛹 Pseudo-pressure difference, psi2/cP. 

Where a and c are respectively, slope and intercept of plot of ln(𝐴 + 𝐵)𝑣𝑠 ∆𝛹 (i.e. 

when ln(𝐴 + 𝐵) is plotted on y-axis and ∆𝛹 on x-axis), given by Equations 3.52 and 

3.53: 

𝑎 =
𝑘ℎ

1422𝑄𝑆𝐶(𝑇 + 460)
   3.52 

 

𝑐 = ln 𝑥𝑓 3.53 

 

Combining Equations 3.51 to 3.53 yields: 

ln(𝐴 + 𝐵) =
𝑘ℎ

1422𝑄𝑆𝐶(𝑇 + 460)
× ∆𝛹 + ln 𝑥𝑓   

3.54 

 

Adding Equation 3.46 for variable A into Equation 3.54 yields: 

ln (√𝐵2 + 𝑥𝑓
2 + 𝐵) =

𝑘ℎ

1422𝑄𝑆𝐶(𝑇 + 460)
× ∆𝛹 + ln 𝑥𝑓   

3.55 

 

Adding Equation 3.47 for variable B into Equation 3.55 yields the required 

relationships containing all required variables in the form of 𝑦 = 𝑎𝑥 + 𝑐 

ln

[
 
 
 
√(0.02634√

𝑘𝑡

𝜑𝜇𝑐
)

2

+ 𝑥𝑓
2  + 0.02634√

𝑘𝑡

𝜑𝜇𝑐

]
 
 
 

= [
𝑘ℎ

1422𝑄𝑆𝐶(𝑇 + 460)
] ∆𝛹 + ln 𝑥𝑓 

3.56 

Where, 

𝑦 = ln

[
 
 
 
√(0.02634√

𝑘𝑡

𝜑𝜇𝑐
)

2

+ 𝑥𝑓
2  + 0.02634√

𝑘𝑡

𝜑𝜇𝑐

]
 
 
 

= ln[𝐴 + 𝐵]     
3.57 
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𝑥 = ∆𝛹 3.58 

Equation 3.56 can be considered a governing analytical equation which accounts the 

flow in elliptical flow regimes, and can be solved numerically using a robust iterative 

approach to estimate the reservoir permeability and fracture properties (e.g. half-

length, fracture conductivity). Simple Excel based programming or any other 

computation programming tools like MATLAB or FORTRAN can be used to develop 

the computation tool employing the developed technique. In this study, the equation is 

solved using a successive substitution iterative process. The following algorithm is 

developed in this study to solve Equation 3.56 numerically. This algorithm is used as 

the basis to develop a computation tool in MATLAB and Excel-VBA.  

1. Assume initial permeability value (k).  

2. Calculate B using Equation 3.47.  

3. If fracture half-length prediction is poorly known, assume that: 𝐴 = € × 𝐵, 

where €>1.0, and the value of € controls the number of iterations and 

convergences. Since drainage is considered to be elliptical, (A>B), and based 

on many computation cycles, it is observed that € = 1.5 provides a fast 

convergence with a reasonable number of iterations. If an estimation for 

fracture half-length is known, calculate A using Equation 3.46. The y-axis 

values (Equation 3.57) can now be calculated. Only the y-axis, the values 

corresponding to elliptical flow are required.  

4. Calculate x-axis values (Equation 3.58). This is simply the value of pseudo-

pressure drop (∆𝛹) for all data in the elliptical flow regime period.  

5. Apply the least square regression method, as outlined below, to elliptical flow 

data points to find the slope (a) and intercept (b) of Equation 3.56.  

6. From the value of slope (a) calculated using the method of least squares, 

calculate k using Equation 3.52.  

7. From the value of intercept (c), calculate 𝑥𝑓 using Equation 3.53.  

8. Calculate error tolerance for permeability, 𝜖𝑘 =
|𝑘𝑐𝑎𝑙𝑐𝑢𝑙𝑎𝑡𝑒𝑑−𝑘𝑎𝑠𝑠𝑢𝑚𝑒𝑑|

|𝑘𝑐𝑎𝑙𝑐𝑢𝑙𝑎𝑡𝑒|
. if 𝜖𝑘 >

0.001 then the procedure from step 2 with updated value of 𝑘𝑎𝑠𝑠𝑢𝑚𝑒𝑑 =

 𝑘𝑐𝑎𝑙𝑐𝑢𝑙𝑎𝑡𝑒𝑑 until obtaining the convergence of 𝜖𝑘 ≤ 0.001. 
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9. Similarly, calculate error tolerance for 𝑥𝑓, 
|𝑥𝑓 𝑐𝑎𝑙𝑐𝑢𝑙𝑎𝑡𝑒𝑑−𝑥𝑓 𝑎𝑠𝑠𝑢𝑚𝑒𝑑|

|𝑥𝑓 𝑐𝑎𝑙𝑐𝑢𝑙𝑎𝑡𝑒|
. If 𝜖𝑥 >

0.001 then use the procedure from step 2 with an updated value of 

𝑥𝑓 𝑎𝑠𝑠𝑢𝑚𝑒𝑑 = 𝑥𝑓 𝑐𝑎𝑙𝑐𝑢𝑙𝑎𝑡𝑒𝑑 until obtaining the convergence of 𝜖𝑥 ≤ 0.001. 

10. The reservoir permeability and fracture length can be calculated numerically 

following steps 1 to 9 once the condition of error tolerance is met. 

Since the following steps do not require graphical analysis at each iteration, a 

computational tool can be easily developed using Excel-VBA programming or 

MATLAB/FORTRAN to carry out the calculation until the final conditions are met. 

Regression analysis using least squares method  

The least squares regression method is commonly used to estimate the value of 

parameters of slope and intercept for a set of data (Abdi, 2007). This method can find 

a line that best fits a set of data points. The steps required to apply the method of least 

squares are:  

1. Record all data for x-axis values (pseudo-pressure drop) and y-axis values 

ln(𝐴 + 𝐵) . 

2. Find the average of all x-axis data points using �̅� =
∑ 𝑥𝑖

𝑛
𝑖=1

𝑛
,   where n is the 

number of x values      

3. Find the average of all y-axis data points using �̅� =
∑ 𝑦𝑖

𝑛
𝑖=1

𝑛
, where n is the 

number of y values  

4. Calculate 𝑥𝑖 − �̅� for all data points of X. Calculate 𝑦𝑖 − �̅� for all data points 

of Y.  

5. Multiply 𝑥𝑖 − �̅� with 𝑦𝑖 − �̅� for all data points, i.e. (𝑥𝑖 − �̅�) × (𝑦𝑖 − �̅�) 

6. Find the square of 𝑋 − �̅� for all data points, (𝑥𝑖 − �̅�)2 

7. Find the summation of all data points from step 5, ∑ (𝑥𝑖 − �̅�) × (𝑦𝑖 − �̅�)𝑛
𝑖=1  

8. Find the summation of all data points from step 6, ∑ (𝑥𝑖 − �̅�)2𝑛
𝑖=1  

9. Determine the slope of the line by using the value found in step 7 and divide it 

by the value found in step 8, 𝑠𝑙𝑜𝑝𝑒 = 𝑚 =
∑ (𝑥𝑖−�̅�)×(𝑦𝑖−�̅�)𝑛

𝑖=1

∑ (𝑥𝑖−�̅�)2𝑛
𝑖=1
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10. Determine the intercept of the line using 𝑖𝑛𝑡𝑒𝑟𝑐𝑒𝑝𝑡 = �̅� − (𝑚 × �̅�) 

Applying the method of least square regression will provide the best approximation of 

straight line properties for a given linear data set (Abdi, 2007). This is required for the 

accurate determination of slope and intercept numerically to implement the proposed 

algorithm as explained earlier. 

3.4.4 Analysis of the production data, and hydraulic fractured parameters  

The proposed numerical approach was applied to analyse the transient pressure data 

for a hydraulic fractured vertical well from a representative tight gas field in Australia. 

The data was also analysed using the algorithm proposed by Badazhkov et al. (2008), 

and a widely acceptable industry standard commercial simulator KAPPA – SAPHIR. 

The purpose of this case study using three different approaches is to validate and justify 

the capabilities of the proposed simplified numerical technique. The predicted results 

from these three different approaches are presented in this section. 

3.4.4.1 Prediction using commercial simulator KAPPA-SAPHIR 

Results in this section investigate pressure transient data collected from a hydraulic 

fractured vertical well in a representative tight gas field in Australia. The pressure 

build-up data attained from well testing is investigated using pressure transient 

analysis to understand the log-log pressure derivative response of the well, and to 

estimate reservoir permeability, fracture half-length, and fracture conductivity using 

the KAPPA-SAPHIR simulator. The pressure and rate data obtained from DST over a 

period of 49 days, including the history matching profile, is shown in Figure 3.35. The 

inputs for KAPPA-SAPHIR are presented in Table 3.12. The analytical models 

considered in the simulator are to match the field data are shown in Table 3.13 and the 

predicted reservoir parameters are presented in Table 3.14. 

The derivative plot is presented in Figure 3.36 in order to understand and analyse the 

well and reservoir characteristics including the flow regimes. The following 

observation can be made from this diagnostic plot: 

 The wellbore storage effect appeared within 0.1-1 hours (point 1) 

 The bi-linear flow (1/4 slope) or linear flow (1/2 slope) regimes as seen within 

1-3 hours (point 2) appear to be masked wellbore storage due to low 

permeability 
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 The further wellbore storage effect (skin factor) in a fractured well may be 

clearly indicated within 3-11 hours (point 3) 

 The pressure response far from the wellbore as characterized from 11-100 

hours (point 4) indicates that the reservoir is still in a transient flow period and 

shows an approximate ½ slope, possibly demonstrating linear flow regimes in 

the formation.  

 No boundary or infinite active reservoir flow (IARF) response is apparent 

beyond approximately 100 hours (point 5, within the range approximately 100-

193 hrs), which appeared to be reflective of elliptical flow regimes. 

This model can be used to develop an estimate of parameter values, but by no means 

should it be considered reliable in the prediction of reservoir and fracture properties. 

Only in conventional reservoirs can diagnostic log-log pseudo-pressure derivative 

plots be reliably used for the prediction of reservoir parameters. In this scenario, radial 

flow is not developed, making the model match parameter values inaccurate. A strong 

history match between the models compared to the actual pressure data has been found. 

A strong correlation is seen in the final build-up period. This confirms the log-log plot 

model match used to estimate values in Table 3.14.  
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Figure 3.35 Pressure and rate data for a representative tight gas field in Australia. 

Pressure data shows a strong history match, whereas rate data shows a reasonably good 

match, especially in the final drawdown and build-up cycle. 
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Figure 3.36 Pseudo-pressure function vs. time derivative plot generated by KAPPA-

SAPHIR for a hydraulic fractured vertical well in a representative tight gas field in 

Australia. 

Table 3.12 Model Inputs for Pressure Transient Analysis in KAPPA-SAPHIR 

Parameter Value 

Well radius (rw) 0.2 ft 

Pay zone (h) 46 ft 

Porosity (𝜑) 0.12 

Analysis type Standard 

Reservoir temperature (T) 220 ℉ 

Reservoir pressure (Pi) 5800 psi 

Pressure range 14.7 – 6000 psi 

Formation compressibility (𝑐𝑡) 3 × 106 psi-1 

Water saturation (Sw) 40% 

Test period, day 50 

 

Table 3.13 Model considered to match field data  

Model 

Wellbore model Constant Wellbore Storage 

Well model Fracture – Infinite Conductivity 

Reservoir model Homogenous 

Boundary model Infinite 
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Table 3.14 Predicted parameters using KAPPA-SAPHIR Analysis 

Parameter Value 

Initial pressure (Pi), psia 5621 

Wellbore storage co-efficient (C), bb1/psi 0.165 

Fracture half-length (xf), ft 302 

Reservoir permeability (k), mD 0.011 

Permeability thickness (kh), mD.ft 0.512 

Frracture conductivity (Fc), mD.ft 49989 

 

3.4.4.2 Prediction using analytical method using Badazhkov et al. (2008) model 

An iterative Excel program was developed employing the procedure described by 

Badazhkov et al. (2008) for both infinite fracture conductivity for the same field using 

the same input data presented in Table 3.12. The pseudo-pressure derivative curve 

shown in Figure 3.36 indicates that the elliptical flow appears to start at approximately 

100 hours and continues to the end of the production data analysis at 193 hours into 

the shut-in period. The parameter values of fracture half-length and reservoir 

permeability predicted by KAPPA-SAPHIR may be used as a good initial guess for 

application of the algorithm proposed by Badazhkov et al. (2008), so fast convergence 

can be achieved. A flowchart describing the process carried out to develop the Excel 

spreadsheet program is illustrated in Figure 3.37. 
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Figure 3.37 Flow chart of Analytical Method - Infinite Conductivity Analysis 

 

The analysis is carried out for an infinite conductivity fracture with initial value of 𝑘 =

0.01𝑚𝐷 𝑎𝑛𝑑 𝑥𝑓 = 300𝑓𝑡. The other data in Table 3.12 are used to calculate A and B 

using Equations 3.46 and 3.47. Figure 3.38 is a plot of the pseudo-pressure drop ΔΨ 

(psi2/cP) versus ln(A+B) using the initial values of fracture half-length and 

permeability. This plot shows a straight-line period for elliptical flow. Permeability is 

calculated from the slope using Equation 3.52. Fracture half-length is estimated from 

the intercept of the straight line using Equation 3.53. The new values of fracture half-

length and permeability are determined as 217 ft and 0.045 mD, respectively. 

ln(A+B) is then updated, and the process is repeated for the new k and 𝑥𝑓 values, until 

achieving the convergence. This takes six iterations, as shown in Table 3.15. The 

convergence criteria used is 0.0001mD for permeability (difference between the 

assumed and the calculated values) and 1 ft for fracture half-length (difference between 

the assumed and the calculated values). Figure 3.39 shows the pseudo-pressure drop 

versus ln(A+B) plot for the final iteration. The final values of permeability and fracture 

half-length are 0.0583 mD and 321.7 ft, respectively. It is worth mentioning that a plot 

of pseudo-pressure drop versus ln(A+B) is required for each iteration, which is the 
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most inconvenient part of this approach, and consequently makes this technique 

practically unreasonable.  

Figure 3.38 Infinite conductivity - Linear relationship of pseudo-pressure drop vs. 

ln(A+B) 1st iteration, k=0.01mD, xf=300 ft. 

Figure 3.39 Infinite conductivity - Linear relationship of pseudo-pressure drop vs. 

ln(A+B).  Final iteration 
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Table 3.15 Iteration for Infinite Conductivity case using initial values of k=0.01mD 

and xf=300 ft 

Results for each iteration – Infinite conductivity 

Iteration 𝑘 (𝑚𝐷) 𝑥𝑓 (𝑓𝑡) 

Initial value 0.01 300 

1 0.0454 216.2 

2 0.0603 263.8 

3 0.0600 307.8 

4 0.0588 320.1 

5 0.0584 321.9 

6 0.0583 321.7 

For comparison, the process was repeated for an infinite case, where initial 

permeability and fracture half-length values were considered to be far from actual 

values. This process is to investigate the convergence speed of this method. Assuming 

initial 𝑘 = 0.001𝑚𝐷 and 𝑥𝑓 = 1000𝑓𝑡, it takes just 10 iterations for convergence, as 

shown in Table 3.16, which appears reasonable in this case. However, it is implied that 

the number of iterations would increase as long the difference between the initial guess 

and the actual solution increases. 

Table 3.16 Iteration for Infinite Conductivity case using initial values of k=0.001mD 

and xf=1000 ft 

Results for each iteration – Infinite conductivity 

Iteration 𝑘 (𝑚𝐷) 𝑥𝑓 (𝑓𝑡) 

Initial value 0.001 1000 

1 0.00617 933.1 

2 0.0160 783.6 

3 0.0283 589.1 

4 0.0419 419.5 

5 0.0529 332.6 

6 0.0575 315.2 

7 0.0584 317.8 

8 0.0584 320.3 

9 0.0584 321.2 

10 0.0584 321.6 
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3.4.4.3 Prediction based upon proposed numerical approach 

The proposed numerical technique is also applied for the same field with same data 

assuming an infinite conductivity fracture scenario. An important consideration for the 

application of this proposed technique is to ensure that only elliptical flow data values 

are entered into the developed computer program. From the analytical method 

proposed by Badazhkov et al. (2008) described earlier, it is known that the linear 

portion of the pseudo-pressure, ∆Ψ versus ln(A+B) plot, correlates to the elliptical flow 

data, indicated by the orange elliptical flow trend line in Figure 3.39. Before entering 

the required value of ln(A+B) and pseudo-pressure data into the program, an initial plot 

of pseudo-pressure ∆𝛹 versus ln(A+B) using initial guess values of k=0.01 mD and xf

=300 ft may provide a strong indication of the elliptical flow data points, as seen in 

Figure 3.38. All data points on the linear portion of this graph should be considered in 

the developed program. However, from Figure 3.39, the final iteration using the 

proposed method appears to be a much shorter straight line elliptical flow period than 

in Figure 3.38, indicating less data in elliptical flow than initially observed. Care 

should be taken when applying data to the developed program to ensure the data is the 

elliptical flow data. The final permeability and fracture half-length values for the field 

case can be more accurately estimated using the developed program with four 

iterations. Values of permeability and fracture half-length obtained using the proposed 

method are compared with the two other techniques and are presented in Table 3.17. 

In addition, the average permeability of the core samples at the reservoir conditions is 

about 0.05 md, so the reservoir permeability calculated using the proposed numerical 

technique is close to the measured core permeability. Based on these findings, the 

proposed numerical technique is validated by comparing its findings with the method 

proposed by Badazhkov et al. (2008) and the core tests. 
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Table 3.17 Comparison of Numerical, Analytical and Conventional Method Results 

for the Field Case 

The method Permeability, k 

(mD) 

Fracture half-length, 

𝑥𝑓 (ft) 

Proposed numerical 

technique 

0.059 312 

Method proposed by 

Badazhkov et al. (2008) 

0.058 322 

Commercial simulator - 

SHAPHIR 

0.011 302 

As can be seen in Table 3.17, the proposed numerical approach demonstrates a close 

agreement (almost same) with the method proposed by Badazhkov et al. (2008) to 

estimate both permeability and fracture length, while the difference appears to be about 

3% compared to the estimation of fracture length using the commercial simulator, 

which suggests that the proposed numerical approach can be reliably applied in 

predicting formation permeability and fracture half-length for a hydraulic fractured 

vertical well.  

The model matching by the commercial simulator, especially KAPP-SAPHIR is 

subjective and is particularly challenging to analyse data for fractured wells in TGRs, 

as it is hard to identify pseudo-radial flow and it is often very judgmental. In addition, 

model matching in the commercial simulator and conventional diagnostic derivative 

plots rely mainly on the pseudo-radial flow periods to accurately predict reservoir 

properties, especially permeability. The model matched by SAPHIR would likely use 

data from the linear or elliptical flow region and apply radial flow equations to these 

early time periods, resulting in erroneous estimations of parameters. The absence of 

pseudo-radial flow in the production data evaluation for this field case may be a 

feasible reason for the discrepancy between permeability predicted by the SAPHIR 

model (0.011mD) and the permeability predicted by the analytical and proposed 

numerical techniques (0.058/0.059mD). Since the numerical technique proposed in 

this study produces a unique value using comprehensive model accounting elliptical 

flow regimes, the predicted reservoir permeability is likely to be more accurate and 

closer to 0.059 mD in reality.   
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Comparing the fracture half-lengths recorded in Table 3.17, the proposed numerical 

technique produces a fracture half-length of 312 ft, just 3% variation compared to the 

result obtained from SAPHIR. The model matched by SAPHIR provides a rough 

estimate for the fracture half-length. However, the proposed numerical method is 

considered a more precise value, due to its development from the elliptical flow 

equation. This close correlation provides confidence that the predicted fracture half-

length is within in the range of 312 to 322ft and is more representative. This may be 

because the SAPHIR model may use early time periods on the derivative plot, such as 

linear flow, to more reliably predict fracture half-length. However, conventional 

analysis is poor in estimating permeability when pseudo-radial flow is not present.  

Accuracy of the predicted value and the number of iterations required to converge a 

solution point using the method by Badazhkov et al. (2008) depends on how close the 

initial guess of permeability and fracture half-length are to the real answer. Final 

answer to the convergence point also depends on initial guess. For example, using 

initial guess values of 0.01mD and 300 ft for permeability and fracture half-length 

respectively, it takes six iterations to reach convergence as shown in Table 3.15, 

whereas using initial values of 0.001mD and 1000ft takes 10 iterations, as shown in 

Table 3.16. However, the predicted values of k and xf in both cases are not exactly the 

same (although they are approximate). In addition, this method requires a plot of 

pseudo-pressure drop versus ln(A+B) for each iteration. Such issues are not observed 

in the proposed technique which is independent of initial guesses and demonstrates 

fast convergence. For example, the predicted permeability (0.059 mD) and fracture 

half-length (312 ft) are always the same regardless of the value of initial guesses. The 

developed program even shows speedy convergence with initial guesses of 0.0001mD 

and 10000ft for permeability and fracture half-length, respectively, and results in the 

same estimation. In other words, the proposed new numerical technique is found to 

successfully overcome any issues related to iteration convergence from poor initial 

guesses and time consuming repetitive graphical iterations.  

A new numerical technique to estimate reservoir permeability and fracture parameters 

based on pressure transient data collected from a hydraulic fractured well in a tight gas 

reservoir are proposed. The technique proposed is based upon the analytical model 

initially presented by Badazhkov et al. (2008) considering elliptical flow regimes. The 

proposed technique is applied to a representative tight gas field in Australia. The case 
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study results demonstrate that the technique is simple, robust and capable of reliably 

predicting the formation permeability and fracture half-length for infinite-conductivity 

fractures in tight gas reservoirs. This case study also warrants that: 

 The proposed technique may be considered a good alternative tool for the 

commercial simulators to analyse the elliptical flow period of hydraulic 

fractured vertical wells in TGRs. 

 The practical applicability of the proposed numerical method is validated using 

a field case. Application to a real field example focused on the hydraulically 

fractured vertical well provides accurate estimations of fracture half-length and 

formation permeability for well test data.  

 The results produced via the proposed numerical technique and method 

proposed by Badazhkov et al. (2008) in the field case provide a robust 

comparison to the conventional derivative log-log plot analysis carried out in 

Saphir. The newly calculated value of permeability varies only slightly with 

that obtained from SAPHIR.  

The proposed numerical iterative technique is expected to be easily applied to a wide 

range of tight gas fields with varying properties and will eliminate the need for manual 

graphical analysis at each iteration step, thereby reducing computation processing time 

significantly, and increasing the speed of the process while producing equally reliable 

results that reduce uncertainty. 
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Chapter 4: Infill-Drilling Potential and optimization in Tight Gas 

Reservoirs* 

Because of the heterogeneous nature and low permeability of tight gas reservoirs 

(TGRs), a number of wells are required to be drilled to ensure the economic production 

rate and to maximize the ultimate recovery. Cumulative gas recovery per well in a 

TGR is generally restricted due to the low reservoir permeability resulting in low flow 

rates and low recovery efficiencies compared to wells in conventional high 

permeability reservoirs. The recovery efficiency can be maximized by using optimal 

drilling completion techniques, and decreasing the costs of drilling, completion and 

stimulation. Infill drilling is a standout amongst the most widely recognized and 

powerful strategies for maximizing recovery by reducing the well spacing and 

increasing the sweep efficiency. However, it is a challenge to determine the optimum 

number of wells and their accurate locations to ensure minimum interference between 

wells and acceleration of the recovery factor from the field. Detailed reservoir 

modelling is the most trusted method to determine the location of the infill wells, but 

it is time consuming, expensive and in some cases not very manageable in routine 

industry task environments. A fast yet cost effective method is naturally desirable. 

Over the last few decades, researchers have come up with techniques like the Moving 

Window Method (MWM), rapid inversion, and Infill Well Locator Calculator (IWLC), 

to optimise infill drilling. This chapter provides comprehensive discussion on the 

development of an optimum infill-drilling plan for Whicher Range (WR) Tight-gas 

Field in Western Australia based on reservoir simulation modelling combined with the 

Moving Window Method. The accuracy and effectiveness of the developed optimum 

infill drilling plan are justified through comparative studies using a standard reservoir 

simulation model that demonstrates that the proposed plan can effectively predict the 

optimum number of wells including the production rate of each well similar to those 

obtained from standard reservoir simulation studies. It is also inferred that reservoir 

simulation combined with MWM requires less data, and is much simpler and faster 

compared to standard reservoir simulation. It also worth noting that the content of this 

chapter is based on the authors paper, “Optimization of Infill Drilling in Whicher 

Range Field in Australia” (Al-Fatlawi et al., 2017c). 

* The content given in this chapter is based on the material published in authors' paper: 
Paper 3: Al-Fatlawi et al., 2017c
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4.1 Infill drilling 

Infill drilling can be referred to as simply adding new wells in a field after the initial 

field development plan to increase the recovery factor from the reservoir. The reservoir 

heterogeneity and the layer continuity affect the well conductivity, so adding more 

wells can decrease the well spacing, resulting in improving the well conductivity (L 

Guan and Du, 2004) and thus improve the recovery factor. Since adding new wells 

contributes to maximizing the recovery factor by increasing the production from 

incremental reserves by adding new wells and accelerate reserves produced from 

existing wells (Luo and Kelkar, 2010), it is considered a critical factor to optimize the 

production from any gas reservoirs, especially TGRs. Therefore, the infill drilling 

process should be controlled by applying an optimization technique rather than random 

addition. With the increasing importance of TGRs as an adequate future energy source, 

the importance of applying infill drilling in TGRs has received significant attention by 

the industry. Consequently, many TGR investors have become more interested in 

developing infill drilling techniques. Although, infill drilling is a complex challenge 

for reservoir engineers because of the number of variables, such as rock properties, 

well spacing, number of wells drill, and completion options, an important factor that 

needs to be taken into consideration is determination of the optimum number of infill 

drilling that will maximize the ultimate recovery of gas.  

4.2 Fundamentals of Moving Window Method (MWM) 

The Moving Window Method (MWM), also referred to as the Mosaic technique, is 

employed in this work with reservoir simulation modelling. In this method, a window 

is considered to move from one well to another well to analyse the infill potential 

inside each window. MWM compares the production data of old wells to new wells, 

and thus, specific conclusions can be drawn about well interference, extent of 

depletion, areas of undrained acreage and effect of changing the well spacing. The 

method is illustrated in Figure 4.1. 
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Figure 4.1 Illustration of Moving Window Method, showing the movement of the  

window across the test area (L Guan and Du, 2004) 

 

Compared to the previous versions of the MWM, this method adopts a highly rigorous 

model-based approach within each moving window. The model is fundamentally 

based on a pseudo-steady state flow equation and material balance equation. The 

model is simplified by assuming that the reservoir properties are homogeneous in each 

moving domain. Equation 4.1 illustrates the reservoir model was used in this technique 

(Derivation of this equation is clearly explained, (Linhua Guan, 2004)). 

 𝑙𝑛 𝑞 = 𝑙𝑛(𝑘ℎ) + 𝐶1 + 𝑙𝑛 (𝑝𝑖 − 𝑝𝑤𝑓 − 𝐶2

𝐺𝑝

𝐴
) − 𝑙𝑛(𝑙𝑛(√𝐴) + 𝐶3) 

4.1 

Where: 

C1 Intermediate result in the reservoir model of moving window technology 

C2 Intermediate result in the reservoir model of moving window technology 

C3 Intermediate result in the reservoir model of moving window technology 

The above equation was simplified using the parameters best year production rate (BY) 

and virgin best year (VBY) as proxies for production rate and kh, respectively. In the 

method developed by Linhua Guan (2004), the area of Voronoi polygon around each 

well was taken as a proxy for drainage area, A. In this chapter, the transient drainage 

area was calculated after a 5-year production period, which was used directly without 

any proxies. The modified 4D linear regression equation thus obtained is shown in 

Equation 4.2.  

𝐵𝑌 =  𝑓 (𝑉𝐵𝑌, 𝐺𝑝/𝐴, 𝐴)  4.2 
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BY is the best year production rate, an average production rate in 12 consecutive 

months, which can be calculated from the cumulative production for the best 12 

consecutive months divided by 12, 𝑞𝑔𝑖. Figure 4.2 illustrates how BY is calculated.  

VBY is virgin best year, the best year rate of a well at virgin conditions i.e., depletion 

effects removed. 

A is the transient drainage area around each well based on x, y well locations. 

Gp /A is cumulative production divided by drainage area. 

Equation 4.1 can also be written in a generalized form as shown in Equation 4.3. 

𝑦 =  𝑎𝑜 + 𝑎1𝑥1 + 𝑎2𝑥2 + 𝑎3𝑥3  4.3 

Where, 

ao, a1, a2 and a3 are constants in the above equation. The variables y, x1, x2, and x3 can 

be calculated using Equations (4.4-4.7). 

𝑦 =  ln(𝐵𝑌) 4.4 

 

𝑥1 = ln(𝑉𝐵𝑌) 4.5 

 

𝑥2 = ln(𝐺𝑝 𝐴⁄ ) 4.6 

 

𝑥3 = ln(ln(√𝐴)) 4.7 
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Figure 4.2 Illustration of how BY can be calculated (Guan, 2004) 

 

4.3 Steps to perform the Moving Window Analysis technique 

There are three steps to perform this technique, explained below. 

1. Data collection – For each well, i, in the field, five quantities have to be defined, 

namely, best year production (qgi), cumulative gas production (Gpi), drainage 

area (Ai), area of circular window centred around each well (Wi) and the time 

between initial field production and initial well production (t0i). 

a) BY, i.e. best year production rate (qg) is calculated by finding the 

cumulative production in the best 12 consecutive months, and then dividing 

it by 12. This can be obtained by observing the production data from the 

simulator. 

b) Cumulative production (Gp) is the cumulative production of each well 

during the observed production period of five years. 

c) Time interval between the date of first field production and that of each 

well (to). 

d) Transient drainage area (A) calculated using the transient drainage area as 

given by Equations 4.8 and 4.9 (Stuart Alan Cox et al., 2005). Transient 

drainage area was considered because within the 5 years period, the 

pressure regime was considered to remain transient for TGRs.  
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Transient drainage radius, 𝑟𝑡 = √(
kgt

377 øµgct
)    

4.8 

 

Transient radial drainage area, 𝐴 =  𝜋 𝑟𝑖
2 4.9 

 

According to L Guan et al. (2004), optimum window size varies normally between 4 

to 40 km2 (1,000 to 10,000 acres), and typically contains 5 to 20 wells. 

2. Determination of virgin best year (VBY) – 2D regression is performed within 

each window, Wi, to find the VBY rate of the well in its centre. For this, a linear 

model, 𝑞𝑔 = 𝑎𝑖𝑡0 + 𝑏𝑖, using t0i and qgi values of each well within that 

window, is used. The intercept of the model, bi, gives the VBY rate, qgi,dap. qgi,dap 

represents the best year rate at virgin conditions before the reservoir pressure 

starts to decline after production starts. This linear model represents the 

relationship between time and production with appreciable accuracy according 

to (Voneiff and Cipolla, 1996). This operation is performed using the Statistical 

Package for the Social Sciences (SPSS) from IBM Corporation.   

3. Formulation of 4D linear regression equation – A 4D regression is performed 

inside each window, Wi, by regressing the values of qgi,dap, Gpi and A for each 

well inside the window. Once the regression coefficients are determined, the 

4D linear equations can be formulated for each window. This regression is 

based on Equation 4.3. If the number of wells within a particular window is 

less than five, a regional regression will be used.  

4. Predicting the BY rates of infill wells – Once the 4D equations are developed, 

BY(qg) of a new well, i, inside Wi can be determined by inserting the 

corresponding values of the variables into the 4D equation formulated for that 

window. 

4.4 Development of the optimum infill drilling plan 

The following steps were followed in order to develop the optimum infill-drilling plan, 

designed specifically for the Whicher Range (WR) tight-gas field: 

1. Develop 3D dynamic reservoir model.  

2. Perform history matching of 3D simulation model for WR reservoir. 



120 

 

3. Determine the locations of the initial set of infill wells and simulate them using 

the reservoir model (Stage-1). 

4. Apply the MWM and develop the 4D regression equation for each window, W. 

5. Create the second set of infill wells and predict the corresponding BY rates 

using MWM (Stage-2). 

4.4.1 Development of 3D reservoir model 

The development of a 3D reservoir model, is a crucial part of this work, especially for 

an underdeveloped field, because it is the only source of obtaining the required data 

from an underdeveloped field like Whicher Range. Unlike other tight gas reservoirs 

with 1000’s of wells, WR field has only five wells of data, which made it a feasible 

task to analyse the core, log and production data from the wells, to construct a detailed 

model. The commercial reservoir simulator RUBIS, a module of software ECRIN suite 

(ver. 4.30.08) from KAPPA Engineering was used to create the simulation model.  

The model was built in two steps. Step 1 involved the development of a petrophysical 

model and Step 2 involved the development of the dynamic reservoir model using the 

data collected in Step 1. Once the model was created, it was history-matched.  

4.4.2 Determination of the locations and the simulation of the initial set of wells 

(stage-1) 

The main objective of this stage is to identify appropriate locations of new wells based 

on certain expected production rates of wells for a given minimum surface pressure, 

and expected production rates for a certain period of time (say 30 years) through 

reservoir simulation. In this particular study of the WR tight gas field, fractured 

vertical wells were considered. 

In order to identify the locations of the new wells in the WR tight gas field, the 

reservoir model was thoroughly analysed based on the cut-offs shown in Table 4.1. 

The reservoir properties such as porosity, permeability and water saturation in each 

layer were analysed based on the cut-offs, by studying the property maps and cross-

section maps of various locations in the field. Once the locations of new wells were 

identified, the wells were simulated for a period of 30 years (typical lifespan of a tight-

gas reservoir) to assess if they were productive with a minimum surface rate of 900 

Mscf/d and expected surface pressure of 200 psi. Based on the simulation, all 

unproductive wells were relocated or removed.  
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Table 4.1 Cut-offs used to select the location for drilling Stage-1 wells 

Parameter Cut-off 

Porosity, % > 6  

Water saturation, Fraction < 0.45 

Permeability, mD > 0.03  

Minimum surface rate at 200 psi minimum 

surface pressure, Mscf/d 

900  

 

Another factor considered while locating the wells, was that in order to apply the 

MWM in the next step, 5 to 20 wells are required within each window. However, as 

mentioned earlier, the WR field has only five wells of which only two have a short 

production history. Therefore, the new wells were located in such a way that they may 

satisfy this condition also. 

4.4.2.1. Determination of optimum flow rates  

All the selected wells described earlier were simulated for a period of 30 years to find 

the maximum production rate achievable from these wells. Table 4.2 shows the model 

parameters for selected Stage-1 wells.  

The maximum achievable initial production rate for each well was determined while 

maintaining a minimum surface pressure of 200 psi. For this, each well was manually 

optimised through a trial and error process, by varying the flow rates systematically, 

until the maximum rate the well could provide was attained.  

Once the maximum rates were determined, the entire reservoir, including the selected 

Stage-1 wells, was simulated for 30 years to understand the sweep efficiency of the 

wells. In addition, after observing, it was understood that there were many undrained 

areas in the reservoir. Hence a Stage-2 drilling plan was suggested which uses the 

MWM instead of the dynamic simulation method, making it much faster. 

Table 4.2 Properties of selected stage-1 wells 

Fracture length, ft 75 

Fracture conductivity, mD.ft 100 

Fracture type Multi-layered 

Minimum surface pressure, psi 200 

Minimum economic surface rate, Mscf/d 900 

Well type Vertical 
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4.4.3 Development of the 4D linear regression equations using MWM 

In this step, the MWM was applied by following the steps outlined in the previous 

section. A five-year production period was considered although the wells were 

simulated for 30 years. The reason for choosing five years was that, from a practical 

point of view, Stage-2 had to be initiated after observing the five-year production 

response of Stage-1. There was no point waiting for 10 or 20 years as the would be 

less area swept by Stage-1 wells because of low permeability (for TGR) and 

consequently, more wells would be required for increasing the recovery factor. In 

addition, unlike a conventional reservoir, the drainage area of a tight formation 

changes with time, as the pressure regime remains transient for a long period, 

depending on the level of permeability. The pressure regime of WR tight gas field 

therefore was considered to remain transient for the five-year period, which required 

calculating the transient drainage area (A). In this study, the transient area was 

calculated using Equations 4.8 and 4.9 (Stuart Alan Cox et al., 2005). The regression 

analysis was performed using the Statistical Package for the Social Sciences (SPSS) 

from IBM Corporation. 

4.4.4 Creating the second set of infill wells, and predicting the corresponding 

Best Year (BY) rates using MWM (stage-2) 

This step involved two parts: locating the wells and finding the best year rates of the 

new wells, outlined in the following sections. 

4.4.4.1 Locating the wells 

To find the location, the current reservoir model with the Stage-1 wells, as described 

in previous section, was simulated for 30 years, and the pressure maps obtained were 

analysed. After careful analysis, it was observed that some areas were not drained. So 

new wells were located in those areas to increase the ultimate recovery of the field. All 

the wells considered were fractured vertical due to the conditions of the tight gas 

reservoir.  

4.4.4.2 Determination of the Best Year (BY) rates of the wells 

Once the new wells had been located, the 4D linear regression equations developed in 

the previous step were used to find the corresponding Best Year (BY) rates, Virgin Best 

Year (VBY) rates, transient drainage area (A) and cumulative production. VBY was 
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calculated by drawing a window around each new well and performing a 2D regression 

analysis. The static reservoir model was used to calculate average porosity, 

permeability, saturation and thickness of each well. 

4.5 Methodology for creating the alternative infill drilling plan 

The alternative plan was created to test the effectiveness of the proposed optimum 

plan. The alternative method was created by placing the same number of wells as in 

the optimum plan, but at arbitrarily selected locations. All the wells had exactly the 

same properties as those in the optimum plan. This plan was created and simulated 

using the same simulator RUBIS from KAPPA-ECRIN. In addition, the average 

production rates of the wells in the optimum plan were considered as the target 

production rates, while simulating the alternative plan. Table 4.3 shows the model 

parameters used to model the alternative infill-drilling plan. 

 

Table 4.3 Model parameters of the alternative infill drilling plan 

Formation top, ft 12,137 

Initial reservoir pressure, psi 6200 

Gas specific gravity 0.63 

Reservoir temperature, oF 210 

Gas viscosity at initial conditions, cP 0.03 

Gas formation volume factor, cf/scf 0.003 

Number of wells 63 

Fracture length, ft 75 

Fracture conductivity, mD.ft 100 

Fracture type Multi-layered 

Minimum surface pressure, psi 200 

Minimum economic surface rate, Mscf/d 900 

Well type Vertical 

Target flow rate, Mscf/d 13000  
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4.6 Results and discussions 

The results and their detailed analysis, pertaining to both the optimisation plan and the 

alternative plan, have been clearly explained below. Figure 4.3 shows the history-

matched 3D model created using RUBIS (KAPPA-ECRIN). 

 

Figure 4.3 - 3D model of Whicher Range North 

 

4.6.1 Development of optimum infill drilling plan 

This plan was developed following the method outlined in the previous section. 

4.6.1.1 Stage–1 of the infill drilling plan 

This stage was developed using the simulator RUBIS from KAPPA-ECRIN that 

proposed 31 new wells to be drilled in various locations across the field.  

4.6.1.1.1 Selection of well locations 

In order to locate new wells, reservoir properties like porosity, permeability and 

saturation were studied using the property maps and the cross-sections at different 

locations as shown in Appendix B. Figures B.1 – B.3 in Appendix B show, respectively 

cross sections of porosity, permeability and gas saturation distribution, and Figure B.4 

shows porosity maps of the sand layer, which were used for selecting the best locations 

for the new wells. Likewise, a large number of maps were analysed. The arbitrary cut-

offs used are given in Table 4.1.  
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Apart from analysing the reservoir properties, it was also ensured that least 5 wells 

were within each window to aid the application of the MWM and to develop the Stage-

2 wells. Through this process, 31 new wells were created, and their locations are shown 

in Figure 4.4. All the wells considered were vertical, and all the sand layers were 

hydraulically fractured. 

The maximum achievable gas production rates for the 36 wells, as shown in Table B.1 

in Appendix B, were determined by simulating the entire reservoir for a period of 30 

years, against a minimum surface pressure of 200 psi. The manual optimisation process 

involved around 10 iterations for each well. 

 

Figure 4.4 Two sample windows created around Well 4 and Well 25, which contain 

eight and five wells respectively. The geographic locations of the 36 wells are also 

shown. 

 

4.6.1.2 Stage-2 of the infill drilling plan 

After finding the production rates of all the Stage-1 wells, they were simulated for 30 

years to detect undrained areas (if any). Figures B.5–B.6 in Appendix B show the 

pressure maps of WR, after 15 and 30 years of production, respectively. Due to the 

large number of wells involved, the reservoir could not be simulated as a single model 

due to the memory limitations of the simulator. So, it was compartmentalized into two 
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parts by assuming that the fault transmissibility was equal to zero (which is true for a 

TGR). 

From Figure B.6 in Appendix B, it can be observed that there were many areas which 

have not been drained at all (areas indicated by red). The pressure waves did not reach 

these areas due to the low permeability of the reservoir. In order to improve the sweep 

efficiency, more infill wells need to be drilled. This will not only increase the ultimate 

recovery, but also accelerate the production rate, thereby recovering the maximum 

quantity of gas within the leasing period of the company. This led to the decision to 

drill Stage-2 infill wells. 

4.6.1.2.1 Location of the Stage-2 infill wells 

The locations for the new wells were selected with the main intention of draining the 

undrained areas. If new wells were not drilled, it would take much more than 30 years 

to drain the reservoir, and even then, some areas might still be undrained due to 

heterogeneity of the reservoir. Figure B.7 in Appendix B shows the pressure map of 

the Stage-1 reservoir after 30 years, with the proposed locations of the Stage-2 wells. 

In this way, 27 vertical fractured wells were proposed. Figure 4.5 shows the map of 

the WR field with 63 wells. 

 

Figure 4.5 Locations of all 63 wells in the Whicher Range field   
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4.6.1.2.2 Best Year Rates (BY) of the Stage-2 wells using MWM 

In order to find the Best Year rates of the new wells, first the 4D linear equations were 

formulated for each window. Then, by substituting the properties of the new wells into 

the equation, the Best Year rates of the Stage-2 wells were calculated. Table B.2 in 

Appendix B shows the Best Year rates of the Stage-2 wells. 

4.6.1.2.3 Best Year (BY) rates of the Stage-2 wells from simulation 

BY rates of the Stage-2 wells were also calculated using the reservoir simulator to 

check the accuracy of the MW method. For this, BY rates were calculated based upon 

maximizing the production rates through optimisation of the well planning process. 

Table B.3 in Appendix B shows the BY rates of Stage-2 wells determined by the 

simulator. Figure 4.6 shows the pressure map of the WR field after 30 years of 

production after placing the Stage-2 wells. Moreover, Table 4.4 shows the production 

data for the 30 years period. 
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Figure 4.6 Pressure maps of the Whicher Range reservoir after 30 years (Stage-2) 

 

From the pressure map, it can be seen that the pressure waves reached the boundaries, 

but the average reservoir pressure was still high enough (around 3800 psi) to support 

further production. Therefore, a Stage-3 program could be developed with a greater 

number of infill wells for better sweep efficiency and enhanced recovery of gas. 

Nevertheless, this depends on how much capital the company would be ready to invest. 

However, this discussion is beyond the scope of the focus of current study. 

Table 4.4 Production data after 30 years of production for optimum plan 

Parameter Value 

Cumulative production in 30 years, Bscf 1656 

Number of producing wells 60 

Recovery factor, % 34 

GIIP, Bscf 4950 

 

From Figure 4.7, it can be seen that the production from the optimum plan (1655 Bscf) 

was about 24 times that of the base model (70 Bscf). Therefore, implementation of this 

optimum plan could increase the recovery factor from 1.5% to 34% of the base model 

(initial reservoir).  
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Figure 4.7 Cumulative production as a function of time for the optimised plan and base 

model 

 

4.6.2 Production Performance Analysis 

The analysis of predicted production performance of all the wells in the optimum plan 

is discussed in this section. When production history is available, it can be analysed to 

identify production patterns in a reservoir. But for the WR field, there was not much 

history available, and so the predicted performance was analysed to detect production 

patterns between the wells. This is helpful in identifying anomalous behaviour of wells 

(Bhattacharya and Nikolaou, 2013). The data inferred from this analysis can be used 

to predict the behaviour of new wells. Another use of this analysis is that, by looking 

at the predicted production rate curves, the production engineer can predict when each 

well has to be shut-in and opened to maintain an economic level of production. 

 

Table 4.5 shows the observations made from the production curves (flow rate vs time 

plots) for each well and Table 4.6 focuses on the inferences made by analysing the 

observations listed in  

Table 4.5. 

The main reason for the above-mentioned similarities in behaviour is the similarity in 

reservoir properties, like porosity, permeability and gas saturation, in the well 

0

200

400

600

800

1000

1200

1400

1600

1800

2000

0 5 10 15 20 25 30

C
u
m

u
la

ti
v
e 

p
ro

d
u
ct

io
n
, 
B

sc
f

Time, years

Optimized

Base



130 

 

locations. 

 

Table 4.5 Observations made from the production curves 

Behaviour Well. No. 

Well that stops production by 15 years 4 

Well that stops production by 20 years 18, 19, 20, 44, 49, 58 

Well that stops production by 25 years 29, 50, 63 

Well that stops production by 30 years 6, 7, 8, 21, 22, 24, 28, 36, 37, 48, 

55 

Well that produce for 30 years and still  

has potential 

1, 9, 10, 11, 12-17, 23, 25, 26, 27, 

30-35, 38-43, 45, 46, 47, 51-54, 

56, 57, 59-62 

  

Initial flow rate <5000 Mscf/d 4 

Initial flow rate 5000 - 10000 Mscf/d 6, 7, 8, 9, 18-30, 31, 34, 36, 37, 44, 

45, 48, 49, 50, 51, 52, 54, 55, 58, 

62 

Initial flow rate 10000 - 15000 Mscf/d 1, 10, 11, 13-17, 31, 32, 33, 35, 

38-43, 46, 47, 51, 52, 53, 56, 57, 

59, 60, 61 

Initial flow rate >15000 Mscf/d 12 

 

Table 4.6 Inferences made by analysing the observations 

Behaviour Well. No. 

Wells that have an initial rate between 

5000-10000 Mscf/d and stop 

production by 30 years 

6, 7, 8, 24, 28, 48 

Wells that have an initial rate between 

5000 – 10000 Mscf/d but still have 

potential even after 30 years 

9, 23, 25, 26, 27, 30, 31, 34, 45, 51, 

52, 54, 62 

Wells that have an average initial rate 

of 10000 - 15000 Mscf/d but still have 

potential even after 30 years 

1, 10, 11, 13-17, 31-35, 38-43, 46, 

47, 51, 52, 53, 56, 57, 59, 60, 61 

 

4.6.3 Alternative infill drilling plan 

Figure 4.8 shows the location of the wells as per the alternative plan outlined earlier in 

the methodology section. As mentioned, the only difference between the optimum 

model and the alternative model was the way in which the wells were arranged in the 

field, while all other parameters remained the same.  
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Figure 4.8 Location of wells in the alternative infill-drilling plan 

 

Table 4.7 shows the production data after 30 years of operation. This plan was capable 

of producing only 1145 Bscf of gas, in 30 years, through 60 wells. 

Table 4.7 Production data after 30 years of production for the alternative plan 

Parameter Value 

Cumulative production in 30 years, Bscf 1145 

Number of producing wells 60 

Recovery factor 23 

GIIP, Bscf 4950.4 

 

From the pressure maps (Figure 4.9), it is evident that there was a lot of interference 

between the wells, which had led to a drop in productivity and consequently reduced 

the gas recovery. In addition, the average pressure of the reservoir was still high, even 

though 60 wells were producing. All this was because the wells were not optimally 

placed. So, if such a plan were to be implemented, the company would need to drill a 

huge number of wells to drain the reservoir, which may not be economically feasible.  
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Figure 4.9 Pressure maps after a 30-year production period after implementing the 

alternative plan 

 

4.6.4 Comparison of Optimum Infill Drilling Plan with Alternative Plan 

Three different scenarios were considered to carry out a comparative study in order to 

justify the effectiveness of the proposed method as well as the developed optimum 

infill-drilling plan. These scenarios are:  

a) Optimum plan, which was developed in two stages following the method 

developed in this study.  

b) Alternative plan, which was almost similar to the developed optimum plan 

in all aspects except that the wells were located randomly without any logic 

involved; and 
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c) Base plan, which was based upon five exploration wells, of which only two 

were producing. 

From Figure 4.10, it can be observed that the optimum plan, alternative plan and base 

plan produced 1655, 1140 and 70 Bscf, respectively. The optimised plan was capable 

of producing 30% more than the alternative plan and 96% more than the base plan. 

Hence, the optimised plan appeared to be more efficient and profitable compared to 

the other plans. 

 

Figure 4.10 Cumulative production of optimised, alternative and base plan vs time 

 

4.6.5 Comparison of MWM and reservoir simulation results 

The Best Year (BY) rate predictions for Stage-2 wells from MWM were compared with 

that from the reservoir simulation results. In Figure 4.11, the BY rates from the 

simulation were plotted against the BY from MWM. From Figure 4.11, it can be 

prominently seen that the majority of BY rates predicted by MWM were very close to 

those predicted using the simulator. The reason for the error in some values may have 

been due to the use of global or regional regression in some locations due to the lack 

of sufficient numbers of wells within certain windows. 
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Figure 4.11 Comparison of the BY rates from MWM and reservoir simulation 

 

A method to determine optimum infill drilling plan is proposed and presented in this 

chapter. The method was developed based upon reservoir simulation modelling 

combined with the Moving Window Method (MWM). This method was applied to 

develop an optimum infill-drilling plan for the Whicher Range, an Australian tight gas 

field.  

Based on this study a 2-stage plan with 58 new infill wells is proposed. Stage-1 

proposes 31 new wells at various locations, which were selected by sweet-spot 

analysis, and the production rates were predicted with the help of the dynamic 

simulation model. Stage-2 proposes 27 more wells, which were located with the sole 

intention of draining the undrained acreage. Moreover, MWM was applied for 

predicting the best year rates of these wells. The plan was compared with an alternative 

plan, with wells with the same properties but drilled at random locations. The results 

demonstrated that the proposed optimum plan for the WR tight gas field is capable of 

producing 30% more than the alternative plan.  

The level accuracy of the proposed method is justified by comparing the results with 

that from the reservoir simulator. In addition, it was observed that the proposed method 

is capable of predicting the best year rates (BY) with appreciable accuracy; and it is 
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observed based on this study that the proposed optimum plan for the WR tight gas field 

should increase the ultimate recovery up to 1.7 Tscf. 
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Chapter 5: Hydraulic Fracture Optimization using Numerical 

Reservoir Simulation 

The optimization process has turned out to be a central element of any decision-making 

process. In case of tight gas reservoir development, optimization plays a critical role. 

Generally, optimization has become a pivotal element in all areas of academic studies 

and has practical uses in real applications (Luptacik, 2010; Raju, 2014; Rao, 2009; van 

Ackooij et al., 2017; Vasant, 2012). In particular, petroleum engineering disciplines 

have been strongly developed by applying and combing simulation and optimization 

techniques (AL-FATLAWY, 2004; Mohammed S Al-Jawad and Hassan, 2010; 

Brandman et al., 2018; Hassan and Al-Jawad, 2005; Lessard, 2003; Mantica et al., 

2001; Tekin and Sabuncuoglu, 2004; Viadana et al., 2012). Economic production of 

vertical wells in tight gas reservoirs (TGR) is definitely required, and applying 

hydraulic fracturing technique is the best possible completion technique for every 

unconventional gas reservoir (M. J. Economides and Martin, 2007). While hydraulic 

fracturing is the key for the economic recovery of hydrocarbon from tight gas 

reservoirs (TGRs), it is critical to determine the optimum fracture properties (i.e. 

length, width, numbers, fracture conductivity) for a given set of reservoir parameters. 

For instance, though a well induced with a larger hydraulic fracture half-length may 

provide a larger production rate (i.e. better well performance), it does not necessarily 

mean that a fracture length greater than an economically optimum length will generate 

more profit from the well.  

The optimization of the production strategy of the vertical hydraulic fractured well is 

important to determine the optimum feasible fracture half-length which leads to 

calculating the maximum cumulative gas production for maximizing the net present 

value. The main cornerstone to design optimally hydraulic fracture wells is the 

estimation of the feasible cumulative gas production and the economic analysis of the 

production benefits. However, the design of the hydraulic fracturing includes many 

challenges (Al-Driweesh et al., 2014; Fallahzadeh et al., 2017; Uddameri et al., 2015). 

One of the main design challenges is the accurate computation of the optimum fracture 

half-length (Wei and Holditch, 2009; Yu et al., 2014). The optimization of the 

hydraulic fracturing requires a time-consuming process that needs numerous 

simulation runs which demand an enormous memory size and tedious simulation time. 

The required memory size and time is dependent on the size of the reservoir, the range 
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of fracture half-length, the heterogeneity of the porous media and the highly nonlinear 

gas flow behaviour in porous media. 

This study aims to investigate different optimization techniques, including limitations 

to optimizing fractured vertical and multistage hydraulic fractured horizontal wells 

through numerical reservoir simulation models coupled with optimization techniques. 

The optimization technique is based on direct-search methods such as the simplex 

method (Chong and Zak, 2013) or random search methods such as the genetic 

algorithm (Arora, 2015). To perform the optimization technique, net present value 

(NPV) and cumulative gas production (Gp) are considered as objective functions, while 

fracture half-length (xf) is set as a decision variable. Five optimization techniques are 

employed to assess the performances of each technique based on of two criteria: (i) the 

values of the objective functions; and (ii) the number of required simulation runs to 

reach the optimum solution. These two criteria indicate the efficiency of each 

optimization technique to accomplish the function evaluation in the least number of 

simulation runs. The chapter provides simple and efficient guidance to determine the 

most suitable optimization technique under different reservoir conditions and 

production scenarios to optimize fracture half-length for hydraulic fractured vertical 

wells in TGRs. 

Figure 5.1 presents the workflow suggested in this chapter to identify the best 

optimization technique to find the optimum fracture half-length with the minimum 

number of simulation runs for hydraulic fracture vertical wells in TGRs. Twelve real 

and mechanistic reservoir simulation models are designed for competency assessment 

of each optimization technique under different well and reservoir conditions. 
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Figure 5.1 Flow chart of the study 
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5.1 Integrated Reservoir Simulation and Optimization techniques 

The integrated reservoir simulation and optimization techniques is considered as an 

efficient tool to maximize the production and revenue in the oil and gas industry 

(Abukhamsin, 2009; Suwartadi, 2012; Temizel et al., 2017; Völcker, 2011). In this 

chapter, we will present a handful of the most used gas reservoir simulator, such as 

Petrel/Eclipse integrated with different optimization techniques. The optimization 

techniques include direct-search methods and random search methods to maximize the 

net present value (NPV) and cumulative gas production (Gp) with respect to hydraulic 

fracture parameters, for instance, fracture half-length for the hydraulic fractured 

vertical wells in TGRs. The chapter emphasises the investigation of the accuracy and 

limitations of each optimization technique integrated with reservoir simulation tasks 

in view of identifying the most feasible optimization techniques.   

In general, the working mechanism of the integrated reservoir simulation and 

optimization techniques starts by the optimization engine prior to reservoir simulator. 

First of all, the optimization engine creates the initial values of decision variable (xf1, 

…. , xfn), and then the reservoir simulation calculates the objective function (NPV) 

based on the initial values of the decision variables. After that, if convergence criterion 

is met, the optimal solution is achieved. Otherwise, the decisions variables are updated 

by the optimization engine and pass back to the reservoir simulator to calculate the 

objective function using the updated variables. The optimization-reservoir simulation 

cycle continues until the convergence criterion is met. The process is described in 

Figure 5.2. The working mechanism of the integrated reservoir simulation and 

optimization techniques encounters many difficulties associated with the required 

runtime, the necessary number of simulation runs, the capacity of the computer and 

the number of decision variables. All of these challenges affect the performance of 

each optimization, and integrated with reservoir simulation, to provide an accurate and 

fast optimum solution. 
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Figure 5.2 Flow diagram describing the integrated reservoir simulation and 

optimization process. 
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5.2 Objective function 

The objective function in this particular study refers to what the petroleum companies 

intend to maximize. In this study, the objective function used for the optimization is 

net present value derived based on the cumulative gas production (Gp) for the period 

of the petroleum life cycle. This study considered 30 years as the petroleum life cycle. 

Therefore, two objective functions are considered: net present value (NPV) and 

cumulative gas production (Gp). The convergence threshold for the objective function, 

Gp or NPV, as a solution was assumed to be equal to 1%, below which the solution 

was considered as satisfactory. The convergence threshold applied in all optimization 

techniques used in this chapter is calculated using Equation 5.1. 

𝐶𝑇 =  |
𝑁𝑃𝑉𝑛𝑒𝑤 − 𝑁𝑃𝑉𝑜𝑙𝑑

𝑁𝑃𝑉𝑛𝑒𝑤
| × 100% 5.1 

Where: 

CT is the convergence threshold. 

NPVnew is the net present value at the end of the new iteration (i+1). 

NPVold is the net present value at the end of the old iteration (i). 

 

Since economy often drives any feasibility study of any prospective hydrocarbon 

reservoir, the net present value (NPV) and cumulative gas production (Gp) are 

considered as objective functions in this study. NPV mainly depends on cumulative 

gas production, capital costs and operating costs. 

The objective of this study, as described in this chapter, is to identify the most feasible 

optimization technique integrated with reservoir simulation studies for the 

optimization of fracture half-length of fractured vertical wells in a TGR for 

maximization of cumulative gas production (Gp) and/or net present value (NPV) for a 

tight gas field for a 30-year production life cycle. 

The cumulative gas production should as much as possible maximize NPV. The 

maximization of cumulative gas production is associated with the maximization of the 

gas production rate (qt), therefore the maximum Gp can be expressed by Equation 5.2. 
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𝑀𝑎𝑥𝑖𝑚𝑢𝑚 𝐺𝑝 = 𝑀𝑎𝑥𝑖𝑚𝑢𝑚  ∑∫ 𝑞(𝑡)

𝑡𝑝

0

  𝑑𝑡

𝑚

𝑖=1

 5.2 

Where, 

i is the counter of the time steps. 

m is the total number of time steps. 

 

The second objective function is net present value that is mainly the function of 

cumulative gas production and capital and operating expenditure (CPEX and OPEX), 

which are strongly a function of fracture half-length for a number of hydraulic 

fractured vertical wells, and can be expressed as: 

 

𝑂𝑏𝑗𝑒𝑐𝑡𝑖𝑣𝑒 𝑓𝑢𝑛𝑐𝑡𝑖𝑜𝑛 = 𝑀𝑎𝑥𝑖𝑚𝑢𝑚 𝑁𝑃𝑉 = 𝑓 (𝐺𝑝, 𝑐𝑎𝑝𝑡𝑖𝑎𝑙 𝑐𝑜𝑠𝑡𝑠, 𝑜𝑝𝑒𝑟𝑎𝑡𝑖𝑛𝑔 𝑐𝑜𝑠𝑡𝑠)

= 𝑓 (𝑥𝑓1, 𝑥𝑓2, …… . , 𝑥𝑓𝑛)  

Where: 

n if the number of wells to be hydraulically fractured.  

Therefore, NPV calculated for n number of wells can be expressed by Equation 5.3. 

𝑁𝑃𝑉 = ∑∑[
𝑁𝐶𝐹

(1 − 𝐷𝑅)𝑖
]
𝑖

𝑚

𝑖=1

𝑛

𝑗=1

  5.3 

 

Where,  

NCF = net cash flow = Rn - En 

DR = discount rate 

m   = the total number of time steps. 

 

The details of the NPV model will be discussed in Chapter 6.  

 

5.3 Decision variables 

The fracture half-length (xf) was considered the optimizing parameter for the models, 

with all other parameters kept constant for each optimization task. Fracture half-length 
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(xf) for hydraulic fractured vertical wells was adopted as a decision variable because it 

was the main parameter controlling the extent of the flow area between the vertical 

well and the reservoir, and thus was the decision variable in the optimization study. 

The plan for the research included performing optimization on fracture half-length for 

single and multi-well scenarios. With multi-well scenarios, investigations were 

performed into performance of optimization techniques under two different 

assumptions: (i) xf was assigned to be the same value for all wells as shown in Figure 

5.3, and (ii) xf was assigned to be independent for each of the three wells as shown in 

Figure 5.4. Therefore, each case was carried out under the second assumption, which 

had three decision variables, where each decision variable represented the value of 

fracture half-length for a fractured vertical well. 

 

 

Figure 5.3 Schematic of the multi-well scenario with the same fracture half-length for 

all wells 

Well No.2 

Well No.1 

Well No.3 

xf 
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Figure 5.4 Schematic of the multi-well scenario with the independent fracture half-

length for each well 

 

5.4 Optimization techniques 

There are number of optimizations techniques, including gradient-based or gradient-

free methods, the downhill simplex, and genetic and neural network algorithms. The 

gradient-based optimization requires reliable derivatives of the objective function to 

achieve the optimal solution at the desired convergence threshold. The key limitation 

of this technique is that it can converge to unfavourable local minima/maxima rather 

than the global optimal solution for a complex nonlinear function that has a number of 

local optimal solutions. Regarding reservoir performance optimization, the importance 

of gradient-free optimization emerges to optimize nonlinear functions that cover most 

of the reservoir performance problems. Therefore, in the next sections various 

optimization techniques are elaborated that were used within the reservoir simulation 

to search for the optimal fracture half-lengths to maximize the NPV or Gp, objective 

functions.  

5.4.1 Downhill simplex method 

The downhill simplex method is also referred to as the Nelder-Mead method (Nelder 

and Mead, 1965). It simply bases on the idea of geometric simplexes where the vertices 

of simplex represent the decision variables that are changed to reach the optimal 

Well No.2 

Well No.1 

Well No.3 

xf2 

xf1 

xf3 
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solution at the optimum decision variables. This optimizer demands limited inputs 

which are the number and initial values of the decision variables, the upper and the 

lower limits of constraints, and the maximum allowed number of iterations. To avoid 

unfavourable termination before the convergence criteria are met, the maximum 

number of iterations is set to be as high as practical. 

The Nelder-Mead simplex method utilizes a simplex structure to search in a n-

dimensional space. A simplex is a polygon in n-dimensional space composed of n + 1 

vertices. To perform the optimization process, the Nelder-Mead method retrains the 

simplex with n+1 vertices at each iteration. For the optimization problem in this 

research, each vertex of each simplex represented a value of fracture half-length, and 

NPV was calculated at each vertex at each iteration to evaluate the objective function. 

The solution steps based on the Nelder-Mead simplex method are achieved by the 

following sequence. In addition, Figure 5.5 shows a simplified Flowchart of Nelder-

Mead simplex algorithm used in this study.  

1. Assume initial values of fracture half-length to form the initial simples. 

2. The primary step to execute the optimization process is sorting. At the end of 

each iteration, three values of objective functions are calculated: the vertex 

with the highest NPV represents the best fracture half-length (xfh), the vertex 

with NPV between the largest and the least values appears to be the next-to-

worst fracture half-length (xfm), and the vertex with the least NPV is the worst 

fracture half-length (xfl). After completing the sorting process, the worst 

fracture half-length (xfl) is replaced by the value derived from the average of 

the vertices (xfavg) at the next iteration using Equation 5.4 as expressed below: 

𝑥𝑓𝑎𝑣𝑔 = 
1

𝑛 + 1
 ∑ 𝑥𝑓𝑗

𝑛+1

𝑗=1

 5.4 

3. Nelder-Mead simplex algorithm includes five search operations: 

 Reflection: It merely reflects the worst fracture half-length (xfl) on the average 

of the vertices (xfavg) to obtain a new value called the reflected fracture half-

length (xfreflection), which are calculated using Equation 5.5 following the 

reflection search operation to calculate xfavg: 

𝑥𝑓𝑟𝑒𝑙𝑒𝑐𝑡𝑖𝑜𝑛 = 𝑥𝑓𝑎𝑣𝑔 + 𝑎1 (𝑥𝑓𝑎𝑣𝑔 − 𝑥𝑓𝑙) 5.5 

http://context.reverso.net/translation/english-arabic/by+the+following+sequence
http://context.reverso.net/translation/english-arabic/by+the+following+sequence
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Based on the calculated NPV at xfreflection, the solution considers one of following search 

options described below: 

(a) If NPV(xfb) ≤ NPV(xfreflection) < NPV(xfm), xfl is replaced by xfreflection and the 

solution moves to Step 4. 

(b) Expansion: if the NPV(xfreflection) is greater than NPV(xfb), then the descending 

direction from xfl to xfreflection is correct, and the polygon is extended using 

Equation 5.6 to calculate NPV(xfexpansion). IF NPV(xfexpansion) > NPV(xfreflection), 

then xfreflection is replaced by xfexpansion and the solution moves to Step.4; 

otherwise (i.e., if NPV(xfexpansion) < NPV(xfreflection)), then xfl is replaced by 

xfreflection and the solution moves to Step 4. 

𝑥𝑓𝑒𝑥𝑝𝑎𝑛𝑠𝑖𝑜𝑛 = 𝑥𝑓𝑟𝑒𝑙𝑒𝑐𝑡𝑖𝑜𝑛 + 𝑎2 (𝑥𝑓𝑟𝑒𝑙𝑒𝑐𝑡𝑖𝑜𝑛 −  𝑥𝑓𝑎𝑣𝑔) 5.6 

(c) Inside contraction: If NPV(xfreflection) is less than NPV(xfl), then a new point 

(xfin-cont) is assumed in between the xfl and xfavg using Equation 5.7, and 

NPV(xfin-cont) is calculated. IF NPV(xfin-cont) > NPV(xfl), then xfl is replaced by 

xfin-cont and the solution moves to Step 4. Otherwise, (i.e., IF NPV(xfin-cont) < 

NPV(xfl)), then the solution goes to Step 3(e) (Shrinking). 

𝑥𝑓𝑖𝑛−𝑐𝑜𝑛𝑡 = 𝑥𝑓𝑎𝑣𝑔 − 𝑎3 (𝑥𝑓𝑎𝑣𝑔 −  𝑥𝑓𝑙) 5.7 

(d) Outside contraction: If NPV(xfm)>NPV(xfreflection)> NPV(xfl), then a new point 

(xfout-cont) is assumed in between the xfreflection and xfavg using Equation 5.8, and 

NPV(xfout-cont) is calculated. IF NPV(xfout-cont) > NPV(xfl), then xfl is replaced by 

xfout-cont and the solution moves to Step 4. Otherwise, (i.e., IF NPV(xfout-cont) < 

NPV(xfl)), then the solution passes to Step 3(e) (Shrinking). 

𝑥𝑓𝑜𝑢𝑡−𝑐𝑜𝑛𝑡 = 𝑥𝑓𝑎𝑣𝑔 + 𝑎3 (𝑥𝑓𝑎𝑣𝑔 −  𝑥𝑓𝑙) 5.8 

(e) Shrinking: All the vertices of the simplex except xfb should be shrunk using 

Equation 5.9: 

𝑥𝑓𝑖 = 𝑥𝑓𝑏 + 𝑎4 (𝑥𝑓𝑖 −  𝑥𝑓𝑏) 5.9 

 

Nelder and Mead (1965) recommended that the values a1 = 1, a2 = 2, a3 = 0.5 and a4 

= 0.5 be employed (Gavin, 2013). 
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4. Termination criteria is ascertained by calculating the convergence threshold 

using Equation 5.1. If the convergence threshold is less than 1%, then the 

solution achieves the final solution. Otherwise, a new iteration should be 

started from Step 2 based on the updated values of xf. 

 

5.4.2 Simplex non-linear method 

The simplex non-linear method was an improved form of the simplex optimizer 

(Nelder and Mead, 1965), explained above, which considers non-linear and linear 

constraints. Regarding the mechanism of search operations, they are the same as the 

operations of the downhill simplex method explained in Section 5.4.1. In terms of 

input, all required data are similar to the data required for downhill simplex except the 

constraints that could be nonlinear and linear. The convergence threshold that is 

calculated using Equation 5.1 was assigned below 1%.  
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Figure 5.5 Flowchart of Nelder-Mead simplex algorithm used in this study 
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5.4.3 Evolutionary strategy method 

Evolutionary computations have been vastly utilized to solve different kinds of 

optimization problems (Arnold and Beyer, 2002; Coello et al., 2007; Eiben and Smith, 

2003; Kramer, 2016; Mezura-Montes and Coello, 2005). One of the most important 

evolutionary algorithms from the area of evolutionary computation is an evolution 

strategy (ES), which is considered as a global optimization algorithm (Brownlee, 2011; 

Hans-Paul Schwefel, 1995). ESs have been broadly employed to solve numerous 

optimization problems (Greenwood and Liu, 1998; Kramer, 2016; Mezura-Montes and 

Coello, 2005; F. Schweitzer et al., 1997), and have played a noteworthy role in 

optimizing the performance processes in the oil and gas industry (Bouzarkouna et al., 

2012; Foroud et al., 2018; Hamdi et al., 2015).  

Evolution strategies (ESs) are the algorithms which simulate on the basis of the 

principle of natural evolution. The strategies are based on the same main processes of 

natural evolution, and primarily use selection, recombination and mutation as search 

operators (Back et al., 1991; Kramer, 2016; Kramer et al., 2011; Michalewicz, 1996; 

Hans-Paul Schwefel, 1995). ESs were first recommended by H-P Schwefel (1965) and 

Rechenberg (1965) as a simple form known as (1+1), which operates on the grounds 

of two designs; a parent and a child (Beyer and Schwefel, 2002; Foroud et al., 2018; 

Lopes et al., 2016). The evolutionary strategy (ES) optimizer was grounded on 

evolutionary concepts, and has the capacity to evaluate various initial generations of 

cases, defined as parents. Successive generations were formed from promising parents 

in each prior generation applying search operations as selection, recombination and 

mutation. A set of strategy parameters should be stated defined, which include the 

mixing number (ρ), number of parents (µ), offspring (λ) per generation and others as 

listed in Table 5.1.  

The ES mainly consists of four stages categorized into one initialization stage and three 

optimization mechanisms: selection, recombination, and mutation. In the initialization 

stage of the evolution strategy, a population consisting of a certain number of candidate 

solutions (xfi) is generated, where the initial values of fracture half-length should be 

less than or equal to the upper bound and greater than the lower bound as shown below: 

𝑥𝑓
𝐿  <  𝑥𝑓   ≤  𝑥𝑓

𝑈 

Where: 
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𝑥𝑓
𝐿 is the lower bound of fracture half-length, ft. 

𝑥𝑓
𝑈 is the upper bound of fracture half-length, ft. 

Then, the ES optimizer operates the selection mechanism to assess the objective 

function of a population of cases, so the best cases are selected to transit into the next 

generations. Recombination is operated to exchange the variables between the selected 

cases, so that the subsequent generations of cases can be formed. The recombined cases 

use an arithmetic average to estimate the values for the subsequent generation of cases. 

Finally, the mutation is run to make outliers from the present trend in the data, thus 

that new spaces of the problem's geometry can be investigated at the same time. 

The ES has been developed since it’s innovation by students at the Technical 

University of Berlin (Rechenberg, 1965; H-P Schwefel, 1965) until the present. The 

main historical development of ES focuses on the number of parents and children per 

generation, so the four main jumps in the trip of ES are: 

1. (One parent + One child) ES with binomially distributed mutations which was 

founded by H-P Schwefel (1965). 

2. (One parent + One child) ES with Gaussian mutations which was founded by 

Rechenber (Rechenber, 1971, 1973). 

3. (µ+1) or steady-state ES which was developed by Rechenberg (1994). This ES 

is considered an important development because it changes the mechanism of 

the selection scheme from generation replacement of the main population, but 

rather replaces one individual per iteration of the main recombination-

mutation-selection round of the solution (Bäck et al., 2000). 

Generally, the fulfilment of the ESs mainly relies on the adjustment of the mutation 

strength. All of the above ESs mostly tend to decrease the impact of mutation 

intensity (Beyer and Schwefel, 2002). Schwefel formulated the following 

developed ESs in his higher degree research (Hans-Paul Schwefel, 1974, 1975).   

4. (µ+λ) ES, the main development with this kind of ES is that the parents 

generated more than one child, and all parents and children compete directly, 

where the best out of the parents and children should be selected, and they will 

be parents of the next generation (Bäck et al., 2000).   
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5. (µ,λ) ES, the selection mechanism in this strategy is working to choose the best 

among the children only, regardless of the quality of the parents compared to 

the new generation. 

6. (μ/ρ +
,
 λ) ES poses the components of the state-of-the art of evolution strategy 

through accomplishment of self-adaptation. A new parameter, the mixing 

number (ρ), is considered in this kind of ES and refers to the number of parents 

participating in the procreation of one child. The mixing number controls the 

recombination and mutation processes to accelerate the convergence towards 

the maximum net present value because it provides intermediate recombination 

and an extra heuristic for responding to convergence.  

In the light of the classification of the evolution strategy, (μ/ρ 
+
,
 λ) ES was used in this 

study. (μ/ρ 
+
,
 λ) ES is an iterative optimization technique which can be modelled as 

continuous iterations of generating and assessing candidate solutions to a specific 

problem. 

In this study, a candidate solution is considered to be a set of the fracture half-lengths 

(decision variables) that defines the production area in the reservoir (problem space). 

Assessing each value of fracture half-length (candidate solution) is achieved based on 

the value of NPV which corresponds to the candidate's decision variables. The 

assessing stage was achieved using the reservoir simulation model and the economic 

calculation. After each assessment of the NPV, the optimization algorithm generates 

new fracture half-lengths, which are evaluated based on the corresponding NPV. The 

optimization scheme consists of an optimization algorithm and reservoir simulation 

model, which work towards finding the optimum solution of the problem (i.e. the 

maximum NPV at the optimum fracture half-lengths) iteratively until meeting the 

convergence criteria. Table 5.1 presents the design parameters used in ES in this study. 

Table 5.1 The design parameters used in evolution strategy 

The parameter The value 

Number of parents, μ 20 

Number of children, λ 10 

Mixing number, ρ 2 

Convergence threshold 1% 

Maximum number of simulation runs 400 

Figure 5.6 explains the steps and directions of the solution procedure of the evolution 

strategy.  
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Figure 5.6 Flowchart of the evolution strategy  
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5.4.4 Neural net method 

The neural net method was based on the simplex optimizer algorithm but applies to a 

black-box sigmoid-type neural net (Akram, 2011; Couet et al., 2007), although it 

combines neural network processing for faster execution and higher efficiency by 

considering cases in a parallel network. The optimizer requires limited inputs and the 

maximum allowed number of iterations. Similar to the other optimizers, a high 

maximum number of allowed iterations was assigned to avoid an unsuitable 

termination of the optimization operation. The optimizer employed a sigmoidal 

multilayer perceptron network, where data streamed from an input layer to the hidden 

layer nodes, and then to the output layer as a result. The number of hidden layer nodes 

influenced the convergence success and the complication of the network. The 

optimizer can adjust the number of hidden layer nodes for enabling an optimal 

arrangement for a solution. 

This study used the neural net optimizer to find the optimum values of fracture half-

length to achieve the maximum NPV. As mentioned above, the neural net optimizer is 

a combined model consisting of the downhill simplex method and neural network 

technique that uses sigmoid function as an activation function (Vasper et al., 2016). 

This optimizer trained the neural network using n+1 simulations, where n is the 

number of decision variables. The optimizer evaluates the inputs, assumes fracture 

half-lengths based on the evaluation of objective functions that are calculated using 

the reservoir simulator. The optimizer adapted the formatted networks based on the 

updated values of the objective function (NPV) and fracture half-length (decision 

variables). The activation of the neural network is achieved using sigmoid function 

calculated for our study using Equation 5.10. 

𝜎 (𝑧) =  
1

1 + 𝑒−𝑧
 5.10 

Where: 

z is the parameter of the sigmoid function that it is calculated using Equation 5.11. 

𝑧 =  ∑𝑤𝑖 𝑥𝑓𝑖

𝑚

𝑖=1

+ 𝑏𝑖𝑎𝑠 5.11 

Where: 
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wi is weight that connects between each two neurons from two different layers of the 

neural network. It means these weights constrain how initial values of fracture 

half-lengths are related to calculated values of fracture half-lengths of hidden 

layers after each iteration. 

xfi is initial values of fracture half-length that represent the inputs of the network. 

Figure 5.7 explains a typical feedforward neural network consisting of the following 

processes: input, weighting, summation, biasing, activation, and converging.  

Bias are the values which are added to the sums calculated at each xf except the input 

xf during the feedforward phase. 

The training operation of the neural network requires an appropriate set of data (i.e., 

input (xfi) and target output (NPVf)). Throughout the training operation, the weights 

and biases of the network are iteratively tuned to minimize the difference between the 

initial calculated NPV and the final NPV (i.e., to achieve convergence threshold of less 

than 1%). 

 

 

 

 

 

 

 

 

 

 

Figure 5.7 A typical feedforward neural network 
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5.4.5 Genetic algorithm method 

The genetic algorithm(GA) can be considered an efficient tool for the optimization of 

many real problems (Coley, 1999; Simon, 2013; Sivanandam and Deepa, 2008). 

Genetic algorithms are the earliest and most vastly utilized evolutionary algorithms 

(Back, 1996; Bäck et al., 1997; Simon, 2013), and are considered a robust optimization 

technique for engineering optimization, and have been broadly applied across a wide 

variety of field applications (Bäck, 1997; Coello, 2000; Nelson et al., 2013; Parmee, 

1998) for more than three decades. The GA, initially proposed by Holland (1975), 

solves both constrained and unconstrained optimization problems based on natural 

selection processes. The selection processes are driven by biologically motivated 

stochastic population-based search methods, and are modelled on the principles of 

natural selection and genetic recombination (Rao, 2009). The optimization technique 

essentially utilizes a collection of functions like genetics and evolution to determine 

the optimum solution of complex problems, especially where it is difficult to search 

all possibilities of the evaluation of function. The key functions of genetic algorithm 

are initialization, selection, crossover and mutation. 

For a certain problem, the first step is initialization, where a population of candidate 

solutions (individuals), including high and low quality, are initiated. Each individual 

consists of variables (genes) connected to each other, as shown in Figure 5.8. The 

variable is coded according to a binary system. Figure 5.8 shows the construction of 

the population and the equivalent value of each individual as a fracture half-length. 

The second step is selection in which all individuals are evaluated based on the value 

of the objective function (fitness) where the individuals with high fitness have a high 

probability to be parents to generate new children, while the individuals with low 

fitness have a low probability to survive. Where, the roulette wheel is considered the 

selection operator because it is the most appropriate, and commonly used selection 

scheme in genetic algorithm. The roulette wheel works to allocate probability to 

survive for certain fracture half-lengths (individuals), which have the highest NPV 

(fitness). This probability to survive (to be the parents of the next generation) 

corresponds to the ratio of individual fitness to the average population fitness.  

The third step is the crossover in which each set of two good individuals who are 

preferred in the selection step merge together for generating new children and are 
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considered a new generation by exchanging part of the variables between the 

individuals to form new children, as shown in Figure 5.9.  

The fourth step is the mutation in which part of the variables of the individuals are 

randomly flipped to generate new children, as shown in Figure 5.10. Mutation is 

relatively rare, so the mutation probability should be low. It is assumed to be 0.05 in 

this study, where mutation probability ranges from zero (no mutation) to one (mutate 

every time). Mutation is significant because it permits the genetic algorithm to explore 

new prospect solutions to the problem. If some spaces are missing from the population 

that is created in the initialization or crossover, then mutation supplies the possibility 

of bringing individuals from the missing spaces into the population. Therefore, 

mutation drives the genetic diversity in the population.  

After the initialization step is done, the population replacement is performed through 

the cycle of selection, crossover and mutation implemented to the initial population, 

to generate a new population. The cycle of selection, crossover and mutation is 

repeated until reaching the maximum number of iterations or achieving the 

convergence threshold. 

 

 

Figure 5.8 The sample of structure of population in genetic algorithm 
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Figure 5.9 The sample mechanism of crossover in genetic algorithm 

 

 

Figure 5.10 The sample mechanism of mutation in genetic algorithm 

 

In this study, the GA technique was utilized to optimize the gas production of hydraulic 

fractured vertical wells in TGR, where it is used to search for the optimum fracture 

half-length (individuals) to maximize the objective function, NPV, (termed as fitness 

in GA technique). Table 5.2 lists the parameters used in this study to utilize the GA 

technique. The solution procedure of the GA is highlighted below: 
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1) Assume the initial population of fracture half-length (individuals). 

2) Calculate NPV of each fracture half-length (individual) in that population using 

the reservoir simulation model.  

3) Evaluate the objective function (fitness), NPV for each fracture half-length 

(individual) in that population. 

4) Select the values of fracture half-length corresponding to the highest values of 

NPV (best-fit individuals) for reproduction. 

5) Generate new individuals through crossover and mutation processes to 

generate new values of fracture half-length (children) that form a new 

population. 

6) Calculate the NPV (individual fitness) of new population. 

7) Check if the solution achieves the convergence threshold (1%) or reaches the 

maximum number of assigned iterations set as termination criteria. Meeting 

any of these criteria yields the optimal solution of the problem. Otherwise, the 

cycle of selection-crossover-mutation should be repeated from Step.3. The 

maximum number of iterations is considered to be 400 in our study based on 

experience. 

Table 5.2 The properties of the parameters used in this study to utilize GA 

The parameter The value 

Population size 40 

Maximum number of generations  8 

Mutation probability  0.05 

Selection operator Roulette wheel 

Convergence threshold 1% 

Maximum number of simulation runs 400 

 

5.5 The reservoir simulation models 

Twelve reservoir simulation models considered in this study include nine mechanistic 

models and three real models. The nine mechanistic models are developed based on 

three single well models and six multi-well models. The three real models are 

developed based upon one single well model and two multi-well models. The 

minimum flowing bottom-hole pressure is assumed to be100 psi. The maximum 
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allowable fracture half-length is limited to 2500 ft, with fracture width of 0.2 in, and 

fracture height is 400 ft. The simulation run time for all models is considered to be 30 

years. 

5.5.1 The mechanistic models 

Table 5.3 shows the properties of the mechanistic models. The porosity and the 

thickness of all mechanistic models are assumed to be 10% and 400 ft, respectively. 

The base case reservoir and fracture properties are provided in Table 5.4. All reservoir 

models are considered to have a closed outer boundary, and its top and bottom 

boundaries are also considered to be sealed. All models are square with an area of 640 

acres to ensure the pressure pulse reaches the boundary. Figure 5.11 depicts a sample 

of the mechanistic models (3D view) considered in this study. The models cover three 

permeabilities: 0.01, 0.05, and 0.1 mD. The well spacing between the wells is 1320 ft. 

Models 1, 2 and 3 are single well models, while models 4 to 9 are multi-well models. 

The fracture half-length is assumed to be the same for all wells in models 4 to 6, and 

the fracture half-length of all other wells are considered to be different. 

Table 5.3 The properties of the mechanistic models 

Model No. Reservoir 

permeability, mD 

Number of 

the wells 

Number of 

decision 

variables 

1 0.01 1 1 

2 0.05 1 1 

3 0.1 1 1 

4 0.01 3 1 

5 0.05 3 1 

6 0.1 3 1 

7 0.01 3 3 

8 0.05 3 3 

9 0.1 3 3 
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Table 5.4 The properties of the reservoir and fractures of the mechanistic models in 

this study 

Reservoir pressure 6500 psi 

Reservoir temperature 200°F 

Reservoir area 640 acres 

Porosity 0.10 

Permeability in x-direction (kx) = 

Permeability in y-direction (ky) 

According to the model 

number as explained in 

Table 5.3  

Permeability in z-direction (kz) 0.00001 mD 

Fracture permeability 10000 mD 

Fracture height 400 ft 

Fracture width 0.2 inch 

Fracture orientation 90° 

Number of grids 10816 

Grid size (x and y directions) 50 ft × 50 ft 

No. of grids in x, y and z directions 104×104 ×4 

Gas specific gravity 0.65 

 

 

Figure 5.11 A sample of the mechanistic models (3D view) 

Well No.2 
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5.5.2 The real models 

Table 5.5 shows the properties of the real models. All models are based upon a real 

presentative reservoir formation from the Middle Eastern region. All models were 

developed using PETREL and Eclipse simulators. The reservoir formation includes 

ten wells. The reservoir formation is gas bearing and is very heterogeneous. The 

reservoir has a closed outer boundary and its top and bottom boundaries are also sealed. 

The petrophysical analysis of the reservoir formation is conducted based on the well 

logs and core samples of the ten wells. Figure 5.12 and Figure 5.13 present the 3D 

porosity and permeability maps, respectively. The top of the reservoir formation is at 

a depth of 11200 ft. In addition, Figure 5.14 and Figure 5.15 display frequency 

histograms for permeability and porosity of the data of all nine wells. Table 5.6 

provides the properties of the reservoir formation and fractures for all real models. 

Figure 5.16 shows the locations of the three hydraulic fractured vertical wells 

considered in the real models. Model 10 is a single well model, while models 11 and 

12 are multi-wells models. The fracture half-length is assumed to be the same for all 

wells in model 11. On the other hand, fracture half-length for all wells in model 12 are 

considered to be different. The distance between Well No 1, and each of Well No 2 

and Well No.3 are 29560 ft and 26520 ft, respectively. All reservoir simulation studies 

for both mechanistic and real models are conducted with an objective to evaluate the 

performance and effectiveness of different optimization techniques discussed earlier. 

For instance, Figure 5.17 and Figure 5.18 explain two dimensional and three-

dimensional pressures distributions for one reservoir simulation run. Figure 5.17 and 

Figure 5.18 illustrate the pressure distribution caused by producing from three vertical 

fractured wells and each well has an independent fracture half-length.  

Table 5.5 The properties of the real models 

Model 

No. 

Number 

of the 

wells 

Number of 

decision 

variables 

10 1 1 

11 3 1 

12 3 3 
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Figure 5.12 - 3D porosity maps of the real models 

 

 

Figure 5.13 - 3D permeability maps of the real models 
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Figure 5.14 Frequency histogram of the permeability data for all wells 

 

 

Figure 5.15 Frequency histogram of the porosity data for all wells 
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Figure 5.16 The locations of the three fracture vertical wells used in the real models 

 

 

 

 

 

 

 

 

 

 

 

Well No.2 

Hydraulic fracture.3 

Hydraulic fracture.2 

Hydraulic fracture.1 
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Table 5.6 The properties of the reservoir and fractures of the real models in this study 

Reservoir pressure 6500 psi 

Reservoir temperature 200°F 

Reservoir area 18285.8 acres 

Porosity Heterogeneous - distribution is displayed 

in Figure 5.12 and Figure 5.15 

Permeability in x-direction (kx) = 

Permeability in y-direction (ky) 

Heterogenous-  distribution is displayed 

in Figure 5.13 and Figure 5.14 

Permeability in z-direction (kz) 0.00001 mD 

Fracture permeability 10000 mD 

Fracture height 400 ft 

Fracture width 0.2 inch 

Fracture orientation 90° 

Number of grids 377568 

Grid size (x and y directions) 50 ft × 50 ft 

No. of grids in x, y and z directions 552×684 ×4 

Gas specific gravity 0.65 
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20 years 

 
25 years 

 
30 years 

Figure 5.17 Pressure distribution in the reservoir through the production time (2D top 

view) 

 

Well No.1 

Well No.3 Well No.2 
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20 years 

 
25 years 

 
30 years 

Figure 5.18 Pressure distribution in the reservoir through the production time (2D top 

view) 

Well No.1 

Well No.3 

Well No.2 
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5.6 Optimization of fracture half-length 

Optimization techniques are used to find the maximum net present value (NPV) or 

cumulative gas production (Gp) at the optimum fracture half-length for hydraulic 

fractured vertical wells in TGRs. The formulation for optimization of the hydraulic 

fracture half-length problem encounters different challenges: the high nonlinearity of 

pressure change with respect to time and space; the heterogeneity of the porous media, 

the compressibility of the gas, the complexities in well configuration and completion, 

reservoir size, and the number of vertical fractured wells where each xf is a decision 

variable. Therefore, the decision variables in this study are fracture half-lengths for all 

vertical fractured wells involved in the production plan. 

To setup the model, the Gp and NPV are considered as objective functions, while the 

fracture half-length is considered a decision variable. The fracture half-length, xf is 

assumed to be bounded by 0≤ xf ≤2500ft. The maximum allowable number of reservoir 

simulation runs are limited to 400 to terminate the optimization process if the 

convergence criteria are not met. This number is set based on the researcher’s 

experience running many simulations and the practical feasibility. Models 1, 2, 3, 4, 

5, 6 and 10 represent the single decision variable optimization problem because those 

models are specified for single well cases, and have been formulated under the 

assumption that all wells inside each model have the same fracture half-length (xf). 

Models 7, 8, 9, 11 and 12 are multi-decision variable optimization cases and the 

multiple wells are handled with different fracture half-lengths. 

Five optimization techniques: genetic algorithm, evolutionary strategy, downhill 

simplex method, simplex non-linear method, and neural net, have been exercised in 

this study. These optimization techniques are selected because these are the most 

widely practiced derivative free optimization algorithms typically used in petroleum 

engineering, reservoir simulation, statistics, and sciences (Conn et al., 2009; 

Forouzanfar et al., 2010; Juell et al., 2010; Pham et al., 2011), and in the petroleum 

industries. 

Each optimization technique has advantages and disadvantages (Jayanti, 2018), so it 

is difficult to define a unique optimization technique that has the ability to figure out 

all problems with the same performance (Luchian et al., 2015). In this view, this study 

emphasized identifying the most viably efficient optimization technique capable of 
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achieving relatively fast convergence (i.e., minimum number of simulation runs) 

towards estimating the maximum cumulative gas production or net present value at 

optimum fracture half-length for the hydraulic fractured vertical wells in tight gas 

reservoirs. The study also investigated the influence of factors associated with 

reservoir heterogeneity on simulation convergences. 

PETREL/ECLIPSE commercial numerical reservoir simulator (Schlumberger, 2017a, 

2017b) is considered the petroleum industry standard and most widely acceptable 

numerical simulator. This simulator is explicitly used for this study. As described 

earlier, 8000 numerical simulation runs on mechanistic and real models are carried out 

to evaluate the performance of all five optimization techniques. The cumulative gas 

production (Gp) as a function of fracture half-length (xf) obtained based upon five 

optimization techniques are shown in Figure 5.19 to Figure 5.26, from which it can be 

seen that similar results in relation to cumulative gas production are achieved, 

regardless of the optimization techniques considered for all models. Similar results are 

obtained for net present value as a function of fracture half-length for all models, as 

stated in Figure 5.27 to Figure 5.34.  

The number of reservoir simulation runs, and the corresponding simulation time 

required to achieve the optimum xf based on each optimization technique is presented 

in Figure 5.35. The maximum Gp and NPV at optimum fracture half-length using the 

five optimization techniques for all reservoir models as presented in Table 5.7. 

demonstrates that the optimal solution based on five different optimization techniques 

for each model appeared to be almost the same. However, the number of reservoir 

simulation runs or the required reservoir simulation time to achieve the convergence 

to the optimum solution varied significantly in each optimization technique (Figure 

5.35 and Figure 5.36). However the nonlinear simplex optimization technique 

provided the first convergence resulting in significant low numbers of simulation runs 

or simulation time compared to the four other techniques for models 1-7, 9, 10-11, 

while neural net provided the first convergence for models 8 and 12. The results 

indicate that the simplex non-linear technique appeared to be the most efficient 

optimization technique as it converged with very low numbers of simulation run times 

for all single decision variables (i.e., xf), whether for single or multiple well models 

under reservoir permeability ranges from 0.01 mD to 0.1 mD. In addition, the simplex 

non-linear technique appeared to be the most efficient optimization technique to 
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determine the optimum fracture half-length for multivariable decision cases for 

multiple wells models for permeability of 0.01 mD and 0.1 mD. While, the neural net 

based optimization technique appeared to be a more efficient optimization technique 

for optimizing the fracture half-length of multivariable decision cases for multiple 

wells models with permeability 0.05 mD as shown in models 8 and 12. This study also 

demonstrates that the genetic algorithm and evolution strategy based optimization 

techniques are very time-consuming and have far longer simulation runs than the other 

three techniques, as shown in Figure 5.35 and Figure 5.36, which is not desirable in a 

routine industry environment. Such time-consuming simulation tasks can pose huge 

challenges with respect to achieving the project milestones, and can result in 

detrimental effects on decision making. For instance, the evolution strategy-based 

optimization technique took more than1000 minutes to optimize the fracture half- 

lengths for the wells in model 12, while the neural net took only 90 minutes (i.e., 11 

times faster) to accomplish the same task in the same model. For model 10, the genetic 

algorithm took 370 minutes to optimize the fracture half-length for a single well, while 

the simplex non-linear technique took 10 minutes (37 time faster) to complete the same 

task in the same model.  

 

Figure 5.19 Gp vs. xf in model 1 
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Figure 5.20 Gp vs. xf in model 2 

 

 

Figure 5.21 Gp vs. xf in model 3 
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Figure 5.22 Gp vs. xf in model 4 

 

 

Figure 5.23 Gp vs. xf in model 5 
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Figure 5.24 Gp vs. xf in model 6 

 

 

Figure 5.25 Gp vs. xf in model 10 
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Figure 5.26 Gp vs. xf in model 11 

 

 

 

Figure 5.27 NPV vs. xf in model 1 
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Figure 5.28 NPV vs. xf in model 2 

 

 

Figure 5.29 NPV vs. xf in model 3 
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Figure 5.30 NPV vs. xf in model 4 

 

 

Figure 5.31 NPV vs. xf in model 5 
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Figure 5.32 NPV vs. xf in model 6 

 

 

Figure 5.33 NPV vs. xf in model 10 
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Figure 5.34 NPV vs. xf in model 11 

 

 

Figure 5.35 The required number of simulation runs for each optimization technique 
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Figure 5.36 The required simulation time for each optimization technique 

  

0

200

400

600

800

1000

1200

1 2 3 4 5 6 7 8 9 10 11 12

R
es

er
v
o

ir
 s

im
u
la

ti
o

n
 t

im
e,

 m
in

Model No.

Genetic algorithm Evolution strategy Neural network Downhill Simplex Simplex nonlinear



180 

 

Table 5.7 Optimum solutions for all models  

Model Optimization 

technique 

Objective 

function 1 

(maximum 

cumulative 

gas 

production, 

Bscf) 

Optimum fracture half-length 

for objective function 1, ft 

Objective 

function 2 

(maximum 

net present 

value, 

MM$) 

Optimum fracture half-length 

for objective function 2, ft 

1 Genetic 

algorithm 
57.044 2500 35.746 2491.5 

Evolution 

strategy 
57.044 2500 35.746 2494.5 

Neural net 57.044 2500 35.746 2492 

Downhill 

simplex 
57.044 2500 35.745 2461.5 

Simplex 

non-linear 
57.044 2500 35.745 2500 

2 Genetic 

algorithm 
134.537 2500 100.797 2459 

Evolution 

strategy 
134.537 2500 100.796 2464.5 

Neural net 134.537 2500 100.796 2461 

Downhill 

simplex 
134.537 2500 100.796 2461.5 

Simplex 

non-linear 
134.537 2500 100.794 2500 

3 Genetic 

algorithm 
172.226 2500 142.326 2459 

Evolution 

strategy 
172.226 2500 142.326 2463.5 

Neural net 172.226 2500 142.325 2467 

Simplex 172.226 2500 142.326 2461.5 

Simplex 

non-linear 
172.226 2500 142.321 2500 

4 Genetic 

algorithm 
138.954 2500 98.896 2491.5 

Evolution 

strategy 
138.954 2500 98.863 2450 

Neural net 138.954 2500 98.896 2492 

Downhill 

simplex 
138.954 2500 98.895 2461.5 

Simplex 

non-linear 
138.954 2500 98.891 2500 

5 Genetic 

algorithm 
225.217 2500 222.877 2459 

Evolution 

strategy 
225.217 2500 222.866 2500 

Neural net 225.217 2500 222.870 2492 

Simplex 225.217 2500 222.876 2461.5 

Simplex 

non-linear 
225.217 2500 222.866 2500 

6 Genetic 

algorithm 
248.112 2500 278.940 2459 

Evolution 

strategy 
248.112 2500 278.937 2464.5 

Neural net 248.112 2500 278.936 2466.5 

Downhill 

simplex 
248.112 2500 278.939 2461 

Simplex 

non-linear 
248.112 2500 278.923 2500 

7 Genetic 

algorithm 
138.018 2445.5 2166 2221 98.282 2445.5 2166 2221 
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Model Optimization 

technique 

Objective 

function 1 

(maximum 

cumulative 

gas 

production, 

Bscf) 

Optimum fracture half-length 

for objective function 1, ft 

Objective 

function 2 

(maximum 

net present 

value, 

MM$) 

Optimum fracture half-length 

for objective function 2, ft 

Evolution 

strategy 
138.954 2500 2500 2500 98.892 2500 2500 2500 

Neural net 138.954 2500 2500 2500 98.896 2492.5 2492.5 2492 

Downhill 

simplex 
138.954 2500 2500 2500 98.893 2500 2492 2499.5 

Simplex 

non-linear 
138.954 2500 2500 2500 98.892 2500 2464.5 2500 

8 Genetic 

algorithm 
224.931 2445.5 2274 2187 222.541 2445.5 2274 2187 

Evolution 

strategy 
225.217 2500 2500 2500 222.869 2463 2500 2500 

Neural net 225.217 2500 2500 2500 222.871 2470.5 2471 2468.5 

Downhill 

simplex 
225.217 2500 2500 2500 222.869 2500 2464.5 2500 

Simplex 

non-linear 
225.217 2500 2500 2500 222.869 2500 2464.5 2500 

9 Genetic 

algorithm 
247.840 2011.5 2445.5 2075 278.488 2011.5 2445.5 2075 

Evolution 

strategy 
248.112 2500 2500 2500 278.927 2470 2500 2500 

Neural net 248.112 2500 2500 2500 278.931 2495.5 2464.5 2477 

Simplex 248.112 2500 2500 2500 278.928 2500 2464.5 2500 

Simplex 

non-linear 
248.112 2500 2500 2500 278.928 2500 2464.5 2500 

10 Genetic 

algorithm 
146.445 2500 92.547 2491.5 

Evolution 

strategy 
146.445 2500 92.547 2494.5 

Neural net 146.445 2500 92.547 2492 

Downhill 

simplex 
146.445 2500 92.546 2500 

Simplex 

non-linear 
146.445 2500 92.546 2500 

11 Genetic 

algorithm 
495.289 2500 315.996 2492 

Evolution 

strategy 
495.289 2500 315.996 2492 

Neural net 495.289 2500 315.997 2491.5 

Downhill 

simplex 
495.289 2500 315.992 2500 

Simplex 

non-linear 
495.289 2500 315.992 2500 

12 Genetic 

algorithm 
489.835 2445.5 2279 2082.5 313.379 2445.5 2279 2082.5 

Evolution 

strategy 
495.289 2500 2500 2500 315.992 2500 2500 2500 

Neural net 495.289 2500 2500 2500 315.996 2493.5 2500 2487.5 

Downhill 

simplex 
495.289 2500 2500 2500 315.996 2482 2495 2500 

Simplex 

non-linear 
495.289 2500 2500 2500 315.995 2500 2500 2484 
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5.6.1 Effect of number of wells on the optimization  

The influence of the number of wells on the performance of the optimization technique 

has been studied under two assumptions. The first assumption is that all wells in the 

model have the same fracture half-length, while the second assumption states that each 

well could have a particular fracture half-length. It means that any reservoir model 

designed under the first assumption is a single decision variable case, while any 

reservoir model worked under the second hypothesis is a multi-decision variable case. 

Figure 5.35 shows that the GA and ES based optimization technique are not influenced 

by the number of decision variables because the same number of reservoir simulation 

runs are required under both assumptions, while the rest of the optimization techniques 

state a relationship between the number of decision variables and the required number 

of simulation runs. The downhill simplex method remains unaffected by the number 

of wells in the single decision variable cases. For instance, model 10 which includes a 

single well and model 11 which includes three wells, produce from the same reservoir, 

and both models require the same number of simulation runs because they are both 

considered under the first assumption. On the other hand, the required simulation runs 

to optimize fracture half-length using the downhill simplex method increases with the 

number of decision variables. For instance, model 11 includes three wells with the 

same fracture half-length achieved with an optimum solution by eight reservoir 

simulation runs, while model 12 includes three wells with various fracture half-lengths 

and was completed by 52 reservoir simulation runs. Similarly, the number of reservoir 

simulation runs required for the neural net and simplex non-linear optimization 

techniques increases when the number of decision variables are also increased, as 

shown in Figure 5.35.  

5.6.2 Effect of permeability on the optimization 

In the mechanistic models, three values of reservoir permeability: 0.01, 0.05, and 0.1 

mD are considered. With a reservoir permeability of 0.01 mD, the optimum xf is clearly 

close to 2500 ft, and it appears to be determined very easily from the plot of cumulative 

gas production with respect to fracture half-length, as shown in Figure 5.19 and Figure 

5.22. For a reservoir permeability of 0.05 mD, the optimum xf is difficult to determine 

from the plot because the cumulative gas production is approximately the same from 

the range of fracture half-length ranges from 2000 ft to 2500 ft, as shown in Figure 

5.20 and Figure 5.23. For a reservoir permeability of 0.1 mD, Gp does not increase 
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significantly for the range of fracture half-length between 1500 ft and 2500 ft as shown 

in Figure 5.21 and Figure 5.24. The difficulty in finding the optimum xf from the plot 

for the reservoir permeability ranges of 0.05 to 0.1 mD confirms the necessity of 

employing the optimization technique for achieving the optimal solution. Simplex 

non-linear appears to be the most suitable optimization technique for these particular 

multi-decision variables cases with permeability of 0.01 mD and 0.1 mD, while the 

neural network is found to be a relatively superior optimization technique for the multi-

decision variable cases with permeability of 0.05 mD, as shown in Figure 5.35. 

Model 12 is a real model which includes three wells with a given fracture half-length. 

In this model, the permeability around Well No.1 and Well No.3 is about 0.05 mD, so 

the similarity between model 8 and model 12 is that both have three wells with 

different fracture half-lengths and the same permeability of 0.05 mD. 

5.6.3 Effect of reservoir area on the optimization 

Reservoir area does not affect performance for all optimization techniques in terms of 

the number of required reservoir simulation runs in all mechanistic and real models 

regardless of whether the model could represent single or multi-decision variables. For 

example, each applied optimization technique required the same number of simulation 

runs in model 1 with a reservoir area of 640 acres and model 10 with a reservoir area 

of 18285.8 acres. On the other hand, the simulation for real models with reservoir area 

of 18285.8 acres takes longer than the mechanistic model with reservoir area of 640 

acres as shown in Figure 5.36. 

Based on this simulation studies, the Table 5.8 provides a summary of the most 

effective optimization technique (with respect to the number of numerical simulation 

runs and their time) for different cases, and are summarized in Table 5.8. This table 

may be used as a guide for selecting the most effective optimization techniques in 

reservoir simulation to optimize the fracture half-length of hydraulic fractured vertical 

wells for different models and permeability. 
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Table 5.8 The optimization technique is effective for different cases  

Case 

Reservoir permeability, mD 

0.01 0.05 0.1 

Single well 
Simplex non-

linear 

Simplex non-

linear 

Simplex non-

linear 

Multiple wells - 

single fracture 

half-length 

Simplex non-

linear 

Simplex non-

linear 

Simplex non-

linear 

Multiple wells - 

multiple fracture 

half-length 

Simplex non-

linear 
Neural net 

Simplex non-

linear 

 

In summary, this simulation study warrants that the simplex non-linear optimization 

technique appears to be the most efficient with respect to obtaining the first optimum 

solution for the half-length of hydraulic fractured vertical wells in a tight gas reservoir 

for all well models with permeability ranges from 0.01 mD to 0.1 mD except the case 

of multiple wells - multiple fracture half-length with permeability of 0.05 mD. The 

neural net based optimization technique was found to be superior (with respect to 

simulation run time) for the multiple wells model with any fracture half-length 

(variable) for the reservoir permeability of 0.05 mD.  
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Chapter 6: Optimization of Multiple Hydraulically Fractured 

Horizontal Wells in Tight Gas Reservoirs  

Chapter 5 described the optimization of hydraulic fractured vertical wells in tight gas 

reservoirs (TGRs) using integrated reservoir simulation, optimization techniques and 

sensitivity studies. The emphases were placed on the identification of efficient 

optimization approaches that can provide fast convergence with minimum simulation 

time without compromising the accuracy of the solution. Different types of 

optimization techniques were highlighted and exercised with integrated numerical 

simulation models using single and multiple decision variables. It was seen as possible 

to make significant simulation time savings on optimization without compromising the 

accuracy, which can lead to better management in the industry, especially in complex 

simulation projects. It was also demonstrated, in particular, optimization of fracture 

half-lengths for hydraulic fractured vertical wells in TGRs with permeability ranges 

from 0.01 to 0.1 mD, and that the non-linear simplex optimization technique offer 

significant simulation time savings for most of the cases (models) considered in this 

study. However, the use of non-linear simplex or any other techniques discussed in 

Chapter 5, integrated with numerical reservoir simulation, requires not only expert 

knowledge but also very comprehensive reservoir information/data for accurate 

optimization, which may be impossible to obtain in most cases, especially at the initial 

stages of a development project. In addition, it requires special skills and expertise, as 

well as expensive resources. Consequently, a simple yet reliable optimization 

technique that can optimize the hydraulic fracturing parameters without needing 

comprehensive reservoir data is desirable. In this view, this PhD study focuses on the 

development of simple yet reliable practical tools to optimize the hydraulic fracture 

parameters of TGRs. This chapter covers comprehensive discussion on this proposed 

development tool with case studies, validation, and justification. While the developed 

model is expected to be applicable for any type of hydraulic fractured wells (e.g. 

fractured vertical or multistage fractured horizontal), case studies presented in this 

chapter consider the multistage hydraulic fractured well, since: (i) Chapter 5 already 

covered discussion on a hydraulic fractured vertical well case; (ii) the problem of 

multistage hydraulic fractured horizontal wells (MFHWs) is relatively complex, and 

(iii) the MFHW technology is currently used as the most viable means of exploiting 

tight, ultra-tight and shale gas reservoirs. 
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6.1 Introduction 

The exploitation and development of unconventional gas reservoirs, especially for 

tight sands, have grown over the last decade and the multistage hydraulic fractured 

horizontal well technique has verified to be the most feasible for the commercially 

viable production from these TGRs. However, flow and production processes and 

modelling for optimizing the production performance of these reservoirs are not well 

understood. In practice, the design and planning of the production plan for TGRs to 

achieve an economic rate is still a challenging task due to the complexity of 

optimization of MFHWs.  

The determination of optimum fracture half-length, and number of fractures of MFHW 

in TGRs is essential to boost recovery, although the optimization of these two 

parameters entails many difficulties such as the complexity of designing reservoir 

simulation models and the formulation of optimization technique such as the genetic 

algorithm that are sometimes very difficult to handle for routine industry tasks. Other 

challenges include the need for long simulation run times or long computation times, 

the huge amount of data required to capture the actual reservoir scenario, and the 

limitations of reservoir simulators, especially with respect to handling and managing 

a large and complex full-scale reservoir simulation model, not to mention the hefty 

associated expenses. Moreover, the employment of the nonlinear optimization 

techniques requires a high level of programming skills, expensive commercial 

optimization software, and expert technical knowledge to define and solve the 

objective function. To simplify the optimization of hydraulic fracture length and 

number of fractures of MFHW in TGRs, a new practical tool is developed in this study 

based upon the dimensionless derivative of net present value (NPV). The proposed 

technique is capable of determining the optimum fracture half-length and number of 

fractures of MFHW in TGRs at dimensionless derivatives of net present value 

equalling zero. In addition, the correlation between the dimensionless derivative of net 

present value and each fracture half-length, and the number of fractures for given 

scenarios is proposed, and can ease the difficulty in determining the optimum fracture 

half-length and number of fractures in a limiting case with few reservoir simulation 

runs, especially when adequate data are not available. The proposed technique is 

validated by comparing the results with the results obtained from standard reservoir 

simulation studies. The results showed excellent matching between the proposed 
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technique and the reservoir simulation studies. The details of the model, including 

validation and case study results, are comprehensively discussed in this chapter. 

6.2 Optimization of multistage hydraulic fracture parameters 

Although earlier MFHW was considered unfavourable to develop, it is extensively 

used as the most viable technique nowadays to produce from TGRs (M. M. Hossain 

and Rahman, 2008; Li et al., 2015; F. Wang and Zhang, 2014), since the emergence 

of technology has made it feasible to enhance the productivity of TGRs, and 

compensate for the capital investments necessary for the recovery and production of 

commercial quantities of natural gas. Although MFHW is still a very expensive 

endeavour, and the physical and economic optimization is vital to maximize the gas 

production at lower capital costs. The physical aspects of the optimization, especially 

from the field development point of view, can be divided into three categories: well 

(well placement, number of wells, well geometry), fracture (fracture geometry, 

placement and fracture orientation) and reservoir. Reservoir here reflects the 

differences in optimum parameters corresponding to the differences in reservoir 

characteristics and properties. For instance, higher permeability reservoirs need shorter 

or no fractures in comparison with low permeability reservoirs, which provide 

maximum productivity when wells are completed with more extended fractures (M. 

Economides et al., 1991). Nevertheless, keeping the fracture geometry constant, higher 

permeability reservoirs will provide high productivity. This is because, considering the 

characteristics of tight reservoirs, fractures in tight reservoirs can drain only from the 

inter-reservoir regions (Ozkan et al., 2011).  

Mathematical models for optimization could incur extremely laborious tasks. Further, 

the risk of human error always exists. However, incorporating the same concepts and 

the flow/production mechanisms, and modifying the reservoir simulation algorithms 

could enhance the accuracy of results. Nevertheless, apart from the complexities, the 

cost incurred while using reservoir simulation models would be an add-on to the 

existing high cost of development. Therefore, simple yet reliable tools available at 

lower costs but that generate reliable results/outcomes for optimization are desirable.  

In order to overcome these shortcomings, this study proposes a simplified optimization 

model developed on the basis of dimensionless derivatives of net present value of the 

project, details of which will be discussed in the following section. 
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6.3 Mathematical model 

As the net present value is a function of the cumulative gas production which depends 

on fracture half-length and the number of fractures of MFHW, the derivatives of the 

net present value with respect to fracture half-length and number of fractures should 

provide an optimum value for which there is a maximum net present value achievable. 

This can thus be described theoretically by Equations 6.1–6.6. 

𝑁𝑃𝑉 = 𝑓(𝐺𝑝, 𝐶𝐴𝑃𝐸𝑋, 𝑂𝑃𝐸𝑋) 6.1 

Where: 

NPV  Net present value, $ 

CAPEX Capital expenditures, $ 

OPEX  Operating expenses, $ 

For a given CAPEX and OPEX, the NPV can be considered as:  

𝑁𝑃𝑉 = 𝑓(𝐺𝑝) 6.2 

  

Where, 

𝐺𝑝 = 𝑓(𝑁𝑓 , 𝑥𝑓) 6.3 

 

Thus,  

𝑁𝑃𝑉 =  𝑓(𝑁𝑓 , 𝑥𝑓) 6.4 

 

𝜕𝑁𝑃𝑉

𝜕𝑁𝑓

= 𝑓′(𝑁𝑓) =
[𝑁𝑃𝑉𝑖+1 − 𝑁𝑃𝑉𝑖]

𝑁𝑓𝑖+1
− 𝑁𝑓𝑖

 6.5 

 

𝜕𝑁𝑃𝑉

𝜕𝑥𝑓

= 𝑓′(𝑥𝑓) =
[𝑁𝑃𝑉𝑖+1 − 𝑁𝑃𝑉𝑖]

𝑥𝑓𝑖+1
− 𝑥𝑓𝑖

 6.6 
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In Equations 6.1-6.6, Gp denotes cumulative gas production of wells in Mscf, xf is the 

fracture half-length in feet, Nf is the number of fractures and NPV is the net present 

value in dollars, OPEX is the operating expenditure and CAPEX is the capital 

expenditure. The derivative of the net present value (NPV) plotted as a function of 

fracture parameters (i.e., xf, and Nf) portrays the variation in NPV with respect to xf and 

Nf. The Gp can be readily available from production history data of existing or offset 

wells from a similar field. In the case when this data is not available, it can be easily 

predicted from the reservoir simulation or other predictive tools (e.g., Material 

Balance, Decline Curve). For the purpose of this study, Gp is determined through the 

numerical reservoir simulation studies for a single well mechanistic model generated 

after undergoing extensive research using a representative tight gas field. For every 

other fracture parameter, xf and Nf, were considered for sensitivity studies based on 

typical data generally found in the literature as well as from industry practices.  

NPV was calculated using Equations 6.7-6.13 given below. Gas price was considered 

to be $4/Mscf, calculated on the basis of the average price over the last ten years 

(Macrotrends, 2018). The drilling and completion costs used for the economic 

evaluation in this study are stated in Table 6.1 (Bagherian et al., 2010; R. Schweitzer 

and Bilgesu, 2009). The discount rate and income tax rate were assumed to be 0.1 and 

0.2, respectively.  

𝐹𝑉 =  𝑃𝑉 (1 + 𝐷𝑅)𝑛 6.7 

 

𝐶𝐴𝑃𝐸𝑋 = 𝐷𝑅𝐶 + (𝐹𝑅𝐶𝑆 × 𝑁𝑓) 6.8 

 

𝑂𝑃𝐸𝑋 = 𝑁𝑂𝐷 ×  𝐷𝑂𝐶 6.9 

 

𝑇𝐶 = 𝐶𝐴𝑃𝐸𝑋 +  𝑂𝑃𝐸𝑋 6.10 

 

𝐺𝑅𝐸𝑉 = 𝐺𝑝  × 𝐺𝑃𝑅 6.11 
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𝑁𝐶𝐹 =  (1 − 𝐼𝑇𝑅 )  ×   𝐺𝑅𝐸𝑉 − 𝑇𝐶 6.12 

 

𝑁𝑃𝑉 = ∑ [
𝑁𝐶𝐹

(1 − 𝐷𝑅)𝑖
]
𝑖

𝑛

𝑖=1

 6.13 

 

Where,  

DRC is drilling cost. 

FRCS is fracturing cost per each stage, $. 

NOD is number of operation days. 

DOC is daily operation cost, $. 

TC is total cost, $. 

GREV is gross revenue, $. 

GPR is gas price, $/Mscf. 

ITR is income tax rate. 

FV is future value. 

PV is present value. 

DR is discount rate. 

NCF is the net cash flow, $. 

n is the number of years. 

 

Table 6.1 Drilling and completion costs used for the economic evaluation (Bagherian 

et al., 2010; R. Schweitzer and Bilgesu, 2009) 

Well Design – Drilling and Completion Cost, MM$ 

Horizontal well drilling with 4100 ft lateral 2.74 

500 ft fracture half-length per stage 0.15 

1000 ft fracture half-length per stage 0.21 

Daily operating cost 37.75×10-6 
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The derivatives illustrated by Equations 6.5-6.6 can be expressed in the following 

dimensionless forms as shown in Equations 6.14-6.15. 

(
𝜕𝑁𝑃𝑉

𝜕𝑁𝑓

)
𝑁𝑓

=
𝜕𝑁𝑃𝑉

𝜕𝑁𝑓

 ×  
𝑁𝑓

𝑁𝑃𝑉
 6.14 

 

(
𝜕𝑁𝑃𝑉

𝜕𝑥𝑓

)
𝑥𝑓

=
𝜕𝑁𝑃𝑉

𝜕𝑥𝑓

 ×  
𝑥𝑓

𝑁𝑃𝑉
 6.15 

 

Where: 

(
𝜕𝑁𝑃𝑉

𝜕𝑁𝑓
)
𝑁𝑓

is the dimensionless derivative of NPV, with respect to number of fractures= 

(𝐷𝐷𝑁𝑃𝑉)𝑁𝑓
. 

(
𝜕𝑁𝑃𝑉

𝜕𝑥𝑓
)
𝑥𝑓

is the dimensionless derivative of NPV with respect to fracture half-length = 

(𝐷𝐷𝑁𝑃𝑉)𝑥𝑓
. 

The optimum parameters are determined at the point where the productivity increase 

is at a maximum, i.e., where the dimensionless derivative of net present value 

(DDNPV) with respect to optimized parameter is zero. This is where a maximum profit 

can be achieved. Thus, the trend of DDNPV with respect to optimized parameter can 

be employed as a tool to forecast the maximum possible production against the most 

optimum physical characteristics of reservoir and fracture. The mathematical model 

described above can be easily adopted to optimize the number of fractures (Nf) and 

fracture half-length (xf) by following a graphical approach or statistical approach as 

described in section 6.3.1. 

6.3.1 Graphical approach:  

The steps to be followed to calculate the optimum Nf and xf graphically are explained 

below: 
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1. Obtain production or history data from a considered field for certain scenario. 

Alternatively, this data can be obtained from a numerical simulation when the 

production history data is not available. 

2. Calculate the derivatives of NPV (DNPV) with respect to the parameter being 

optimized using Equations 6.5 and 6.6. These derivatives can be determined 

numerically (Equations 6.5 and 6.6) or graphically based on production data 

from an existing analogous well or based upon numerical reservoir simulation 

results. 

3. Calculate the (𝐷𝐷𝑁𝑃𝑉)𝑁𝑓
 and (𝐷𝐷𝑁𝑃𝑉)𝑥𝑓

from respective DNPV as 

calculated in Step 2 using Equations 6.14-6.15. 

4. Plot the DDNPV as a function of the considered parameter being optimized 

(e.g., fracture half-length, or number of fractures). 

5. Using regression analysis, obtain the correlation (i.e. trend line) of the 

functions, (𝐷𝐷𝑁𝑃𝑉)𝑁𝑓
and(𝐷𝐷𝑁𝑃𝑉)𝑥𝑓

. 

6. Extrapolate the trend line of DDNPV, until it intersects the axis of respective 

parameters being optimized (i.e., the x-axis). The corresponding value 

obtained at the intersection of x-axis is the optimum value of the parameter, 

since the optimum value of the parameter of interest can be obtained when 

the value of the dimensionless derivative of net present value ≈ zero. 

6.3.2 Statistical approach: 

6.3.2.1 Determination of optimum number of fractures, (𝑵𝒇)𝒐𝒑𝒕
 

On the basis of a rigorous sensitivity study, it is observed that the least square method 

provides the best fit when DNPV is plotted as a function of the number of fractures, 

Nf, and the relationship between DNPV and the number of fractures appears to be semi-

logarithmic (i.e., liner in semi-log plot). The function (𝐷𝐷𝑁𝑃𝑉)𝑁𝑓
 can be expressed 

as: 

(𝐷𝐷𝑁𝑃𝑉)𝑁𝑓
= 𝑚 𝑙𝑛[𝑁𝑓] + 𝑐 6.16 

 

Where: 
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m is the slope of the function (𝐷𝐷𝑁𝑃𝑉)𝑁𝑓
 and c is intercept at the y-axis. The slope, 

m, and intercept, c, can be calculated using the least squares regression line, and can 

be expressed by Equations 6.17 and 6.186.17, respectively. 

𝑚 =  
∑ ((𝑙𝑛[𝑁𝑓])𝑖

− 𝑙𝑛[𝑁𝑓]
̅̅ ̅̅ ̅̅ ̅̅ ) ([(𝐷𝐷𝑁𝑃𝑉)𝑁𝑓

]
𝑖
− (𝐷𝐷𝑁𝑃𝑉)𝑁𝑓

̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ )𝑛
𝑖=1

∑ ((𝑙𝑛[𝑁𝑓])𝑖
− 𝑙𝑛[𝑁𝑓]

̅̅ ̅̅ ̅̅ ̅̅ )
2

𝑛
𝑖=1

 6.17 

 

𝑐 =  (𝐷𝐷𝑁𝑃𝑉)𝑁𝑓
̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ − 𝑚 (𝑙𝑛[𝑁𝑓]

̅̅ ̅̅ ̅̅ ̅̅ ) 6.18 

 

The optimum number of fractures can now readily be determined when the (DDNPV)Nf 

is equal to zero. Thus, the optimum number of fractures can be mathematically 

expressed by Equation 6.19. 

(𝑁𝑓)𝑜𝑝𝑡
= 𝑒−

𝑐
𝑚 6.19 

 

Where, i =1,2,3…..n, and n is the number of data points. 

The mean of (𝐷𝐷𝑁𝑃𝑉)𝑁𝑓
, (𝐷𝐷𝑁𝑃𝑉)𝑁𝑓
̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ = ∑

((𝐷𝐷𝑁𝑃𝑉)𝑁𝑓
)
𝑖

𝑛

𝑛
𝑖 , and  

The mean of 𝑙𝑛[𝑁𝑓], 𝑙𝑛[𝑁𝑓]
̅̅ ̅̅ ̅̅ ̅̅ = ∑

(𝑙𝑛[𝑁𝑓])
𝑖

𝑛

𝑛
𝑖  

 

6.3.2.2 Determination of optimum fracture half-length, (𝒙𝒇)𝒐𝒑𝒕
 

On the basis of a rigorous sensitivity study, it is recognized that the quadratic least 

square or 2nd order polynomial function provides the best fit, when DNPV is plotted as 

a function of fracture half-length, xf, and the relationship between 𝐷𝐷𝑁𝑃𝑉 and xf 

appears to be a 2nd order polynomial, and hence the function (𝐷𝐷𝑁𝑃𝑉)𝑋𝑓
 can be 

expressed as 

 (𝐷𝐷𝑁𝑃𝑉)𝑋𝑓
= 𝑎 𝑥𝑓 + 𝑏𝑥𝑓

2 + 𝑐 6.20 
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Where, 𝑦 = (𝐷𝐷𝑁𝑃𝑉)𝑋𝑓
, and x = xf , and a, b, c are the 2nd order polynomial 

coefficients, which can be determined statistically using quadratic least square 

approach, given by: 

𝑎 =  
{[∑(𝑥2𝑦) × (𝑥𝑥)] − [∑(𝑥𝑦) × ∑(𝑥𝑥2)]}

{[∑(𝑥𝑥) × ∑(𝑥2𝑥2)] − [∑(𝑥𝑥2)]2}
 

6.21 

 

𝑏 =  
{[∑(𝑥𝑦) × (𝑥2𝑥2)] − [∑(𝑥2𝑦) × ∑(𝑥 𝑥2)]}

{[∑(𝑥𝑥) × ∑(𝑥2𝑥2)] − [∑(𝑥𝑥2)]2}
 

6.22 

 

𝑐 =  [(𝑆𝑦𝑖) 𝑛⁄ ] − {𝑏 × [(𝑆𝑥𝑖) 𝑛⁄ ]} − {𝑎 × [(𝑆(𝑥𝑖
2)) 𝑛⁄ ]} 6.23 

Note: 

𝑆𝑦𝑖 = ∑𝑦𝑖  
6.24 

 

𝑆𝑥𝑖 = ∑𝑥𝑖  
6.25 

 

Where: 

∑(𝑥𝑥) = (∑ 𝑥𝑖
2) − [(∑ 𝑥𝑖)

2

/2] 
6.26 

 

∑(𝑥𝑦) = (∑𝑥𝑖𝑦𝑖) − [(∑𝑥𝑖) × (∑𝑦𝑖) /𝑛] 6.27 

 

∑(𝑥𝑥2) =  (∑𝑥𝑖
3) − [(∑𝑥𝑖) × (∑𝑥𝑖

2) /𝑛] 6.28 
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∑(𝑥2𝑦) =  (∑𝑥𝑖
2 𝑦𝑖) − [(∑𝑥𝑖

2) × (∑𝑦𝑖) /𝑛] 6.29 

 

∑(𝑥2𝑥2) =  (∑𝑥𝑖
4) − [(∑𝑥𝑖

2)
2

/𝑛] 
6.30 

 

The correlation coefficient of this relationship can be calculated using Equation 6.31. 

𝑟2 = 
[∑(𝑦𝑖 − 𝑦𝑎𝑣𝑒)

2] − {[(𝑛 − 1)/(𝑛 − 𝑝)] × [∑(𝑦𝑖 − 𝑌𝑖)
2]}

∑(𝑦𝑖 − 𝑦𝑎𝑣𝑒)
2

 
6.31 

Where: 

𝑌𝑖 = {[2 𝑎 𝑥2] − 𝑏2 + 𝑏 + (4 𝑎 𝑐)}/(4 𝑎) 6.32 

 

Finally, Equation 6.33 can be applied to find the optimum fracture half-length. 

(𝑥𝑓)𝑜𝑝𝑡
=  

−𝑏 ∓ √𝑏2 − 4 𝑎 𝑐

2 𝑎
 

6.33 

The proposed technique is validated through numerical reservoir simulation using 

industry standards and the widely acceptable and most reliable commercial numerical 

reservoir simulator, PETREL/ECLIPSE, which will be discussed in the following 

section.  

 

6.4 Model validation and sensitivity studies 

The proposed technique is validated by comparing the results obtained using the 

proposed technique with those obtained from numerical reservoir simulation studies 

for the same conditions using widely acceptable and reliable commercial simulator 

PETREL/ECLIPSE. The sensitivity studies are conducted to demonstrate the potential 

application of the proposed technique for optimizing the production performance of 

TGRs, and to study the factors affecting the performance. Due to the scarcity of enough 

production history data, and for demonstration purposes, the production data used in 

this study are based upon synthetic production data generated from the mechanistic 
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numerical simulation model. The range of the Nf and xf that was used for all cases 

considered in this sensitivity studies is presented in Table 6.2. Each of the cases was 

analysed for a range of Nf and xf for a given reservoir permeability. 

Table 6.2 Cases and data considered in this study 

Case No. 

Parameters 

k 

(mD) 

Nf xf (ft) 

Min. Max Min Max 

1 0.01 

1 50 50 1600 2 0.05 

3 0.1 

 

6.4.1 Mechanistic numerical model 

The optimization for fracture geometry can be carried out using cumulative gas 

production plots. Alternatively, the proposed dimensionless derivative of NPV 

(DDNPV) plots can be used as they describe the change in cumulative gas production 

rates per unit change in interested parameters. The optimum parameters are obtained 

at the point where the dimensionless derivative of the net present value (DDNPV) 

function becomes zero. The sensitivity analysis and optimization of the fracture half-

length, and number of fractures were first achieved for the permeability of 0.01, 0.05 

and 0.1 mD. The permeability range (0.01~0.1 mD) is considered as it typically falls 

within the range of most of the worldwide tight gas reservoirs. The base case reservoir 

and fracture properties provided in Table 6.3 are also obtained from tight gas fields 

typically observed in Australia (H. Bahrami et al., 2012b; Crosby et al., 1998; MK 

Rahman et al., 2007). 
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Table 6.3 The properties of the reservoir and fractures considered for base case 

simulation 

Reservoir pressure 4560 psi 

Reservoir temperature 275°F 

True vertical depth (TVD) 10000 ft 

Measured depth (MD) 14100 ft 

Horizontal well length 4100 ft 

Reservoir area 320 acres 

Porosity 0.05 

Permeability in y-direction (ky) = 

Permeability in x-direction (kx) 

0.01, 0.05, or 0.1 

md 

Permeability in z-direction (kz) 0.00001 mD 

Fracture half-length 500 ft 

Fracture width 0.2 inch 

Fracture permeability 10000 mD 

Fracture height 100 ft 

Fracture orientation 90° 

Number of grids 22244 

Grid size (x and y directions) 50 ft × 50 ft 

No. of grids in x, y and z directions 84×67 ×4 

Gas specific gravity 0.65 

 

Figure 6.1 and Figure 6.2 explain the 3D view of permeability and porosity 

distribution, respectively, in a mechanistic reservoir model. Moreover, Figure 6.1 and 

Figure 6.2 show the hydraulic fractures of the horizontal well. Figure 6.3 displays the 

schematic 3D view of a sample model of a horizontal well with five hydraulic fractures 

in a mechanistic model considered in this study. The mechanistic reservoir models the 

permeability of 0.01, 0.05 and 0.1 mD with a range of fracture half-length from 50 ft 

to 1600 ft. A number of fractures ranging from 1 to 50 were considered to generate 

production data to validate the proposed technique. Figure 6.4 and Figure 6.5 show the 

pressure distribution for a case with a reservoir permeability of 0.01 mD producing by 

a horizontal well with five hydraulic fractures.  
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Figure 6.1 - 3D permeability map of a mechanistic model 

 

Figure 6.2- 3D porosity map of a mechanistic model 

 

Hydraulic fractures 

Hydraulic fractures 
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Figure 6.3 Schematic of a sample reservoir model with number of fractures (3D view) 
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5 years 
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Figure 6.4 pressure distribution in the reservoir through the production time (2D top 

view) 

Hydraulic fractures 

Horizontal well 

Top surface 

Bottom surface 
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1 year 

 
5 years 

 
10 years 

 
15 years 

 
20 years 

 
30 years 

Figure 6.5 pressure distribution in the reservoir through the production time (3D view) 

 

6.4.2 Number of fractures 

Optimization of the number of fractures holds remarkable significance in the 

completion of designs for MFHWs, since each incremental fracture is associated with 

considerable capital investments, technical complexities, and a high level of 

uncertainty from a technical, financial and practical perspective. For instance, 

increasing the number of fractures may generally appear to increase the production, 

and thus the recovery. Such increments for numbers of fractures more than the 

optimum number may not be economically viable. Unnecessarily excessive numbers 

of fractures may also cause complexities associated with completion as well as the 

execution of a fracturing job. 
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Figures 6.6-6.8 explain the influence of Nf on gas flow rate (qg) for different 

permeabilities varying from 0.01 mD to 0.1 mD. Figures 6.9-6.11 show the effect of 

the number of fractures on the cumulative gas production for 30 years for 

permeabilities varying from 0.01 mD to 0.1 mD. As can be observed from Figures 6.6-

6.11, maintaining the higher gas production rate and thus the cumulative gas 

production, requires the number of fractures to increase as the reservoir permeability 

decreases. This is because the resistance to flow increases as permeability decreases, 

so the contact flow area between the well and the reservoir should be extended to 

minimize the loss due to the resistance to flow resulting from the low permeability. 

For horizontal wells in tight reservoirs, the most effective way to increase the contact 

flow area is to add more hydraulic fractures to expand the drainage area. Therefore, 

the less permeability the formation requires, the higher the number of hydraulic 

fractures. 

 

Figure 6.6 Effects of Nf on qg for reservoir permeability of 0.01 mD over 30 years 
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Figure 6.7 Effects of Nf on qg for reservoir permeability of 0.05 mD over 30 years 

 

 

Figure 6.8 Effects of Nf on qg for reservoir permeability of 0.1 mD over 30 years 
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Figure 6.9 Effects of Nf on Gp for reservoir permeability of 0.01 mD over 30 years 

 

 

Figure 6.10 Effects of Nf on Gp for reservoir permeability of 0.05 mD over 30 years 
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Figure 6.11 Effects of Nf on Gp for reservoir permeability of 0.1 mD over 30 years 
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Figure 6.12 The relationship between the cumulative gas production and number of 

fractures for 30 years: permeability comparison 
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the drainage takes place from the inter-reservoir region (Ozkan et al., 2011) and thus, 

more fractures are needed to extend the drainage footprint.  

It can be recognized from Figure 6.13 that the optimum number of fractures, especially 

for permeability 0.05 and 0.1, lies within close proximity, which is barely possible to 

differentiate. This can mislead the prediction. Such difficulties can easily be overcome 

using the developed technique explained earlier in Section 6.3.  

The (𝐷𝐷𝑁𝑃𝑉)𝑁𝑓
 is plotted as a function of the number of fractures for permeability 

of 0.01, 0.05 and 0.1 mD in Figure 6.14. The optimum number of fractures obtained 

by employing the developed technique (25, 16 and 12 for permeability 0.01, 0.05 and 

0.1 mD respectively, as shown in Figure 6.14) are observed to be in good agreement 

with the result obtained using the numerical reservoir simulation (i.e., respectively 22, 

16 and 14, as shown in Figure 6.13).  

The NPVs at the optimum number of fractures for permeability 0.01~0.1 mD 

calculated by numerical reservoir simulation and developed technique are presented in 

Table 6.4. From Table 6.4, it can be clearly observed that the results obtained by both 

techniques are in excellent agreement, with insignificant anomalies, warranting that 

the developed technique can be reliably used as a good alternative tool. In addition, 

the developed technique is very simple, and provides fast solutions with high accuracy. 

The technique does not require detailed information about the reservoir, rather it 

requires authentic production data, and basic reservoir property data. This can be easily 

implemented in a routine industry environment, and can be considered as a simple tool, 

especially for the front-line engineer, who can perform the calculation using a simple 

spreadsheet-based program. 
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Figure 6.13 NPV as a function of Nf for 30 years for different permeability 

 

 

Figure 6.14 The dimensionless derivative of NPV with respect to Nf  
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Table 6.4 Comparison of NPV for optimum number of fractures  

k, mD 

NPV, MM$ 

Reservoir 

simulation 

Proposed 

technique 

0.01 9.193 9.152 

0.05 16.322 16.322 

0.1 18.569 18.535 

 

6.4.3 Fracture length 

Using the mechanistic reservoir model as explained earlier in Section 6.4.1 and using 

data presented in Table 6.4, a single hydraulic fracture perpendicular to the horizontal 

well was placed in the centre of the horizontal section of the well. The model was 

simulated for 30 years, and corresponding cumulative gas production (Gp) was 

calculated for fracture half-length ranges from 50~1600 ft for different reservoir 

permeability ranges from 0.01 to 0.1 mD. The calculated Gp are plotted as a function 

of fracture half length (xf) in Figure 6.15 for different permeability. 

It is difficult to precisely determine the optimum fracture half-length from the plot of 

Gp vs xf (as shown in Figure 6.15), because in order to obtain a reasonable trends of 

the Gp vs xf showing the distinct maximum point necessary to determine accurate 

optimum fracture half-length, huge numbers of reservoir simulation runs are needed 

with extremely long run times even with a high-performance computer. For instance, 

for this particular simulation task with a reservoir area of 320 acres, it took around 160 

reservoir simulation runs over 14 hours using a high-performance computer. Hence, 

the same number of reservoir simulation runs for a larger reservoir area with high 

heterogeneity or using a computer with normal speed simulation time would take more 

than a week. Figure 6.15 shows that, as generally expected, the increase in 

permeability increases Gp with increasing xf. Further, for the same xf, Gp increases with 

increases in the permeability as a result of increasing the inter-matrix flow. Figure 6.15 

illustrates that it is difficult to exactly quantify the optimum fracture half-length (xfopt) 

for different permeability as they appear to be within very close proximity in this 

particular case. Although Gp increases with increasing xf, the incremental Gp beyond 

xf = 1000 ft, in this particular case for any permeability is observed to be insignificant 

(Figure 6.15). This may be because, in addition to reservoir permeability, the flow of 

gas also depends on well drainage area and flow regimes surrounding the wellbore. In 
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this particular case, the well drainage area and flow regimes seem to play a dominant 

role. A similar trend is also observed for NPV as function of xf for different 

permeability as shown in Figure 6.16. 

 

The(𝐷𝐷𝑁𝑃𝑉)𝑋𝑓
 as a function of xf are plotted in Figure 6.17 for the reservoir 

permeability ranges 0.01~0.01 mD. Employing the developed technique, one can 

easily generate a plot of (𝐷𝐷𝑁𝑃𝑉)𝑋𝑓
 as a function of xf for fracture half-lengths of 

250, 500, and 750 ft, to obtain the trend line graphically or by regression analysis as 

described in Section 6.3.1, and extrapolate until the function, (𝐷𝐷𝑁𝑃𝑉)𝑋𝑓
= 0 to obtain 

the optimum fracture half-length, (𝑥𝑓)𝑜𝑝𝑡
 As mentioned above, after rigorous 

simulation for a number of cases, the (𝐷𝐷𝑁𝑃𝑉)𝑋𝑓
 as a function of xf is observed to 

follow the second order polynomial. Accordingly, the approximate equation of this 

function is derived following the statistical approach as discussed earlier in 

Section 6.3.2.2.  

Figure 6.17 shows the optimum values of fracture half-length of horizontal well for 

different permeabilities, which are estimated employing the developed technique, and 

accordingly the optimum fracture half-lengths obtained are 1595, 1400 and 1265 ft for 

permeabilities of 0.01, 0.05 and 0.1 mD, respectively, while the optimum fracture half-

lengths obtained from the reservoir simulation are 1500, 1475 and 1375 ft for 

permeabilities 0.01, 0.05 and 0.1 mD, respectively, as shown in Figure 6.16. The NPV 

calculated using the proposed technique and reservoir simulation are presented in 

Table 6.5, which shows good agreement between the two techniques, warranting that 

the developed technique can reliably be applied to optimize fracture half-length and 

can be used as an alternative to numerical reservoir simulation. 
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Figure 6.15 Cumulative gas production versus fracture half-length: permeability 

comparison 

 

 

Figure 6.16 The relationship between NPV and fracture half-length for 30 years: 

permeability comparison 
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Figure 6.17 The dimensionless derivative of NPV with respect to fracture half-length  

 

Table 6.5 Comparison of NPV calculated based on each of the suggested method and 

the reservoir simulation 

k, mD 

NPV, MM$ 

Reservoir 

simulation 

Proposed 

technique 

0.01 1.793 1.789 

0.05 7.594 7.591 

0.1 10.601 10.592 

 

As expected, lower permeability reservoir would need longer fractures to attain 

maximum production as a result of increased reservoir contact. This is because, as 

permeability decreases, the capacity of the reservoir to flow gas across the porous 

media also decreases, which requires a larger reservoir contact for more gas to flow in 

the fractures. Furthermore, increasing the fracture length increases the drainage area. 

This is more visible when considering lower permeability (Al-Fatlawi et al., 2017b). 
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6.4.4 Simultaneous optimization of fracture half-length and number of 

fractures for multistage stage fractured horizontal well 

The proposed developed techniques described earlier can easily be utilized to 

simultaneously predict the optimum fracture half-length and number of fractures for 

the multistage stage fractured horizontal well (MFHW) following the steps described 

below: 

1) Perform simulation runs to calculate the cumulative gas production for single 

fracture with 3~4 arbitrary fracture half-lengths (xf), say 250, 500 and 750 ft. 

2) Calculate NPV for each fracture half-length following the statistical approach 

described earlier in Section 6.3 and then calculate the DDNPV with respect to 

xf. 

3) Determine the optimum fracture half-length from the intersection between the 

extrapolation of the quadratic trend line of DDNPV and the axis of fracture 

half-length (xf) following the statistical approach described in Section 6.3.2.1. 

4) Using the optimum fracture half-length estimated above in Step 3, run the 

simulation for few numbers of fractures (say 4~5) and calculate the respective 

cumulative gas from the simulation. 

5) Calculate NPV for each number of fractures using the estimate in Step 4 and 

then calculate the DDNPV with respect to Nf. 

6) Determine the optimum number of fractures from the intersection between the 

extrapolation of the logarithmic trend line of the DDNPV and the axis of Nf 

following the statistical approach described in Section 6.3.2.1. 

The above steps were utilized to optimize the fracture half-length and number of 

fractures for MFHW. Figure 6.18 shows the schematic of the top view of the MFHW 

showing that the estimated optimum number of fractures determined for an optimum 

half-length of 1265 ft following the above approach is 11 with a reservoir permeability 

0.1 mD. This optimum fracture half-length of 1265 is determined using the approaches 

explained in Section 6.3.2. Similarly, the optimum number of fractures obtained are 

20, 14 and 11 for the permeabilities of 0.01, 0.05 and 0.1 mD, respectively, as indicated 

in Figure 6.19. The optimum number of fractures obtained from the reservoir 

simulation studies are 19, 13 and 11 for permeabilities 0.01, 0.05 and 0.1 mD, 

respectively. In assessing the validity of the proposed approach, Table 6.6 presents the 

comparison between the NPV at an optimum number of fractures which was calculated 
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based on the proposed technique and the reservoir simulation studies. Table 6.6 

confirms excellent matching between the results of the proposed technique and the 

reservoir simulation for the three permeabilities considered in this study. This 

matching confirms the credibility of the proposed approach for predicting the optimum 

number of fractures and fracture half-length for MFHW. The proposed optimization 

technique for MFHW is simple, fast and yet reliable, and can be adopted easily as a 

practical tool for routine industry tasks. It requires few optimum numbers of fractures 

grounded in 4-5 reservoir simulation runs to estimate the number of fractures with 

acceptable accuracy.  

 

Figure 6.18 Schematic of multi stage hydraulic fractured horizontal gas well (top view) 
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Figure 6.19 The dimensionless derivative of NPV with respect to number of fractures 

 

Table 6.6 Comparison of NPV calculated based on each of the suggested method and 

the reservoir simulation 

k, mD 

NPV, MM$ 

Reservoir 

simulation 

Proposed 

technique 

0.01 10.838 10.831 

0.05 16.897 16.895 

0.1 18.673 18.673 

 

Although there are many advanced techniques for the optimization of hydraulic 

fracture parameters to evaluate the potential development of tight gas fields, the 

developed simplified dimensionless NPV derivative based optimization technique is 

exercised through sensitivity studies using numerical reservoir simulation studies. It is 

observed that the proposed technique is simple, and provides solutions with high 

accuracy. In addition, the technique is fast and requires limited information. For this 

particular study, the production rate data is obtained from reservoir simulations studies 

due to unavailability of production history data covering the ranges considered in the 

sensitivity studies. However, it appears that the technique can be easily employed in a 

real field case when the production history data are available.  
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Chapter 7: Conclusions and Recommendations 

The first section of the chapter introduces a summary about the achieved work in the 

thesis. The second section displays the full conclusions from the work illustrated in the 

previous chapters. The third part introduces the recommendations for future work. 

7.1 Summary of achievements 

The achievements of the thesis are summarized as below: 

 An approach was developed to identify the most appropriate Z-factor 

correlation for different gas compositions under a wide range of pressures and 

temperatures for accurate estimation of gas initially in place (GIIP) for tight 

gas reservoirs. 

 An advancement was made in the Material Balance Technique based on the 

compartmental reservoir concept for improved estimation of gas initially in 

place, and ultimate recovery from tight gas reservoirs (TGRs). 

 A new set of type curves was created based on a new formulation of the 

correlation of the “pseudo-steady constant” for vertical fractured wells in 

TGRs is proposed to estimate gas reserve, reservoir permeability, drainage 

area, and fracture half-length. 

 A simplified method was developed based on combined gas material balance 

and decline curve analysis to predict the equivalent drainage area of fractured 

vertical wells in TGRs.  

 A numerical technique was proposed to estimate reservoir permeability and 

fracture half-length of vertical wells in TGRs, especially in the case of limited 

well test data through capturing the elliptical flow regimes. 

 A method was proposed to determine an optimum infill drilling plan based on 

reservoir simulation modelling combined with the Moving Window Method 

(MWM) for drilling development of tight gas reservoirs. 

 The most efficient optimization tool/technique for the optimization of fracture 

half-length of fractured vertical wells in tight has reservoir was identified based 

on integrated reservoir simulation and optimization studies.  

 A technique was proposed to optimise the fracture-half-length and number of 

fractures for multistage hydraulic fractured horizontal wells based on the 

dimensionless derivative of NPV in tight gas reservoirs. The proposed 
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optimization technique is simple, yet reliable, and can easily be implemented 

in a routine industry environment and can easily be adopted by frontline 

engineers 

7.2 Conclusions  

1) The accuracy in estimation of gas initially in place is highly dependent on 

accurate determination of the gas compressibility factor (Z-factor) which is 

sensitive to the conditions associated with pressure, temperature and gas 

composition. Identification of appropriate correlation for the determination 

of the Z-factor satisfying the conditions is critical to accuracy of estimated 

reserves, production forecasting, and accuracy of reservoir simulation 

studies as well as for minimization of the level of uncertainty. 

2) The dependency on the material balance equation, MBE (i.e. conventional 

MBE), based on a tank model to estimate GIIP and UR for TGRs can lead 

to error in estimation and increase the level of uncertainty. In general, 

conventional MBE underestimates the reserve estimation. The lower the 

reservoir permeability the greater the chance of erroneous estimates from 

conventional MBE. 

3) The developed MBEs based on the compartmental reservoir concept 

estimates the GIIP and UR factor with higher accuracy for tight gas 

reservoirs compared to conventional technique, warranting that the 

compartment reservoir concept should be better exercised for such 

estimation. 

4) The proposed approach of type curves based on modified correlation for 

the pseudo-steady constant is superior to the decline curve analysis and 

similar existing type curves, which can easily be used as a viable alternative 

to reservoir simulation studies for TGRs, especially in the case of limited 

data availability. 

5) The drainage areas of the wells in TGRs no longer have fixed boundaries, 

which vary with production time because of low permeability. 

6) Propagation of planned equivalent drainage area as a function of 

production time is significantly affected by the fracture half-length and 

reservoir permeability.  



217 

 

7) Fracture half-length and permeability have strong correlation with the 

planned equivalent drainage area, and reservoir shape appears to have a 

minor impact on the planned equivalent drainage area for TGRs. 

8) A limited dataset of elliptical flow regime can be employed to perform 

pressure transient analysis to obtain fracture half-length and reservoir 

permeability in a fractured vertical well in a TGR. The proposed technique 

can easily be employed in a routine industry environment, and used as an 

effective tool, especially by young engineers who do not have extensive 

experience in pressure transient analysis. The workflow of this tool is 

simple, easy to implement and can work with limited data.  

9) The Moving Window Method (MWM) for infill drilling was found to be 

an efficient approach for the development of optimum drilling planning 

for TGRs. 

10) The proposed infill drilling technique developed based on the MWM 

approach was applied to the Whicher Range tight gas field as an example 

case study. The result of the case study warrants that the production from 

this field can potentially be increased by 30% more than can be offered by 

other alternative planning option for the same number of wells. 

11) There are several optimization techniques that can be employed to optimize 

hydraulic fractured wells (both horizontal and vertical wells). The 

identification of the most efficient optimization technique is critical, 

especially from economic, resource and time constraint viewpoints.  

12) The Simplex non-linear optimization technique was generally found to be 

more efficient from the above viewpoints to optimize hydraulic fractured 

vertical wells for low permeability tight gas reservoirs. However, the neural 

network-based optimization technique appears to work better for multi-

well models for very low permeability (~0.05 mD) tight reservoirs. 

13) The proposed optimization technique developed based on dimensionless 

derivative NPV was found to be a simple yet very reliable tool to optimize 

multistage fractured horizontal well for a range of tight gas reservoir 

permeabilities (moderately low to extremely low permeability), especially 

in the case when only production history data or limited reservoir data 

(mechanistic model) are available. 
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14) The sensitivity study revealed that increasing the number of fractures 

beyond a threshold would decrease the chance of incremental productivity, 

mainly due to the interference of the drainage area.  

 

7.3 Recommendations 

Tight gas reservoirs will continue to be the focus of academic and industrial research. 

Most of the techniques and/or tools for the analysis of TGRs from prospect evaluation 

to development of the tight gas field are not adequate to capture the true conditions 

and mechanisms, especially accurately modelling the TGRs. In particular, the prospect 

valuation and optimization of the production performance of TGRS is challenging, and 

needs continuous research and development (R&D) to fulfill many rooms. The main 

challenge faced in this thesis was the required length of time to run the reservoir 

simulation and optimization. In addition, this study purely focused from reservoir 

engineering and practical field development viewpoints. The geomechanics plays a 

significant role on efficient development of tight gas fields, especially when hydraulic 

fracture stimulation is a must. For instance, in addition to basic fracture parameters 

(e.g. fracture length, width, conductivity, and reservoir permeability), the performance 

of hydraulic fractured wells (vertical or horizontal well) also depends on fracture 

geometry (size, and shape,) propagation behavior, nature of fracture geometry, etc. To 

account for the influence of these issues, it is essential to include the rock mechanical 

model and prevailing in-situ stress condition. The coupled geomechanical and 

numerical reservoir may capture some of these critical aspects which are key to 

minimize associated uncertainties. These aspects were beyond the scope of this thesis, 

however. Further research is essential to advance all the models and techniques 

developed in this study and to take these aspects into consideration for further 

improvement. However, the following recommendations are made, particularly in the 

context of the improvement of current work through research: 

 Further study may be extended to take into account geomechanical aspects for 

further advancement of all prosed developed models. 

 All the models proposed are focused on tight gas reservoir (i.e. tight sand) with 

permeabilities from 0.01 to 0.1. Further study may be carried out for shale gas, 

shale oil and/or tight carbonate reservoirs. 
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 It is well known that in the process of the propagation of hydraulic fracture 

non-planar fractures may be developed, which in turn can interact with pre-

existing natural fractures in tight gas reservoirs resulting in the development of 

a double porosity system in a region around wellbore. This aspect is not 

considered in current study as it is beyond the scope of the work, and 

recommended further study in this aspects, especially for naturally fractured 

tight formation. 

 The case studies were performed to evaluate the effectiveness of various 

optimization techniques using integrated reservoir simulation coupled with 

optimization engines for hydraulic fractured vertical wells. Further work may 

be extended for the optimization of multistage fractured horizontal wells.  

 The numerical simulation related to in-fill drilling using the Moving Window 

Method were performed for hydraulic fractured vertical wells. This study may 

be extended for multistage fractured horizontal wells. 

 Further study may be extended to evaluate the effectiveness of proposed new 

sets of type curves for the analysis of production data for multistage fractured 

horizontal wells.  

 The proposed optimization technique developed based on dimensionless 

derivative of NPV for MFHW may be further investigated for multi-well cases 

and for hydraulic fractured vertical wells. 
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a b s t r a c t

Gas compressibility factor or z-factor plays an important role in many engineering appli-

cations related to oil and gas exploration and production, such as gas production, gas

metering, pipeline design, estimation of gas initially in place (GIIP), and ultimate recovery

(UR) of gas from a reservoir. There are many z-factor correlations which are either derived

from Equation of State or empirically based on certain observation through regression

analysis. However, the results of the z-factor obtained from different correlations have

high level of variance for the same gas sample under the same pressure and temperature. It

is quite challenging to determine the most accurate correlation which provides accurate

estimate for a range of pressures, temperatures, and gas compositions. This paper presents

a novel method to accurately estimate GIIP of an Australian tight gas field through iden-

tification of the most appropriate z-factor correlations, which can accurately determine the

z-factor and other PVT properties for a wide range of gas compositions, temperatures, and

pressures. The sensitivity study results demonstrated that a single correlation cannot work

across the range of pressures and temperatures for a certain gas sample necessary to

calculate z-factor during simulation process and/or other analysis, such as material bal-

ance and volumetric estimate.

© 2017 Hydrogen Energy Publications LLC. Published by Elsevier Ltd. All rights reserved.

Introduction

There has been a remarkable increase in gas demand over the

last decade at a faster rate than that of oil [1e4] due to its

inherent advantages of low greenhouse emission. The esti-

mation of gas properties is considered to play a vital role in

almost every section of oil and gas industries [3,5,6]. For

instance, the estimation of gas initially in place (GIIP), ulti-

mate recovery (UR) of gas from a gas-hydrocarbon reservoir,

and analysis of gaswell test data etc. substantially depends on

how accurately the gas compressibility factor known as z-

factor is calculated [7,8].

Z-factor is employed to transform the volume of ideal gas

to the volume of real gas. This factormodifies the behaviour of

gas fromperfect trend to the real trend [9,10]. Consequently, z-

factor is a principal factor considered in petroleum engineer-

ing computation [7,11e13]. However, the z-factor could be

either estimated by laboratory tests or using mathematical

relationships. Although the laboratory tests should lead to

more accurate estimation of z-factor than the mathematical
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relationships, it requires expensive laboratory facilities,

whichmay not be feasible, especially throughout the life span

of gas production processes [7,14]. As a result, laboratory tests

are not appropriately fit for a routine industry analysis. In

addition laboratory test requires accurate sample of gas with

its compositions, which are not easily accessible. Therefore,

the industry relies onmathematical relationships or empirical

correlations rather than the experimental work to estimate z-

factor, which poses the challenging question of which corre-

lation should be used for the calculation of z-factor.

Many correlations for the calculation of z-factor are avail-

able [15]. Each of these correlations has various intensity and

deficiency in terms of the accuracy of estimated z-factor [16].

The suitability of these correlations depends on gas compo-

sitions including relative distribution of hydrocarbon and

non-hydrocarbon components which varies from the region

to region [17,18], range of pressure and temperatures based

upon which the correlations are developed. Frequently, the

gas compositions are unknown; and the temperature and

pressure vary beyond the valid range. Accordingly, the z-fac-

tor correlations formulated at the first time more than 75

years ago, no unique correlation can be used adequately for all

reservoirs at any temperature and pressure because each

correlation was tuned to a particular range of pressure, tem-

perature, and chemical composition. Therefore, it is quite

challenging to determine the best possible z-factor correla-

tion. The wrong determination of z-factor correlation can lead

to significant error, which in turn results in underestimate or

overestimate of many other gas properties, gas initially in

place (GIIP) as well as ultimate recovery of gas.

In this study however, a method has been proposed and

VBA interface based Excel program was developed employ-

ing the proposed method. The method is based upon widely

practiced various z-factor correlations ranging from simple

explicit empirical equations to those derived from Equations

of State (EOS). These correlations were used to calculate z-

factor at different pressures and temperatures, and then the

results of these correlations were compared with the Virial

Equation of State recommended in the report number 8 of

American Gas Association (AGA8) and z-factor data ob-

tained from laboratory experiments. The program generates

the data in the form of four lookup tables for a range of

pressure, temperature and gas composition based on

sensitivity studies. The tables highlight the best possible

correlations to be used to calculate z-factor for a certain gas

system within a range a pressure and temperatures. The

lookup tables can also be used to benchmark and determine

the most accurate correlation for certain pressure (isobar)

and temperature (isotherm) conditions. Each table covered

group of real natural gas systems having a range of gas

compositions with varied fraction of non-hydrocarbon

components.

The developed program and lookup tables are used to es-

timate the initial gas reserves or gas initially in place for

Whicher Range tight gas field; and justify the potential appli-

cation of the proposed method as well as developed lookup

tables as a simple tool in real field cases. The paper also pre-

sents insightful discussions including limitations of various

correlations widely used by the industry for routine analysis

based upon comprehensive literature review.

Mathematical relationships

The gas mixture properties including z-factor can be calcu-

lated based on certain mixing rules and EOS. Many mathe-

matical models and/or empirical correlations are developed

on this basis, and can be found in the literature. This section

provides an overview of the most commonly used mathe-

matical models/correlations used for hydrocarbon mixtures

as a routine practice by oil and gas industry.

Table 1 outlines the most used mixing rules that are clas-

sified according to the required data (i.e. exact compositions

or specific gravity of gas).

As described in Table 1, somemixing rules such as Kay [19],

M.B. Standing [24] cannot alone handle gas mixtures con-

taining non-hydrocarbon components. Therefore, on the

grounds that the most of natural reservoir gases includes

hydrogen sulphide, nitrogen and carbon dioxide, Wichert and

Aziz [29] proposed an approach to correct the pseudo critical

properties of gas mixtures due to the presence of carbon di-

oxide and hydrogen sulphide. While theWichert and Aziz [29]

approach is valid for mixtures defined by the known gas

composition, R. P. Sutton [28] correlation can correct the

pseudo critical properties for the gas mixtures containing

impurities and defined by the specific gravity.

The published gas z-factor correlations could be classified

into two kinds. The first type is the empirically derived explicit

z-factor correlations, which directly calculate z-factor, while

the second type is implicit z-factor correlations are mostly

derived based on equations of state solved by the trial and

error or iterative techniques. Of these two methods, it has

been distinguished that iterative models provide results with

less error than the empirical correlations due to rigorous so-

lution techniques to the equations of state [30]. However,

explicit typed empirical correlations are much faster than

iterative methods and have comparable accuracy in some

specific cases [31].

Based on comprehensive literature survey, it is apparent

that there are two fundamental methods which are followed

to calculate z-factor. The first method of calculating the z-

factor involves the use of explicit empirical correlations,

which are derived based on certain observations from

regression analysis and/or experiments for a set of fluid

samples within a certain range of pressure and temperature

conditions. The earliest work on z-factor correlations was

developed by Cope, Lewis, and Weber [32] and G. G. Brown,

Souders, and Smith [33]. Their work was later extended and

improved by G. Brown, Katz, Oberfell, and Alden [34]. Marshall

B Standing and Katz [35] developed a z-factor chart for pure

natural gases, which are consisted of only hydrocarbon

components; and this chart was formulated for a certain

range of reduced temperatures and pressures. The chart of

Marshall B Standing and Katz [35] has considered one of the

most used and practical approaches of calculating z-factor in

petroleum engineering [36e38]. After technological develop-

ment of computers and advances in numerical techniques,

many z-factor correlations have been developed on the same

basis of Marshall B Standing and Katz chart [35] using nu-

merical regression methods to get more accurate results; and

to extend the range of pressure, temperature and composition

i n t e r n a t i o n a l j o u r n a l o f h y d r o g e n en e r g y 4 2 ( 2 0 1 7 ) 2 5 4 9 2e2 5 5 0 8 25493

237

http://dx.doi.org/10.1016/j.ijhydene.2017.08.030
http://dx.doi.org/10.1016/j.ijhydene.2017.08.030


than that considered in Marshall B Standing and Katz chart

[35]. Following the similar basis, many empirical correlations

namely Papay (PAP) [39], Beggs and Brill (B&B) [40], Bahadori,

Mokhatab, and Towler (BAH) [41], Azizi, Behbahani, and Isa-

zadeh (AZI) [42], Heidaryan, Salarabadi, and Moghadasi (HEID)

[43], Sanjari and Lay (SNL) [44], Shokir, El-Awad, Al-Quraishi,

and Al-Mahdy (SHO) [45], and Mahmoud (MAH) [46] have been

reported in the literature. The accuracy of these correlations

widely varied and depends on the nature of the compositions

of fluid sample (e.g. percentage of different hydrocarbon and

non-hydrocarbon components, and other impurities), pres-

sures and temperatures. Although these correlations are

frequently used as standard practical tool, it is very chal-

lenging to select a single correlation that can cover entire

range of reservoir fluid compositions, pressures and temper-

atures. Consequently, inappropriate selection of correlation

can develop erroneous results with high level of uncertainties,

and mislead the interpretation of associated analysis, which

can cause detrimental effects on decisionmaking especially if

these results are used in petroleum field development

planning.

The second approach involves the use of EOS, which are

the mathematical relationships to be used to identify prop-

erties of hydrocarbons with respect to temperature, pressure,

and fluid composition [47]. In practice, most of the EOS based

correlations for z-factor calculation are implicit in nature and

requires solving iteratively. On the other hand, the main dif-

ficulty to employ a cubic EOS for calculating z-factor can

encourage huge uncertainties in estimating the properties of

reservoir fluids, especially for heavy components [48]. Table 2

highlights widely used z-factor correlations which were

formulated by modifying the coefficients of EOS using nu-

merical regression analysis; and each correlation was derived

based upon a particular set of data sets. The correlations

presented in Table 2 are also implicit in nature and required to

solve iteratively.

Limitations of correlations

Each of the correlations presented earlier has its own limita-

tions. Some correlations were designed to be used as a quick

Table 1 e Existing mixing rules for pseudocritical parameters estimation.

The required data
of gas mixtures

Mixing rule Description

Exact gas composition Kay [19] An excellent method for the determination of pseudocritical parameter for

hydrocarbon only mixtures that it depends on weighted average critical

properties [20].

Stewart, Burkhardt, and

Voo [21]

A mixing rule that has been evolved to handle hydrocarbon gas mixture

with percentages of heavier hydrocarbon molecules.

Corredor, Piper,

and McCain Jr [22]

A developed formula of mixing rule of Stewart et al. [21] to handle gas

mixtures including heptane plus fraction, and acid gases (H2S and CO2) and

nitrogen. They excluded the requirement to identify the heptane plus

fraction by depending on molecular weight of fraction instead of critical

properties.

Piper, McCain Jr,

and Corredor [23]

A mixing rule that is based on the same formula Corredor et al. [22] with

different coefficients which it is formulated to be valid for gases with

specific gravities, varying from 1.3 to 1.8 It was designed to covermore gases

containing impurities than the gas samples studied by Corredor et al. [22].

Specific gravity

when composition

is unknown

M.B. Standing [24] Two mixing rules are suggested, the first is for gas has specific gravity less

than 0.75 and the second is for wet gaswith specific gravity equals or greater

than 0.75. The Standingmixing rules are utilizedwidely for hydrocarbon gas

mixture in the industry [25].

R. Sutton [26] A developed mixing rule of Stewart et al. [21] to minimize the deviation

resulted due to C7þ fraction presence. This correlation improved the

accuracy of the calculated z-factor of mixtures including C7þ fraction [27]. In

addition, it can be used with gas condensates.

R. P. Sutton [28] Developed mixing rules that can be used for pure hydrocarbon mixtures

and hydrocarbon gas mixtures including impurities such as H2S, CO2 and

N2. These correlations are employed for associated and condensate gas

mixtures.

Table 2 e Iterative z-factor correlations.

The z-correlation Equation of state Database

Hall and Yarborough (H&Y) [49] Carnahan and Starling [50] Marshall B Standing and Katz [35] and 12 natural gas mixtures.

P. M. Dranchuk et al. (DPR) [37] Benedict, Webb, and Rubin [51] Marshall B Standing and Katz [35] and G. Brown et al. [34]

P. M. Dranchuk and H.

Abou-Kassem (DAK) [52]

K.E. Starling [53] Marshall B Standing and Katz [35]
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estimation tool, whilst others were designed for accuracy

within wide ranges of pressure and temperature for certain

samples. The correlations can also be influenced by the

composition of gas sample, non-hydrocarbon components,

range of pressures and temperatures and size of data sample

used in its creation. Correlations are also tuned to fit only the

data used for the creation of the correlation, which can pre-

sent further limitations when other gas compositions are

used, and consequently encourages significant error with

huge uncertainties.

Table 3 provides recommended range of pseudo reduced

pressure and temperature considered in different correlations

in order to have a reasonable accurate estimation of z-factor.

From Table 3, it can be observed that each of the correla-

tions mentioned above are based on a bounded range of

pressure and temperature. The accuracy of estimated results

using these correlations depends on how accurately each of

the correlations matches with the nature of gas mixture, and

range of pressures and temperatures. It becomes utterly

challenging to determine a single correlation that can provide

accurate estimation of z-factor for a given gas mixture within

the interesting range of reservoir pressures and temperatures.

Sensitivity study may help to determine which correlation

would provide the estimate with the highest degree of accu-

racy, despite the original author's guidelines. However, this

discussion warrants that a method or framework needs to be

in place, which eases the process and minimize the errors as

well as uncertainties.

Method of determining best possible Z-factor

In this study, both explicit and implicit correlations discussed

above are rigorously tested for a range of representative gas

mixtures typically exist in tight gas-hydrocarbon reservoir for

a wide range of pressures and temperatures. The degree of

accuracy of these correlations is evaluated through rigorous

sensitivity studies and error analysis. The best possible z-

factor correlation offeringmost accurate value of z-factor for a

certain gas sample at various pressure and temperature con-

ditions are then developed in the form of lookup tables. Using

this lookup tables, one can easily identify which correlation

should offer most accurate results for a certain gas sample

within expected range of pressure and temperatures. The

steps of calculation followed in this study are described in a

flow chart presented in Fig. 1.

As described in Fig. 1, the method involves following basic

steps:

Table 3 e Recommended reduced pressure and reduced
temperature ranges for each correlation.

Correlation Reduced
Pressure
Range

Reduced
Temperature

Range

Azizi et al. (AZI) [42] 0.2 � Ppr � 11 1.1 � Tpr � 2

Bahadori et al. (BAH) [41] 0.2 < Ppr < 16 1.05 < Tpr < 2.4

Beggs and Brill (B&B) [40] 0 < Ppr < 8 1.2 < Tpr

P. M. Dranchuk and

H. Abou-Kassem (DAK) [52]

0.2 < Ppr < 30 1 < Tpr < 3

P. M. Dranchuk et al. (DPR) [37] 0.2 < Ppr < 30 1 < Tpr < 3

Hall and Yarborough (H&Y)

[49]

0.8 > Ppr < 4 1.2 < Tpr

Heidaryan, Salarabadi,

et al. (HEID) [43]

0.2 < Ppr < 17 1.2 < Tpr

Mahmoud (MAH) [46] 0.1 < Ppr < 20 2.2 < Tpr < 4

Papay (PAP) [39] Ppr < 8 Tpr < 2

Sanjari and Lay (SNL) [44] 0.01 < Ppr < 15 1.01 � Tpr � 3

Shokir et al. (SHO) [45] 0.01 < Ppr < 15 1.01 � Tpr � 3

Fig. 1 e Flow chart showing the step of calculation followed

in proposed method.
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� Step 1: This step involves in the calculation of pseudocrit-

ical properties of reservoir fluid.

� Step 2: This step involves in the calculation of z-factor

using 11most known empirical correlations (which include

both implicit and explicit typed correlations), which are

widely used in the industry as a standard tool for routine

practices.

� Step 3. This step is associated with error analysis using

various fluid compositions, pressures and temperatures to

define the most accurate or optimum z-factor correlation

for a particular fluid and range of pressures and

temperatures.

� Step 4: This step involves the identification of the best

possible z-factor correlation which offers the minimum

error, and the development of lookup tables based upon

error analysis and sensitivity studies.

� Step 5: Using the developed lookup table as obtained in

step 4, this step involves the determination of the best

possible z-factor correlation(s) that should be considered

for accurate estimation of z-factor as well as subsequent

calculations.

The estimated z-factor obtained from this selected correla-

tion is considered to be an optimum correlation, which even-

tually provideswith themost accurate z-factor that can beused

for reservoir simulation or any other relevant computation.

Particularly in this study, this approach is used for the simula-

tion of Whicher Range field, an Australian Tight Gas field in

order to accurately estimate the Gas Initially in Place (GIIP).

A Visual Basic Application (VBA) interface based Excel

program has been developed by employing above discussed

method, which can be used to estimate z-factor of any given

gas mixture or gas system for pressure ranges from 500 psi to

12000 psi, and temperature ranges from 100 �F to 400 �F. The
details feature of this developed program has been elaborated

in a later section below.

Development of VBA interface based excel
program

The calculation of z-factor can be conducted by two methods:

numerical or graphical. The graphical calculation delivers one

value from one direct correlation with truncation error that

differs from one user to another. The process is tedious, time-

consuming, and not suitable for routine industry standard

analysis. On the other hand, the numerical method can

deliver many values of z-factor based on different direct and

iterative correlations with better accuracy within manageable

time frame. Accordingly, a computational program is

Fig. 2 e Z-factor calculation user form for considered in the developed program.
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developed based on numerical method to estimate z-factor

using Excel spreadsheet with VBA.

The program includes both explicit (direct) method, and

implicit (iterative) depending on the nature of the correla-

tions. The direct method is applied to the empirical z-factor

correlations. The correlation based on an EOS, where z-factor

appears on the both sides of the correlation, are solved itera-

tively using combined Newton-Raphson, and the false posi-

tion approaches [54]. Although the Newton-Raphson method

is relatively fast approach, the accuracy of the solution solely

depends on initial guess. Wrong initial guess often leads to

erroneous as well as misleading results. To overcome this, the

false position method was employed to solve z-factor initially

to determine good initial guess for Newton-Raphson.

The program allows quick and accurate calculations of z-

factor using all the correlations discussed in previous sec-

tions. It was coded in VBA, which is the native coding platform

for Excel. By creating an easy to use form, users can simply

enter relevant gas, pressure and temperature properties and

select, which correlation they wish to calculate the z-factor.

The spreadsheet has the capability to generate results for an

array of pressures designated by the user. The user form for z-

factor calculations is shown in Fig. 2. This user form can

determine the z-factor from 11 different correlations individ-

ually, or all of them at once. Users have to simply provide the

pressure and temperature at which they wish to calculate the

z-factor, other relevant data and select a method for calcula-

tion of pseudocritical parameters. The user can then calculate

the z-factor based upon the interested correlations by select-

ing corresponding correlation from drop down menu. The

program populated cells in the worksheet in an array, allow-

ing formultiple pressures to be used at once if so desired. This

program can provide results from all 11 correlations calcula-

tion within 1 s up to 10 decimal places, making it an accurate

and fast method to determine the z-factor using different

correlations. Although the current program uses most known

and widely acceptable 11 correlations considered as standard

for oil and gas industry, any number of correlations can easily

be incorporated into the program.

The z-factor correlations included in the program are

mostly used correlations: Azizi et al. (AZI) [42], Bahadori et al.

(BAH) [41], Beggs and Brill (B&B) [40], P. M. Dranchuk and H.

Abou-Kassem (DAK) [52], P. M. Dranchuk et al. (DPR) [37], Hall

and Yarborough (H&Y) [49], Heidaryan, Salarabadi, et al.

(HEID) [43], Mahmoud (MAH) [46], Papay (PAP) [39], Sanjari and

Lay (SNL) [44] and Shokir et al. (SHO) [45]. Fourmixing rules for

pseudocritical parameters that based on gas composition

considered in the program are: Kay [19], Stewart et al. [21],

Corredor et al. [22] and Piper et al. [23].While, twomixing rules

for pseudocritical parameters that based on gas specific

gravity considered are: R. Sutton [26] andM.B. Standing [24]. In

addition, Wichert and Aziz's correlation [29] is employed to

handle the presence of non-hydrocarbon components. All of

the correlations are presented in Appendix (A).

Sensitivity studies

The sensitivity studies were carried out to evaluate the degree

of accuracy of the reviewed correlations in this study to

formulate lookup tables of z-factor correlations, and justify

the potential application of the developed program and these

lookup tables as a practical and simple tool to determine the

most accurate z-factor correlation at each pressure and tem-

perature for a given gas mixture to be used across a broad

range of conditions. The evaluation criteria for the accuracy of

the eleven selected correlations are based upon average ab-

solute relative error (AARE%) and coefficient of determination

(R2) in comparison with AGA8 Equation and experimental re-

sults. The calculated results are compared with experimental

data for 20 real gas samples, which added extra pressure and

temperature ranges along with increasing amount of non-

hydrocarbon presence.

AGA8 equation of state is a standard that was developed by

the American Gas Association on the principle of the Virial

Equation of State to calculate z-factor for gas mixtures

[55e59]. AGA8 equation can perform the calculation of ther-

modynamic properties of natural and synthetic gases mix-

tures consisting of up to 21 components [60]. Many researches

are carried out to calculate the thermodynamic properties of

gas mixtures using AGA8 equation of state, and concurred

that AGA8 equation states most accurate prediction with an

error ranges ±0.7% [18,61,62]. AGA8 equation of state is, is

however considered as an acceptable and most broadly used

industry standard to calculate z-factor for gas mixtures

because of its high accuracy for wide range of gas composi-

tion, temperature and pressure [63e67]. Accordingly, this

equation of state is considered as a standard basis to evaluate

the accuracy of z-factor correlations in this study.

Based on this sensitivity analysis, four lookup tables are

developed, which highlights the best possible correlation that

provides most accurate estimation of z-factor for each pres-

sure, temperature for a given range of gas composition

considered in the study. Four different groups of natural gas

systems with varying amount of non-hydrocarbon compo-

nents are also considered to represent a large range of reser-

voir dry natural gases.

Natural gas properties considered

In order to capture a large range of possible dry natural gas

compositions which are found in reservoirs, four different

types of representative typical natural gas system with

different compositions are considered for demonstration

purpose. Composition of each type of gas system are shown in

Table 4. The type 1 natural gas system consists of pure hy-

drocarbon basedmixturewhereas the others contain different

Table 4 e Natural gas compositions used for correlations
analysis.

Component Representative gas types and Xi (%)

Type 1 Type 2 Type 3 Type 4

C1 94.0 87.0 79.9 65.8

C2 4.0 3.7 3.4 2.8

C3 2.0 1.8 1.7 1.4

CO2 0 2.5 5.0 10.0

N2 0 2.5 5.0 10.0

H2S 0 2.5 5.0 10.0
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amount of non-hydrocarbon components such as hydrogen

sulfide (H2S), carbon dioxide (CO2) and nitrogen (N2), as com-

mon impurities seen in typical natural gas system [68]. The

compositions of different types of gas system used for this

analysis are listed in Table 4.

As shown in Table 4, the compositions of four types of

representative gas systems considered are as follows.

� Type 1 ¼ Pure hydrocarbon case.

� Type 2 ¼ 2.5 mol% of each three non-hydrocarbon gases

(7.5% total).

� Type 3¼ 5mol% of each three non-hydrocarbon gases (15%

total).

� Type 4 ¼ 10 mol% of each three non-hydrocarbon gases

(30% total).

The pseudocritical properties of components considered in

four types of gas systems are determined using Piper et al.

mixing rule [23]. Table 5 lists the critical properties, specific

gravity andmolecular weight of each of these four types of gas

system.

Evaluation criteria of the z-factor correlations with AGA8
equation and the experimental data

All correlations are evaluated based on Average Absolute

Relative Error (AARE%) in comparison to AGA8 Equation and

the available experimental data. Average Absolute Relative

Error indicates howmuch a calculated value can deviate from

the measured value, where zero indicates an identical result.

Average absolute relative error is defined in Eq (1).

AARE% ¼
Xn
i¼1

�����ycalculated � ymeasured

ymeasured

����*100
��

n (1)

Where ycalculated represents the value of property calculated

by the correlations equation and ymeasured represents the value

of property calculated from the AGA8 Equation of State or the

available experimental data.

The second evaluation criterion is the coefficient of deter-

mination (R2), which is used to determine the accuracy of the

results of the z-factor correlations as compared to the results

of AGA8 Equation of State or the available experimental data.

The R2 or coefficient of determination indicates how well

certain data will fit into statistical models or given data [69].

The R2 is calculated using Eq (2).

R2 ¼ 1� Residual sum of squares

Explained sum of squares
(2)

Results and discussion

Estimation of z-factor for representative types of typical
natural gas system

Each correlation is used to calculate the z-factor for the

pressure from 500 to 12000 psi, temperature from 100 to 400 �F
and composition ranges as listed in Table 4. AARE% and R2 for

each correlation are calculated by equations [1] and [2],

Table 5 e Natural gas composition important properties of all representative types of natural gas system.

Types of Natural
Gas

Pseudocritical pressure
ðpsiaÞ

Pseudocritical temperature
ðRÞ

Gas specific gravity
ðgÞ

Gas molecular weight
ðg=gmolÞ

1 674.183 342.944 0.593 17.165

2 686.521 347.727 0.639 18.516

3 699.137 352.934 0.687 19.895

4 724.940 363.156 0.781 22.626

Table 6 e AARE% and R2 in estimated z-factor using various correlation for all representative types of natural gas system.

Correlations Samples

Type 1 Type 2 Type 3 Type 4

AARE% R2 AARE% R2 AARE% R2 AARE% R2

AZI 1.171 0.992 1.38 0.992 1.441 0.993 2.201 0.994

BAH 2.677 0.949 2.304 0.961 2.396 0.966 2.815 0.974

B&B 1.831 0.972 1.721 0.978 1.739 0.981 2.569 0.984

DAK 0.598 0.9984 0.966 0.998 1.146 0.998 2.139 0.998

DPR 0.643 0.9982 1.072 0.9979 1.243 0.9981 2.236 0.9981

H&Y 0.595 0.9984 0.901 0.9979 1.078 0.9981 2.076 0.9979

HEID 0.683 0.9977 1.048 0.9969 1.2154 0.9971 2.168 0.9968

MAH 12.2 0.671 11.83 0.6776 11.495 0.6782 10.709 0.668

PAP 14.445 0.815 15.95 0.817 15.38 0.818 16.563 0.828

SNL 1.056 0.9946 1.075 0.9945 1.478 0.9946 2.532 0.9938

SHO 18.81 0.222 18.67 0.192 17.631 0.1325 16.93 0.023

Table 7 e Correlation accuracy ranking of types of the
representative typical natural gas system considered.

Sample No. 1st 2nd 3rd

1 H&Y DAK DPR

2 H&Y DAK HEID

3 H&Y DAK HEID

4 H&Y DAK HEID
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respectively, and then compared to each correlation as shown

in Table 6.

It is important to note that these results presented in Table

6 are the averages across the entire pressure range of

500e12000 psi and temperature of 100 to 400 �F for each

sample. Based on minimum AARE% and maximum R2 (i.e.

close to 1), the top three most accurate correlations of the

representative typical natural gas system are selected from

Table 6 and listed below in Table 7. These results are then used

to develop lookup tables as explained later.

As seen in Table 7, the Hall and Yarborough correlation

(H&Y) performs the best for all four gas compositions. P. M.

Dranchuk and H. Abou-Kassem (DAK), P. M. Dranchuk et al.

(DPR) and the Heidaryan, Salarabadi, et al. (HEID) correlations

are appeared to perform well (as AARE% is low and R2 is close

to unity). This analysis helps highlight the impact of choice of

correlation on the calculation of z-factor and subsequent

calculations.

Estimation of z-factor for real gas samples

To quantify the results obtained above in a real world sce-

nario, several reservoirs were considered as the representa-

tive natural gas samples to analyse using the proposed

method. Use of real reservoir data would allow the analysis to

identify the effect of the presence of non-hydrocarbon gas in a

real reservoir gas system on pseudocritical properties and

more importantly, the z-factor. The experimental results of 20

real gas samples obtained from published studies

[16,18,70e72] are used in this analysis to compare with the

corresponding results of the correlations, and then AARE%

and R2 are calculated to evaluate the degree of accuracy of

each correlation for each gas sample through the entire range

of pressures and temperatures considered in this study. The

statistical description of the data bank for these 20 real sam-

ples is presented in Table 8 depending on maximum and

minimum value of different components of hydrocarbon

including mean, variance and standard deviation.

The results of this analysis based on AARE% and R2 are

shown in Fig. 3 and Fig. 4, respectively. Once again, the Hall

and Yarborough correlation [49] provides the best match to

the experimental z-factors for the real gas samples, having an

average error across all points of 1.44%. TheDAK, DPR, AZI and

HEID correlations are also observed to be provided accurate

results across all data points having average errors less than

2%.

Development of lookup tables

Based on the results determined by the sensitivity analysis,

four lookup tables have been created for four groups of real

samples considered in the sensitivity analysis; and presented

in Tables 9e12. It is to be noted that the real samples pre-

sented in Table 8 are categorized into 4 different groups

Table 8 e The statistical description of the data bank for the real samples used for analysis.

Component Minimum mole % Maximum mole % Mean Variance Standard Dev.

C1 42.41 96 77.933 220.458 15.024

C2 0 28.67 5.187 45.670 7.166

C3 0 16.2 1.696 13.069 3.883

iC4 0 5.87 0.587 2.001 1.539

nC4 0 1.63 0.324 0.289 0.563

iC5 0 0.91 0.204 0.103 0.339

nC5 0 0.79 0.117 0.061 0.262

nC6 0 1.31 0.173 0.155 0.423

C7þ 0 4.51 0.323 1.188 1.192

CO2 0 20 3.990 29.261 5.505

H2S 0 51.37 10.413 186.813 13.971

N2 0 5.84 1.029 2.316 1.603
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Fig. 3 e Calculated average absolute relative error for the z-
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depending on the percentage of non-hydrocarbon compo-

nents present in the real gas mixture, which are defined as:

� Group 1 e pure hydrocarbon case (i.e. non-hydrocarbon

component ¼ 0)

� Group 2 e hydrocarbons with mole percentage of non-

hydrocarbon component is 0 < non-hydrocarbon � 7.5

� Group 3 e hydrocarbons with mole percentage of non-

hydrocarbon component is 7.5 < non-hydrocarbon � 15

Table 9 e Recommended correlation for any temperature and pressure for Group 1 (no non-hydrocarbon gas presence).

Temperature, oF

Pressure, psi 0 100 125 150 175 200 225 250 275 300 325 350 375 400

500 DAK HEID HEID H&Y H&Y B&B B&B B&B B&B MAH AZI SNL SNL

1000 DPR H&Y H&Y HEID HEID B&B B&B B&B B&B B&B AZI MAH SHO

1500 B&B DAK HEID PAP B&B B&B B&B B&B B&B B&B B&B B&B SHO

2000 B&B AZI DPR H&Y PAP PAP B&B B&B B&B B&B B&B B&B AZI

2500 B&B H&Y DAK DPR DPR PAP PAP SNL B&B B&B B&B SNL SNL

3000 BAH H&Y HEID DAK DPR DPR PAP PAP B&B B&B B&B SHO SNL

3500 AZI H&Y AZI DAK DAK DPR DPR PAP B&B B&B B&B B&B SHO

4000 AZI AZI H&Y AZI DAK DPR DPR BAH BAH B&B B&B DPR DPR

4500 AZI AZI AZI AZI DAK HEID SHO DPR DPR DPR DPR DPR DPR

5000 AZI AZI AZI H&Y AZI DAK DAK DPR DPR DPR DPR DPR DPR

5500 DAK SNL DAK H&Y H&Y DAK HEID DAK SHO PAP DPR DPR DPR

6000 DAK DAK DAK DAK SNL H&Y DAK DAK DAK B&B B&B DPR DPR

6500 DAK DAK DAK DAK DAK H&Y H&Y HEID DAK DAK DAK DAK DAK

7000 DAK DAK DAK DAK DAK DAK H&Y HEID SNL DAK DAK DAK DAK

7500 DAK DPR DAK DAK DAK HEID HEID HEID H&Y SNL DAK B&B DAK

8000 DAK DAK DAK DAK DAK HEID HEID AZI H&Y H&Y SNL HEID HEID

8500 DAK DAK DAK DAK HEID HEID HEID HEID H&Y H&Y SNL HEID HEID

9000 DAK DAK DPR DAK HEID HEID HEID HEID HEID H&Y H&Y HEID HEID

9500 DPR DPR DPR DPR HEID HEID HEID HEID HEID HEID HEID HEID HEID

10000 SNL DPR DPR DPR HEID HEID HEID HEID HEID HEID H&Y H&Y H&Y

10500 DPR DPR DPR DPR DPR HEID HEID HEID HEID H&Y H&Y H&Y H&Y

11000 DPR DPR DPR B&B DPR H&Y H&Y H&Y H&Y H&Y H&Y H&Y H&Y

11500 DPR DPR DPR DPR DPR H&Y H&Y H&Y H&Y AZI H&Y H&Y B&B

12000 DPR DPR DPR DPR DPR H&Y H&Y BAH H&Y H&Y H&Y H&Y H&Y

Table 10 e Recommended correlation for any temperature and pressure for Group 2 (0e7.5% non-hydrocarbon gas
presence).

Temperature, oF

Pressure, psi 100 125 150 175 200 225 250 275 300 325 350 375 400

500 DAK HEID HEID B&B B&B B&B B&B B&B B&B B&B MAH SNL SNL

1000 AZI BAH B&B B&B B&B B&B B&B B&B B&B B&B B&B AZI MAH

1500 B&B H&Y HEID PAP PAP B&B B&B B&B B&B B&B B&B B&B AZI

2000 B&B H&Y DPR PAP PAP PAP B&B B&B B&B SHO B&B B&B B&B

2500 B&B HEID DAK DPR DPR PAP PAP SNL SNL B&B SNL SNL SNL

3000 BAH BAH AZI DAK DPR DPR PAP PAP B&B B&B B&B B&B SNL

3500 BAH AZI H&Y AZI DAK DPR DPR PAP DPR B&B BAH B&B SHO

4000 B&B AZI AZI H&Y AZI DAK BAH BAH BAH BAH B&B B&B DPR

4500 B&B AZI AZI H&Y H&Y AZI DAK DAK DPR DPR B&B DPR DPR

5000 B&B AZI AZI H&Y H&Y H&Y H&Y DAK DAK PAP DPR DPR DPR

5500 B&B SNL DAK DAK H&Y H&Y AZI H&Y HEID DAK DAK DPR DPR

6000 BAH SNL SNL SNL SNL H&Y AZI AZI H&Y HEID DAK DAK DAK

6500 B&B BAH SNL SNL SNL SNL SNL AZI H&Y H&Y H&Y H&Y DAK

7000 B&B B&B BAH SNL SNL SNL B&B SNL AZI HEID HEID H&Y HEID

7500 B&B B&B BAH B&B B&B B&B SNL SNL AZI SNL HEID H&Y H&Y

8000 B&B B&B BAH B&B B&B B&B HEID SNL SNL SNL HEID H&Y H&Y

8500 SNL B&B B&B B&B B&B HEID HEID HEID SNL SNL SNL H&Y B&B

9000 SNL B&B B&B B&B B&B HEID HEID HEID SNL SNL SNL H&Y H&Y

9500 SNL SNL B&B B&B HEID HEID HEID HEID SNL SNL SNL H&Y H&Y

10000 DPR SNL B&B B&B HEID HEID HEID HEID SNL SNL SNL H&Y H&Y

10500 DPR SNL BAH B&B DPR HEID HEID SNL SNL SNL AZI H&Y H&Y

11000 BAH BAH SNL SNL SNL SNL SNL SNL SNL SNL AZI H&Y H&Y

11500 DPR B&B B&B SNL SNL SNL SNL SNL SNL SNL AZI H&Y H&Y

12000 DPR B&B B&B SNL SNL SNL SNL BAH SNL H&Y AZI H&Y H&Y
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� Group 4 e hydrocarbons with mole percentage of non-

hydrocarbon component is 15 < non-hydrocarbon � 30

The lookup table for each group of gas samples highlights

the correlation which achieves the highest accuracy of z-

factor calculation for a given group of gas samples at a certain

pressure and temperature domain. For instance from Table 9,

it can be seen that the DAK correlation can provide better

estimation of z-factor for Group 1, when reservoir pressure

varies from 6500 to 7000 psi within temperature range is 0 to

Table 11 e Recommended correlation for certain temperature and pressure for Group 3 (7.5e15% non-hydrocarbon gas
presence).

Temperature, oF

Pressure, psi 100 125 150 175 200 225 250 275 300 325 350 375 400

500 AZI DPR HEID H&Y H&Y SHO AZI B&B B&B B&B MAH SNL SNL

1000 PAP PAP H&Y H&Y HEID HEID B&B B&B B&B B&B B&B B&B MAH

1500 BAH B&B DPR B&B PAP B&B B&B B&B B&B B&B B&B B&B B&B

2000 HEID B&B HEID H&Y H&Y PAP PAP B&B B&B SHO B&B B&B B&B

2500 B&B B&B AZI H&Y DPR DPR PAP SNL B&B SNL SHO B&B SNL

3000 B&B SHO H&Y H&Y DAK DPR DPR PAP B&B B&B B&B B&B SNL

3500 BAH BAH BAH H&Y HEID DAK DPR PAP PAP B&B B&B B&B SHO

4000 B&B AZI AZI H&Y AZI DAK DPR DPR PAP BAH B&B B&B DPR

4500 B&B AZI AZI H&Y H&Y AZI DAK DPR DPR DPR B&B B&B DPR

5000 B&B AZI AZI H&Y H&Y H&Y DAK DAK SHO DPR DPR DPR DPR

5500 SNL DAK DAK DAK H&Y H&Y H&Y HEID DAK DPR DPR DPR DPR

6000 BAH SNL SNL SNL DAK H&Y AZI H&Y DAK DAK B&B DPR DPR

6500 DPR BAH DAK DAK SNL SNL SNL H&Y HEID DAK DAK DAK BAH

7000 DPR BAH DAK DAK DAK DAK H&Y AZI HEID HEID DAK DAK DAK

7500 DPR DPR BAH DAK DAK DAK B&B AZI HEID H&Y H&Y DAK DAK

8000 DPR DPR BAH DAK DAK B&B HEID HEID HEID H&Y SNL H&Y HEID

8500 DPR DPR DPR SHO DAK B&B HEID HEID AZI HEID H&Y H&Y HEID

9000 DPR DPR DPR DAK B&B HEID HEID HEID HEID HEID HEID HEID HEID

9500 SNL DPR DPR DPR B&B HEID HEID HEID HEID HEID HEID H&Y HEID

10000 DPR DPR DPR DPR B&B HEID HEID HEID HEID HEID HEID H&Y H&Y

10500 DPR SNL MAH DPR DPR HEID HEID HEID HEID AZI H&Y H&Y H&Y

11000 BAH DPR DPR B&B DPR H&Y HEID HEID HEID H&Y SNL H&Y H&Y

11500 DPR DPR SNL B&B DPR H&Y H&Y H&Y H&Y H&Y H&Y H&Y H&Y

12000 DPR DPR DPR B&B DPR H&Y H&Y H&Y H&Y SNL H&Y H&Y H&Y

Table 12 e Recommended correlation for certain temperature and pressure for Group 4 (15e30% non-hydrocarbon gas
presence).

Temperature, oF

Pressure, psi 0 100 125 150 175 200 225 250 275 300 325 350 375 400

500 AZI H&Y DAK HEID H&Y H&Y B&B AZI B&B B&B B&B MAH SNL

1000 PAP PAP H&Y H&Y HEID B&B B&B B&B B&B B&B B&B AZI AZI

1500 DPR DPR DAK PAP HEID B&B B&B B&B B&B B&B B&B B&B B&B

2000 BAH B&B AZI DPR PAP PAP PAP B&B B&B B&B B&B B&B B&B

2500 B&B B&B AZI DPR DPR SNL PAP SNL SNL SNL B&B SHO B&B

3000 B&B SHO H&Y DAK DPR DPR PAP PAP PAP SNL B&B B&B SNL

3500 B&B H&Y H&Y BAH DAK DPR DPR PAP PAP B&B B&B BAH B&B

4000 B&B AZI AZI AZI DAK DPR BAH BAH PAP BAH BAH B&B B&B

4500 B&B AZI AZI AZI DAK DAK SHO DPR DPR PAP DPR B&B B&B

5000 B&B AZI AZI AZI AZI DAK HEID DPR DPR DPR DPR DPR DPR

5500 B&B AZI AZI DAK H&Y AZI DAK HEID DPR SHO PAP DPR DPR

6000 B&B SNL SNL SNL DAK H&Y DAK HEID DPR DPR DPR DPR DPR

6500 B&B BAH DAK DAK SNL SNL H&Y DAK DAK SHO DPR DPR DPR

7000 B&B DPR BAH DAK DAK DAK DAK H&Y DAK SNL SNL DPR DPR

7500 B&B DPR BAH DAK DAK DAK DAK H&Y HEID DAK DAK SNL DAK

8000 DPR DPR DPR DAK DAK DAK DAK B&B HEID H&Y DAK DAK DAK

8500 SNL DPR DPR BAH DAK DAK B&B HEID HEID H&Y H&Y DAK SNL

9000 SNL DPR DPR BAH DAK B&B HEID HEID HEID HEID H&Y H&Y SNL

9500 DPR DPR DPR BAH B&B B&B HEID HEID HEID HEID H&Y H&Y SNL

10000 DPR SNL DPR BAH B&B HEID HEID HEID HEID HEID HEID H&Y SNL

10500 DPR SNL DPR BAH B&B HEID HEID HEID HEID HEID HEID HEID HEID

11000 DPR DPR SNL BAH B&B DPR HEID HEID HEID HEID BAH H&Y H&Y

11500 BAH BAH SNL DPR B&B DPR H&Y HEID HEID HEID H&Y SNL H&Y

12000 DPR DPR DPR SNL MAH DPR H&Y H&Y H&Y BAH H&Y H&Y H&Y
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200 �F. DAK correlation also performs well in case the reser-

voir is limited to 6500e7000 psi for a temperature more than

300 �F. For z-factor calculations at certain pressures and

temperatures in between each isotherm and isobar, it can be

assumed that both the adjoining correlations can be usedwith

high accuracy. Tables 9e12 represent the recommended cor-

relation to be used for any pressure and temperature for

Groups 1 to 4, respectively.

The color code and full description of correlations shown in

Tables 9e12 are provided in Table 12a.

When compared to the lookup Tables 9e12, it is clear that

there is no single correlation which can predict accurately for

the entire range of pressure, temperature and composition.

For instance, AZI correlation is appeared to work for very low

reservoir pressure (up to 1000 psi), when temperature is 350 �F
for Group 1. Obviously this correlation provides with erro-

neous result at higher pressure and at temperature of 350 �F
for Group 1 (Table 9), if AZI correlation is used. It can be

observed from Tables 9e12 that the B&B correlation almost

appears to be best choice when reservoir pressure varies from

0 to 4000 psi for a temperature range of 300 to 375 �F for all four

groups. Similarly, it is possible to determine the most appro-

priate correlation that should be considered for a range of

pressure and temperature for a given gas sample using any of

the lookup tables generated using the developed excel based

computation program. The proposed method can easily be

adopted to develop computation program, which can be used

as a tool for any number of gas sample for a range of pressure

and temperature, and generate respective lookup tables

which can then be used to determine the most accurate cor-

relation to be used for the estimation of z-factor for any sub-

sequent calculation or analysis (e.g. reservoir simulation, well

test data analysis, PVT properties). Determination of accurate

correlation for a given sample within the range of pressureT
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Table 13 e Molar gas composition of Whicher Range
Reservoir.

Component Mole %

Methane 91.17

Ethane 4.96

Propane 1.37

IsoButane 0.22

N-Butane 0.32

Iso-Pentane 0.09

N-Pentane 0.09

Hexanes 0.09

Heptanes þ 0.43

Hydrogen Sulfide 0.00

Carbon Dioxide 0.88

Nitrogen 0.38

Table 14 e The petrophysical properties of Whicher
Range Reservoir.

Property Range

Porosity, % 5e15

Water saturation, % 20e60

Permeability, md 0.1 md to less than 0.01 md

Hnet/HGross 0.22
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and temperatures can help achieve quick history matching,

especially in case of complex reservoir simulation studies in

routine industry environment; and significantly reduce the

level of uncertainty as well as unproductive time.

Application of developed method and lookup tables

In order to investigate the potential application of developed

method and lookup tables in real case, the method was

employed to estimate the gas initially in place (GIIP) for the

Whicher Range Tight Gas field using reservoir simulation.

Whicher Range Tight gas-hydrocarbon reservoir, is located

about 280 km south of Perth in the Bunbury trough of the

southern Perth Basin, which contains mostly natural gas with

the total mole percentage of non-hydrocarbon components is

of 1.26% as shown in Table 13 [73]. The reservoir pressure

changes over a large range for the production time and the

reservoir temperature remains relatively constant. This tem-

perature is about 250 �F while the pressure ranges between

0 and 6500 psi. The data presented in Table 10 are found to be

close match with Whicher Range tight gas-hydrocarbon

reservoir fluid data, and hence used to determine the most

appropriate correlation to be recommended for the simula-

tion. It can be observed from Table 10 that at constant tem-

perature of 250 �F, the Beggs and Brill [40], and Papay [39]

correlations are appeared to provide with most accurate es-

timate of z-factor when pressure is below 3000 psi. However,

for pressures above 3000 psi, P. M. Dranchuk et al. [37],

Bahadori et al. [41], Hall and Yarborough [49], P. M. Dranchuk

and H. Abou-Kassem [52], Azizi et al. [42] and Sanjari and Lay

[44] correlations are considered best possible z-factor corre-

lations as highlighted the range with dotted box in Table 10. In

particular for Whicher Range reservoir at initial reservoir

pressure of 5500 psi and initial reservoir temperature 250 �F,
Azizi et al. (AZI) correlation [42] is appeared to be the best

possible z-factor correlation for the prediction of gas initially

in place.

The gas initially in place was calculated using 3D reservoir

simulation model which was built based on core, logs data,

andwell tests data collected fromfivewells, PVT data and field

data. PETREL simulator is employed to create the 3D model of

69 layers consisting of 5820840 grids (nx ¼ 285, ny ¼ 296, and

nz ¼ 69). The petro-physical properties of the reservoir are

showed in Table 14.

Table 15 shows the comparison between the experimental

data and the calculated z-factor obtained from each correla-

tion at temperature of 250 �F, and pressure ranges from 500 psi

to 6500 psi. The comparison is made based on the minimum

average absolute relative error (AARE%) presented in Table 15.

AARE% is calculated using Eq (1). Based onminimumAARE% it

can be observed from Table 15 that the most accurate z-factor

correlation for this gas sample at a constant temperature

significantly depends on the pressure. Table 15 also indicates

that the AARE% calculated at the initial pressure is the highest

comparing with the rest of the pressures, so the calculation of

gas initially in place that should be calculated at initial pres-

sure will encourage the highest degree of uncertainty

comparing to other reservoir calculation that is performed at

pressures below the initial reservoir pressure. However z-

factor correlations that have the minimum AARE% at each

pressure, and the z-factor correlations recommended by the

lookup tables developed in this study are in good agreement,

which warrant that the lookup tables as well as developed

spreadsheet program can be used as an efficient tool to

determine the most appropriate correlation to be used for the

calculation of z-factor with high level of accuracy. By using

Table 15 e AARE% of z-factor correlations for Australian Tight Gas-Hydrocarbon Reservoir.

Pressure AZI BAH B&B DAK DPR H&Y HEID MAH PAP SNL SHO Minimum AARE% The best correlation

500 0.131 8.033 0.081 0.383 0.421 0.207 0.283 0.768 0.395 0.456 0.232 8.033 B&B

1000 0.521 6.726 0.126 0.628 0.678 0.352 0.223 1.369 0.474 0.843 2.643 6.726 B&B

1500 0.675 5.563 0.053 0.751 0.780 0.478 0.400 2.193 0.373 1.131 1.049 5.563 B&B

2000 0.310 4.851 0.008 0.351 0.329 0.170 0.512 2.930 0.230 1.735 1.265 4.851 B&B

2500 0.685 3.249 0.878 0.669 0.574 0.628 1.717 4.778 0.074 0.456 2.760 4.778 PAP

3000 0.761 1.890 1.493 0.672 0.499 0.763 1.422 6.634 0.256 1.116 3.192 6.634 PAP

3500 0.325 1.045 1.539 0.166 0.078 0.348 0.582 8.191 1.072 1.873 2.175 8.191 DPR

4000 0.129 0.016 1.697 0.076 0.376 0.143 0.069 10.023 1.850 2.036 0.736 10.023 BAH

4500 0.227 1.182 1.988 0.011 0.324 0.223 0.024 12.050 2.605 1.639 0.670 12.050 DAK

5000 0.020 1.916 1.828 0.168 0.521 0.007 0.301 13.647 4.002 1.380 2.278 13.647 H&Y

5500 0.031 2.684 1.758 0.093 0.447 0.032 0.258 15.210 5.535 0.800 3.253 15.210 AZI

6000 0.003 3.235 1.558 0.025 0.367 0.048 0.178 16.479 7.483 0.218 3.596 16.479 AZI

6500 0.454 3.208 0.875 0.361 0.682 0.334 0.473 17.113 10.278 0.063 3.482 17.113 SNL

Fig. 5 e ARE% occur during estimation of GIIP.
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reservoir simulation model, the gas initially in place was

calculated using different z-factor correlations to identify the

impact of z-factor correlation on the estimation of gas initially

in place and to justify the feasibility of the developed lookup

tables. Fig. 5 presents the percentage of relative error in esti-

mated gas initially in place occurred for reservoir pressure of

5500 psi and temperature of 250 �F using different correlation

as shown in Table 15. ARE% in Fig. 5 was calculated using

Eq (3).

ARE% ¼
����GIIPz�correlation � GIIPz�experimental

GIIPz�experimental

����*100 (3)

where GIIPz-correlation represents the value of GIIP calculated

based on z-factor correlations and GIIPz-experimental represents

the value of GIIP calculated based on the experimental data.

Fig. 5 shows that the random selection of z-factor could

lead to overestimate the volume about 18% such as gas

initially in place when it is calculated using Mahmoud corre-

lation [46] and this error has caused a high impact on a field

development plan. Fig. 5 also displays that Azizi et al. corre-

lation [42] is the most accurate z-factor correlation because it

provides with the closest estimate of gas initially in place

depending on the experimental z-factor. As a result, the cor-

relations that have the highest accuracy to estimate gas

initially in place are the same correlations that can be selected

from the lookup tables developed in this study.

Conclusions

This paper proposed a practical method, which can be

considered as a simple, robust, and feasible approach to

determine most appropriate correlation for a certain reservoir

condition in order to estimate the z-factor with better accu-

racy; and minimize the level of uncertainties for a range of

natural gas system typically produced from petroleum reser-

voir under different pressure and temperature conditions.

Based on this study z-factor lookup tables are created for a

range of gas systems as a function of pressure and tempera-

ture, which can be used as an accurate and practical guide in

order to determine or recommend the best possible z-factor

correlation under a range of pressure, and temperature con-

ditions for various gas systems. The recommended correlation

then can be used to more accurately estimate other reservoir

parameters, such PVT properties, gas initially in places and

ultimate recovery factor. This exercise also helps achieve a

quick history matching required for many petroleum engi-

neering related computations, such well test analysis, pro-

duction performance analysis, as well as complex reservoir

simulation studies and minimize the level of uncertainties.

The proposedmethod is tested based on estimated z-factor

obtained from experimental measurements; and using the

AGA8 equation of state for a range of pressure, temperature

and gas compositions (system), which warranted that the

proposed method and created lookup tables can be success-

fully employed to determine most appropriate correlation for

a certain condition. In particular, the method is applied to

estimate gas initially in place for Whicher Range tight gas-

hydrocarbon reservoir. The estimated gas initially in place

shows a good agreement with that predicted value obtained

from complex reservoir simulation studies.

The proposed method is also found to be simple and

practical, which can be used by inexperienced frontline en-

gineers for decision making, especially to determine best

possible z-factor correlation for any pressure ranges between

0 and 12000 psi; and temperature ranges between 100 and

400 �F for a range of gas system.
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Nomenclature

AZI Azizi et al.(42)

BAH Bahadori et al.(41)

B&B Beggs and Brill(40)

DAK P. M. Dranchuk and H. Abou-Kassem(52)

DPR P. M. Dranchuk et al.(37)

HEID Heidaryan, Salarabadi, et al.(43)

H&Y Hall and Yarborough(49)

MAH Mahmoud(46)

PAP Papay(39)

SNL Sanjari and Lay(44)

SHO Shokir et al.(45)

Z Gas compressibility factor

x Mole fraction

Greek Letter

g Gas specific gravity

ε Wichert & Aziz correction factor

r Density

Subscripts

i ith component

j jth component

pc pseudocritical

pr pseudoreduced

r reduced

c critical

g gas

Appendix. A. Empirical and Iterative z-factor
correlations

1. Papay (PAP) correlation [39].

Z ¼ 1� 3:52ppr

100:9813Tpr
þ 0:274p2

pr

100:8157Tpr
(A.1)

2. Beggs and Brill (BB) correlation [40].

Z ¼ Aþ ð1�AÞexp�B þ CpD
pr (A.2)
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Where the Beggs & Brill coefficients are defined in Eq.

(A.2.1) to Eq. (A.2.4).

A ¼ 1:39
�
Tpr � 0:92

�0:5 � 0:36Tpr � 0:101 (A.2.1)

B ¼ �0:62� 0:23Tpr

�
ppr þ

�
0:066

Tpr � 0:86
� 0:037

�
p2
pr

þ
�

0:32

109ðTpr�1Þ
�
p6
pr (A.2.2)

C ¼ 0:132� 0:32 log
�
Tpr

�
(A.2.3)

D ¼ 10ð0:3106�0:49Tprþ0:1824T2
prÞ (A.2.4)

3. Bahadori et al. (BAH) correlation [41].

Z ¼ aþ bPpr þ cP2
pr þ dP3

pr (A.3)

Where the Bahadori et al. coefficients are defined in Eq.

(A.3.1) to Eq. (A.3.4).

a ¼ Aa þ BaTpr þ CaT
2
pr þ DaT

3
pr (A.3.1)

b ¼ Ab þ BbTpr þ CbT
2
pr þ DbT

3
pr (A.3.2)

c ¼ Ac þ BcTpr þ CcT
2
pr þ DcT

3
pr (A.3.3)

d ¼ Ad þ BdTpr þ CdT
2
pr þ DdT

3
pr (A.3.4)

Where the coefficients Ai;Bi;Ci and Di are shown in Table

A1.

4. Azizi et al. (AZI) correlation [42].

Z ¼ Aþ Bþ C
Dþ E

Where the Azizi et al. coefficients are defined in Eq. (A.4.1)

to Eq. (A.4.5).

A ¼ a0T
2:16
pr þ a1P

1:028
pr þ a2P

1:58
pr T�2:1

pr þ a3ln
�
Tpr

��0:5
(A.4.1)

B ¼ a4 þ a5T
2:4
pr þ a6P

1:56
pr þ a7P

0:124
pr T3:033

pr (A.4.2)

C ¼ a8ln
�
Tpr

��1:28 þ a9ln
�
Tpr

�1:37 þ a10ln
�
Ppr

�þ a11ln
�
Ppr

�2
þ a12ln

�
Ppr

�
ln
�
Tpr

�
(A.4.3)

D ¼ 1þ a13T
5:55
pr þ a14P

0:68
pr T0:33

pr (A.4.4)

E ¼ a15ln
�
Tpr

�1:18 þ a16ln
�
Tpr

�2:1 þ a17ln
�
Ppr

�þ a18ln
�
Ppr

�2
þ a19ln

�
Ppr

�
ln
�
Tpr

�
(A.4.5)

Where the coefficients a1 to a19 are shown in Table A2.

5. Heidaryan, Salarabadi, et al. (HEID) correlation [43].

Z ¼
A1 þA2 ln

�
Ppr

�þA3

�
lnPpr

�2 þA4

�
lnPpr

�3 þ �A5
Tpr

	
þ
�

A6

T2
pr

�

1þ A7 ln
�
Ppr

�þ A8

�
lnPpr

�2 þ �A9
Tpr

	
þ
�

A10

T2
pr

�
(A.5)

Where the coefficients A1 to A10 are shown in Table A3.

6. Mahmoud (MAH) correlation [46].

Z ¼ ap2
pr þ bppr þ c (A.6)

Where a, b and c are represented in Eq. (A.6.1) to Eq. (A.6.3).

below;

a ¼ 0:702e�2:5Tpr (A.6.1)

b ¼ �5:524e�2:5Tpr (A.6.2)

c ¼ 0:044T2
pr � 0:164Tpr þ 1:15 (A.6.3)

Table A.1 e Tuned coefficients for Bahadori et al.
correlation [41].

i Ai Bi Ci Di

a 0.969469 �1.349238 1.443959 �0.3686

b �0.107783 �0.127013 0.100828 �0.012319

c 0.018481 0.0523405 �0.050688 0.01087

d �0.000584 �0.002146 0.0020961 �0.000459

Table A.2 e Tuned coefficients for the Azizi et al.
correlation [42].

i ai i ai

1 0.0373142485385592 11 19357955749.3274

2 �0.0140807151485369 12 �126354717916.607

3 0.0163263245387186 13 623705678.385784

4 �0.0307776478819813 14 17997651104.333

5 13843575480.9438 15 151211393445.064

6 �16799138540.7637 16 139474437997.172

7 1624178942.64976 17 �24233012984.095

8 13702270281.0869 18 18938047327.5205

9 �41645509.8964746 19 �141401620722.689

10 237249967625.013

Table A.3 e Tuned coefficients for the Heidaryan et al.
correlation [43].

i Ai i Ai

1 1.11532372699824 6 1.1575311867207

2 �0.0790395208876 7 �0.05367780720737

3 0.01588138045027 8 0.01465569989618

4 0.0088613449601 9 �1.80997374923296

5 �2.16190792611599 10 0.95486038773032
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7. Sanjari and Lay (SNL) correlation [44].

Z ¼ 1þA1Ppr þ A2P
2
pr þ

A3PA4
pr

TA5
pr

þ A6P
ðA4þ1Þ
pr

TA7
pr

þA8P
ðA4þ2Þ
pr

TðA7þ1Þ
pr

(A.7)

Sanjari and Lay [44] further increased the accuracy of this

correlation by tuning the coefficients A1 through A8 depending

on the reduced pressures. As shown in Table A4.

8. Shokir et al. (SHO) correlation [45].

Z ¼ Aþ Bþ Cþ Dþ E (A.8)

Where the Shokir et al. coefficients are defined in Eq. (A.8.1)

to Eq. (A.8.5).

A ¼ 2:679562

�
2Tpr � Ppr � 1

�
h
P2prþT3

pr

Ppr

i (A.8.1)

B ¼ �7:686825

"
PprTpr þ P2

pr

TprPpr þ 2T2
pr þ T3

pr

#
(A.8.2)

C ¼ �0:000624
�
T2
prPpr � TprP

2
pr þ TprP

3
pr þ 2TprPpr � 2P2

pr þ 2P3
pr

	
(A.8.3)

D ¼ 3:067747

�
Tpr � Ppr

��
P2
pr þ Tpr þ Ppr

	 (A.8.4)

E ¼


0:068059
TprPpr

�
þ 0:139489T2

pr þ 0:081873P2
pr �



0:041098Tpr

Ppr

�

þ


8:152325Ppr

Tpr

�
� 1:63028Ppr þ 0:24287Tpr � 2:64988

(A.8.5)

9. Hall and Yarborough (H&Y) correlation [49].

Z ¼ 0:06125ppre
�1:2

�
1� 1

Tpr

	2

Tpr y
(A.9)

where y is defined as a pseudoreduced density parameter

that calculated using Eq. (A.9.1) that was solved iteratively:

fðyÞ ¼ �0:06125ppre
�1:21

�
1� 1

Tpr

	2

Tpr
þ yþ y2 þ y3 � y4

ð1� yÞ3 � 14:76
Tpr

� 9:76
T2
pr

þ 4:58
T3
pr

!
y2 þ 90:7

Tpr
� 242:2

T2
pr

þ 42:4
T3
pr

!
y
2:18þ2:82

Tpr

(A.9.1)

10. P. M. Dranchuk et al. (DPR) correlation [37].

z ¼ 0:27pr

y Tr
(A.10)

where y is defined as a pseudoreduced density parameter

that calculated using Eq. (A.10.1) that was solved iteratively:

fðyÞ ¼ 1þ A1 þ A2

Tpr
þ A3

T3
pr

!
yþ

�
A4 þ A5

Tpr

�
y2 þ A5A6

Tpr
y5

þA7 y2

T3
pr

�
1þA8y

2
�
e�A8y

2 � 0:27pr

y Tr
(A.10.1)

Where the constants A1 to A8 are shown in Table A5.

11. P. M. Dranchuk and H. Abou-Kassem (DAK) correlation

[52].

Z ¼ 1þ A1 þ A2

Tpr
þ A3

T3
pr

þ A4

T4
pr

þ A5

T5
pr

!
rpr þ A6 þ A7

Tpr
þ A8

T2
pr

!
r2pr

� A9
A7

Tpr
þ A8

T2
pr

!
r5pr þA10

�
1þ A11r

2
pr

	 r2pr

T3
pr

!
expð�A11r

2
prÞ

(A.11)where;

rpr ¼
0:27ppr

ZTpr
(A.11.1)

Where the constants A1 to A11 are shown in Table A6.

Table A.4 e Tuned coefficients for the Sanjiri et al.
correlation [44].

Ai 0:01<Ppr < 3 Ai 3<Ppr <15

1 0.007698 1 0.015642

2 0.003839 2 0.000701

3 �0.467212 3 2.341511

4 1.018801 4 �0.657903

5 3.805723 5 8.902112

6 �0.087361 6 �1.136

7 7.138305 7 3.543614

8 0.08344 8 0.134041

Table A.5 e Correlation constants for the Dranchuk,
Purvis & Robinson correlation [37].

i Ai i Ai

1 0.31506237 5 �0.61232032

2 �1.0467099 6 �0.10488813

3 �0.5783272 7 0.68157001

4 0.53530771 8 0.68446549

Table A.6 e Correlation constants for the Dranchuk &
Abou-Kassem (DAK) correlation [52].

i Ai i Ai

1 0.3265 7 �0.7361

2 �1.07 8 0.1844

3 �0.5339 9 0.1056

4 0.01569 10 0.6134

5 �0.05165 11 0.721

6 0.5475
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Appendix.B : Supplementary Results of Infill-Drilling Potential and 

Optimization in Tight Gas Reservoirs 

Locating stage-1 sells 

Figure B.1  Porosity distribution of a cross-section of the reservoir 

Figure B.2 Permeability distribution of a cross-section of the reservoir 

Figure B.3 Gas saturation of a cross-section of the reservoir 
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Figure B.4 Porosity maps of sand layers 

Assessment of the Effectiveness of Stage-1 

Figure B.5 Pressure maps after 15 years of production, showing the two sections of the 

reservoir (Stage-1) 
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Figure B.6 Pressure map after 30 years of production, showing the two sections of the 

reservoir (Stage-1) 

Production Rate of Stage-1 Infill Wells 

Table B.1 Maximum achievable gas production rates (i.e. flow rate) for the Stage-1 

infill wells 

Well No. Gas flow 

rate 

Mscf/d 

Well No. Gas flow 

rate 

Mscf/d 

Well No. Gas flow 

rate 

Mscf/d i i i 

1 20000 16 15000 28 8200 

4 4000 17 17000 29 8500 

6 7000 18 6500 30 8000 

7 7500 19 7500 31 14000 

8 7500 20 7500 32 17000 

9 7700 21 7500 33 16000 

10 14500 22 9000 34 8200 

11 15000 23 10000 35 16000 

12 20000 24 8000 36 7500 

13 16000 25 8000 

14 16000 26 8000 

15 16000 27 8000 
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Figure B.7 shows the left and right half of the field with 30 producing wells each. The 

black circles indicate the locations of Stage-2 infill wells.  

Figure B.7 Left and right sections, respectively, of the reservoir showing the locations 

of Stage-2 wells 

Best Year Rates from MWM and Simulator 

Table B.2 Best year rates of the Stage-2 wells (from MWM) 

Well No: BY 

Mscf/month 

Well No: BY 

Mscf/month i i 

37 130028 51 285393 

38 287609 52 349090 

39 342452 53 341207 

40 348003 54 251384 

41 346159 55 186727 

42 299062 56 308008 

43 329021 57 382498 

44 140626 58 136270 

45 180637 59 339726 

46 298009 60 314288 

47 317558 61 369520 

48 139252 62 304322 

49 141444 63 116926 

50 159489 
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Table B.3 Best year rates of Stage-2 wells (from Simulator) 

Well No: BY 

Mscf/month 

Well No: BY 

Mscf/month i i 

37 117083 51 227083 

38 304417 52 251667 

39 332833 53 399833 

40 378333 54 219167 

41 374917 55 171667 

42 270167 56 358333 

43 309167 57 397333 

44 118167 58 105833 

45 165083 59 333417 

46 316667 60 352500 

47 359167 61 358333 

48 130417 62 304583 

49 124167 63 122333 

50 116667 
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