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ABSTRACT

Intelligent Transportation Systems (ITS) depend on Global Navigation Satellite systems (GNSS) jas a ma
positioning sensor, where the sensor should be able to detect and exclude faulty observations to support its reliability.
In this article two fault detection and Exclusion (FDE) approaches are discussed. The first is its application in the
observatiordomain using Chsquare test in Kalman filter processing. The second approach discusses FDE testing
in the positioning domain using the solution separation (SS) method, where new FDE forms are presented that are
tailored for ITS. In the first form the tes parameterized along the direction of motion of the vehicle and in the
cross direction, which are relevant to applications that require lane identification and collision alert. A combined
test is next established. Another form of the test is presentesiidering the maximum possible positioning error,

and finally a directionindependent tesA new test that can be implemented in the urban environment is presented,
which takes into account multipath effects that could disrupt thermeem normadistribution assumption of the
positioning errorsAdditionally, a test is presented to check ttis position error resulting from the remaining
measurements lies within acceptable limitke proposed methods are demonstrated through a kinematic test run

in various environments that may be experienced in ITS.

KEYWORDS

GNSS, Positioning, Fault detém and Exclusionintelligent Transport systems.

INTRODUCTION

Intelligent Transport systems (ITS) require reliable vehicle positioning in realTime&slobal Navigation Satellite
Systems(GNSS) are widelyused for this purpose and fachieve reliable vehicle localizatioits positioning
integrity should be monitore&uch ntegrity monitoring for transport applications has been addrefseadstance

in Margaria and Fallet{i2014) Sanat et al., (2006and Zhu et al. (2018)vhere the focus was primarily on the use
of singlefrequency receivers. However, ITS applicatiogguire precise positioniref the sub-m accuracye.g.for
lane identificationn tolling, pay-asyou-driveinsuranceand priority trafficsignalcontrol sysems anddm accuracy
for collision alert Therefore the use of dudrequency and muktonstellation observatieris needed.

In the harsh urban conditions, GNSS outage frequently appears due to insufficient number of observations. To
deliver continuog positioning solutions, GNSS is typically supported by other navigation positioning sensors such
as the Inertial Measurement Unit (INlUn vehicular navigation, and due to cost limitations, the-¢ost Micro
ElectroMechanical System (MEMS) sensors are often used (Aggarwal et al. 2010). In addition, the odometer and
LiIDAR sensors can be integrated with GNSS and IMU to improve the quasig performance. However, in this
article we will restrict our focus to GNSS only.

In integrity monitoring (M), two tasks are performed. In the first task, the system is monitored to detect and exclude
faults in the observations or the system; thicpss iknown asfault detection and exclusion (FDE). The second
task is to inform the user (or more precisely the computer of the vehicle) if the system cannot rmseet pre
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requirementgEl-Mowafy and Kubo 2017)FDE usually relies on statistical hypotlegestingby applying a
consistency check among all possible sets of observations that can provide a solution. Hence, we can only detect
faults when positioning can bavailable from at least one set of effi@e observationsand thus redundant
observaibns are neededDE has been proposed in several foremne examples athe singleobservation data
snooping (Baarda 1968hemulti-observation detectieientificationadaptation (DIA)method(Teunissen 2006),

Receiver Autonomous Integrity MonitorinRAIM) (Parkinson and Axelrad 1987; Brown 1992), RAIM for
multiple outliers (Knight et al., 2010and Advanced RAIM (ARAIM) (Blanch et al. 2015).

Two approaches are usually used in FDE, the first is applied in thevatise domain and the secorgperformed

in the position domainAssuming a normal distribution of the observation erroth@fault-free mode, ne may

test the validity othis hypothesidn the observation domaloy checkingthatthe sumof-squareeresidualsof the
observationshave a central Chi-square distributior(Sturza 1988; Walter and Enge 199%e test checksthe
working hypothesis against spied alternatve hypothesese.g.the presence dingle or multiple satellitefaults

(Powe and Owen 1997pepending on thparametezationof the underlying model, many implementaisoof the
teststatistics exis{Teunissen 2000; Blanch et al. 2015; Imparato et al. 2018; Joerger and PervarSR@E6N

the least squargwocesor Kalman filteing a specific large error might lnoothed outhroughits neighbouring
observationsmethods such a§ @servationSubsetTestingd  w devetoped(Kuang, 1996; Kuusniemi, 2005),
where consistency tesare computed for all the possibsabsets by excluding suspected observatid¥ken
multiple observatios are excludedthe position model becomes weak; therefdhe, ForwaréBackward FDE
method wa introduced such that the iterated reliability checking includes a reconsideration of earlier rejected
observatios to ensure that the order ofettexcluded measurements does not cause an unnecessary exclusion
(Wieser, 2001).Another method, known a$i¢ Danish methqditeratively reweightsthe observations if the
magnitude of a residual is outside a defined raimgeonsequencexcluding bad obseations by reducing their
weights, until the solution convergg&rarup, 1980;Leick, 2004).Although this methodnay computationallybe
efficient whendealing with multiple fault€ompared with otheexclusionmethods, the drawback of the Danish
method ighat it is purely heuristic with no rigorous statistical thegmick, 2004)

In the position domainfault detection can be performed usithg solution separation methadd this methogda

position error bound is created for each possible fault mode by computing a position solution unaffected by the fault,
computing an error bound around this solution and accounting for the difference betweerobseratitions
position solution and théult tolerant positionBlanch et al. 2015)The methodhas beerapplied within the
framework of ARAIM, whichis an evolution of classical RAIMn which multi-frequency multiconstellation
observationsare consideredvith the possibility of detectiomultiple faults(Walter et al. 2013; EMowafy and

Yang 2016; EMowafy 2017) Sine in ITS multifrequency multiconstellation observationsre employedo

achieve precise positioning, the use of ARAIM is considendiich is typically performed in the position domain.
Therefore, the two approachapplying theFDE in theobservation angbosition domais will be addressed, but
morefocuswill be givento the latter.

The applications of ITS vary widelgndpositionng can be presented in different ways according to the application

at hand. For instance, the position of a vehicle is presented on the navigation maps using the Easting and Northing
coordinates. On the other hand, in the liabitititical applications, wch as tolling, the crodsack position is
important for lane identification. In safetyitical applications, such as collision avoidance, the position is better
expressed in terms of the vehicle direction of motion, i.e. in the dtanl and crostrack directions. Another case

when the direction of the vehicle is changing rapidly, e.g. during tlilmesuse of on€DE model forthe different
positioning presentations all thesescenarioss notoptimal,therefore the FDEin this contributionpresers new
testingmodelsfor thesepossible scenariodloreover, the vehicle can operate in open sky or in urban areas. FDE
tests typically assume zemean Gaussian distribution of the observation and position errors, which is acceptable
in open sky evironments. However, this assumption may be invalid in the urban environment due to the presence
of significant multipath, therefore, a new test is presented specifically for this environment, taking into consideration
multipath effectsThe switch betweethesetesting modelsan be easily performed by the compuwiéthe ITS
vehicleaccording to the vehicle status and applicatioraddition, a test defined #%e Final Integrity TestHIT) is
presented that quantifies the impact of the remaining measurement and systeaifterrtive FDE procesm the

final position(El-Mowafy and Imparatd®?018) and whether the resulting position error lies within an acceptable
range, which is set accangj to the ITS application considered.

The next sectianpresent the FDBparameterizatioandtess when being appliefirstly in the observation domain
andsecondlyin the position domain with a focus on ITS applicatidrise presented methods can be applied in real
time. Next, these methods are applied in a kinematicttegtwas conducted undearying work environments
including suburban, urban and near to tree canophesr results ar¢henanalysed and compared
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THE NULL AND ALTERNATIVE HYPOTHESES

Restrictng our interest to positioning using GNSS antlye faultfree observation equation aKalman filtering
(KF) settingat timeoin a linearzed modelcan be expressed:as

® "Om; U 1)

wherew is the measurement vectoomputed as the difference between the observations and their estimated values
The latter is computeffom the approximate position of the user along the route and satellite positisnthe
unknownvector of states, whicmainlyincludesthe difference between the final and approximateiclepositions

(in addition to otheunknowns such as the receiver clock offset, gatwjooy  is its time updatéOis the geometry
(design) matrixD is thetime-update (predicted observation residualslso known as the vector of innovatipns
which are uncorrelated in tim&hefault-free qull) hypothesis is expressedlds O w  "Ow with D{w} = Q,,
representing thgariancecovariancgVC) matrix of the observations, where E{} and D{} denote the expectation
and dispersion operators.

In the presence of suspected faults, or large errors, denoted heréha@sobservation model can be expressed as
(Teuwnissen and Kleusberg 1998):
®w Owy 0 V] 2)

which gives the alternative hypothesis E0  "Ow 6 ,whered is a matrix that described possibilities

of observations suspected to be faulljis may include a blunder in a code observation sti@in a phase
observationFor m observationsywe can detect up tgn, number of faults such that 1r ‘Q"Qwheredf is the
degrees of freedon® will then be mxgm matrix, where each of its columns has a one corresponding to the
observation assumed to be affected by a fault and zeros elsetreExample, when examining the possibility of

a fault in the first observatio, p 1 1 8 ,and when examining possible faults in the first and second
p mm 88

rvation® )
observation® Tpm 88

In ITS, Satellite Based Augmentation Systegf8BAS) can be used for low accuracy applications (e.g. tolling)
whereas redime kinematic (RTK) or Network RTK would be needed for applications that requinem sidzcuracy.

With suchaccuracy, the use ofckht carrierphaseambiguities willthenbe acceptableéhus,alleviating the need and

risk of fixing the ambiguitiesln the former methodhe FDE will be concerned with code outliesbereasn RTK,

anddue to the correlation between phase and code errors, cycle slips of phase observations are first detected and
repaired and next code outliers are exclu@@EdMowafy 2014) Several methods are presented for cycle slip
detection, for instance by using ttime difference of the betwegrhase observations from two frequencies or by
monitoring the rate of change of the ionosphere delay.

FDE IN THE OBSERVATION SDOMAIN

In the above model, one would be interested to know the valilve @fror vector . Its best estimator () can be
determined fron{Teunissen 2006)

n 60 0 60 0 3)
and itsVC matrix 0, is expressed as, 60 6 where the hat refers to estimated variables,®anis
the VC matrix ofo determined as) 0 OO0y "O ,whered istheVC matrix of the predicted states
In this modelling schemehé detection test statistio FDE can be expressed &% 0 ). Under the

assumption that the observation errors are-mezan with a Gaussian distribution in the fdfudle moden can
alsobe assumed normally distributethdhence the statistiwill have a Chisquare? ‘Q 'l distribution(the test
will thus bedefinedas the Chiquare test}or detection of faultsyne maysuspectiny observation.e. by setting
0 to a unit matrix Thus,the test statisticY 0 ) will reduce to’Y 0 0 0 , such that (Eunissen
and Kleusberd.998):

0oqdY 00 0x? QEr; OdY 00 0x? QR
and we suspect the presence of a fault when
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oqY 00 0 ? QW orequivalenthif Y —— & QBHM (4

wherel is the norcentrality parameteand & is Fdistribution thresholdin the 2D space, the allowable region in

(4) representan ellipse.The significance leve| () is set as the allowable false alarm ratel hencés alignedto

the continuity requirement, which can be selected as 99% in ITS applications, giving a probability of false alarm
1 1%. This can be explained as follows. Fomumber of satellites, there would be a total@f ¢ p
possibilities of faults in singlor combined observations. The probability of discontind@ity ( ) will be:

0 1 B 0 ( O )

where] is the probability of false alard, ( is the probability of detection of faults in moidevhich is less than
1, and0 is the prior probability of occurrence of this fa(dtg.p 1 /h for a single GPS satellite fault according
to ICD-GPS20QJ). The second term on the right hand sideEqf(5) is thustoo small, such that one caake

0 1.

When faults areetected, one needs to identify and exclude the observation(s) corresponding to the suspected faults,
trying to identify among the multiple alternative hypotheses the most likely ones. The case oyiideatif
combination ofpossible faultyobservations caalsobe performed through setting teaspectedombinations in

0 as explained in the previous sectidhus theexamineccombination is suspected when the test statistic exceeds

the threshold valye.e. when:

Y 0 ? QW orequivalently 'Y —— & Q'BHTt (6)

where] is the significance level in the identification testr the case of identifying single faulty observation

e.g. for observatiof the test statistic reduces % ——, givingthe normalised erras  —, known as the

w statistic, where,  is the standard deviation of computed from the VC matri . We suspect a fault in
observation in the fault mode when:

0 0 mp andO 0 for k=1 tom (7)

The threshold’j_ mip is the inverse of the complement of tsi@andard normal distribution fer, where ve

assume-— is equally distributed among tmeobservations. Ther valuesare ordered, and the observation with the
largesty value is excluded first.

However, bhe distribution of tfs significance level among different possible hypotheses is a complex issue, in
particular for the cases of testing the possibility of thegares of more than one fagimultaneouslyThe simplest
approachone can followis to assumeequal distribution ofthe total significance level among ttedternative

hypothesis as for the case of consideidmg single fault at a timeLet us restrict oufocus to this case, and t

determing we use Baardads B method (Baarda 1968), iewhi ch
failure to reject a false null hypothesis) in both the detection (u9iagd identification (using ) tests. Tk method

can be summazed as follows. We set the naentrality parameters to be eqéml the two casesuch that:

_Im aQr _ | m phA (8

where_ and_ refer to thenon-centrality parameter for the detection and identificateasts, respectivelyn ITS,

and depending on the application at hand, we can select for examppe Pas mentioned earli@nd a probability

of missdetection] p 1 . Since in the B method increases with the increase of redundancy, we start by
consideingry 'Q"@ limit our maximuni to the significance level%. We first compute théeft-hand side_

from| h1 anddf. One way to compute the naentrality parameter is to consider the threshold value, denoted as
0, by first computingd ~ ? 'Q Bt &Next, computé by takingr p 1 "Qwheref is the inverse of

the complement o? Q'R . Let us seequal values for the netentrality parametersi.e.  _ , and the same

forf . Then, in a backward way, take p, and iterativg} solve fory from? pR r p T 8This

Journalof Geodesy2019,D01:10.1007/s0019@19-013061



approach indicates that both the detection and identification tests will have the same minimum bias that can be
detected with the chosen significance level, known as the minimal detectablsibB)s(De Bakker et al., 2009),

i.e. the same reliability. Thus if the null hypothesis is accepted in the detection step, no further testing is needed
(Teunissen 2006).

Before exclusion of any observati@separabilitycheckcan beappliedby computingthe correlation between faults

to avoid masking of one fault by anoth&or example, for theobservations< andj, the correlation coefficient
between their corresponding errors denoted, gs reads(El-Mowafy 2015)

R 9)

where® andw are zero columivectorsexcept for the elements corresponding to the observaliparsd '@

respectivelywhich equad 1. If a high correlation coefficient is present for a suspected obsenreatimmwith other
observation errors, one will need to carefully inspect and consider exclugtsetorrelated observatiormne at

a time The Chi-squaretest(Eq. 4)has to be rappliedafter excluding any observatipas well asafter removing
any oftheir possible combinations to ensure that the system has no more alternative hypttbesks.code
outliers are uncorrelatedEl-Mowafy and Kubo 2018)thus,in RTK if cycle slips are successfully detected and
repaired, the likelihood of a faulty measurement to mask another would be low.

FDE IN THE POSITION DOMAIN

The above tests are performed in the observation domain. The FDE can similarly be performed sititime po
domain using the solution separation metas@pplied in the ARAIM approach (see for instance Blanch et al. 2014,
Joerger and Pervan 2016;:-Mbwafy and Yang 2016)In this method, a position error bound is created for each
possible fault mode byoenputing a position solution unaffected by the fault, computing an error bound around this
solution and accounting for the difference between thelmslervations position solution and the fault tolerant
position. For examplesuspecting éault modei, we compute the position from all observations (denotead Jesnd

the position after exclusion of suspected observationsy 8 principle, thedifferencebetween the two solutions

i.e. the residual positional vectdf@ @ @) will be large in the presence of a fawlhere & will be
significantly biased Normalizing each positional componesftthis position residuabector Y@ by its standard
deviation gives a test static that can be assumed in the-ffagltunbiasedmode hasa zeremean Gaussian
distribution For 2D positioning,le current practice is to tebe position components the East (E) and North (N)
directions, andH, can be rejecteth favour of the alternative hypothesise. suspectina fault in thesatellit€s) i,
when(Blanch et al. 2014

0 q @; S

6 b and 'O q%ﬁ 6 Tip (10)

whereY@ andY@ are the vecto¥@ components in E and Nror one satellite fault, the ersin E and N will

be correlated and hence amay choosdor the two tailed normal distributicthe same significance level for the

two componentsH, N). However, this will not be the case when more than satellite fault is considered.

Thereforeaconservativegenerakpproach igollowed here, wheréhe threshold is computed by equally allocating

the significance level- to E andN. The standard deviations (stds) and,y are computed from the position

VC matrix Oy , which is expressed by applying the error propagation law to KF observation update equation as:
Oy Vb0 OO0, L'O 0O 06 0 0 VO O (12)

assuminghatthe two solutions at have the same predicted (time updated) vector of unkn@wns, wherel

and0 are Kalman gain matrices for the full set of observations and the subset considered in‘@ade O are
the corresponding geometry matricés.ﬁ denote the VC matrix of the time update of the unknowasd0 is
the VC matrix of the observationsyith mis the number of observatiand/hen suspecting faulty observations,
the 6 matrix comprises an identity matrix of sizexb) and b zero columnvectoss at place of the excluded
observatios. For instance, if the last observation is excluded, "G, wherel has a size ofnf-1) and0O isa
zero vector
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The vehicle location is typically expressed in E, N coordinates for navigation purpd$&.liability - and safety
critical applications, the vehicle position is better expressed along its direction of motion, i.e. by theaakng
(AT) and crosgrack (CT) horizontal position components (Margaria and Falletti 2014; Imparato et al. 20183

case, lhe position vector and it¥C matrix in the AT, CT, Up) Cartesian frame, define hereias and
0 respectively, are computed from the position vector andGtsnatrix in the E, N, U) Cartesian frame,
ie.i andu . Assuming the two coordinate frames have the same scale, the transformation of point

coordinates is performed by meanswiltiplication ofclockwise Euler rotation mates, i.e. throughy ; =Y
'Y 'Y hwith (Y RY RY ) are the rotation matrices for the three rotations perforatemit the axesg( N, U),
respectively, defined by t had)andrazineut{g) af the \iehicledsechthat. g1 e s ,

i Yig i
and

0 Yap O Y (12)

This however requires knowledge of the complete attitude of the vehicle, which can be obtained for example from
an InertialMeasurementnit (or Gyros). If not available, and since thi&p and roll are typically small anglas
particular the roll, an approximation would be to ignore the pitch and roll rotations and use only the aziatuth,
asfor long straight roadsyhere the azimutban be roughly estimatexs the direction of theoad

In general, we are not interested in the vertical position in ITS. Hence, limiting our focus to positioning performance
in the AT andCT directions one can rejedt,in favour of the alternative hypothesiden

0 q,i * 5 1p or 'O q,i 5 T (13)

where heY@ andY@ refer to the vector o¥@ projected intathe AT-CT-Up frame The standard deviations
(stds),y and,y  are computed from theorrespondingositionVC matrix by error propagation applying the

covariance lawAssuming the same total probability of false alary (he significance levels and | are
expressed as:

\ —n | —— and | p - — (14)

where— is a selected weight f&XT. For instance, assuming equally distributedor the AT andCT components,
we have \ -| 8Fortesting one alternative hypothesis, the allowable region of the abovnt2Btss
rectangular, different from th@hi-squarestatistic which has an elliptical allowable region.

In some ITS applications the focus might be in one direction more thathiine for instance, in forward collision
warningwe have more focus oAT positioning while in signal priority, more focus is giventtee CT position
component. Hence, in the former example identifyffdg is more important than identifyin@ , whereas in

the latter example identifyin@®  is of more interest. One here has also to acknowledge that the distribution of

visible satellites may lead to the position in one direction be more precise than in the other direction. For example,

due to signal obstructiohecause othe presence of structures and trees on the sidieeobad, the position

component along thaT directioncan bemore precise than the positioning component inGfelirection. Hence,

the presentation of the two kany tests in Eq(13) might be useful in accepting the solution when component

passeshe FDE teswhile the other does not pass under limited conditions, such as:

- The failed test for one position component is close to the borderline; and a smedbdann  may lead to passing
the test.

- The number of satellites is critically low for positioning, i.e. if a satellite in mdslexcluded, the solution may
not beavailable

This relaxing scenario of partial identification of faults needs furtheestigation that addresses particular

applicationsand will be addressed in our future research

FDE in the Urban Environment
In the urban environment multipattontaminated signal will distort the correlation function which helps receivers
to estimate Time of Arrival of the GNSS signals (Braasch, 1996), where constructive multipath interference leads

to an increase in the C/NO, while destructive multipath interference leads to a decrease in C/NO. NLOS reception
occurs where the direct LOS sigimmblocked and the signal is received only via reflection. The measurement error
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is therefore the difference between | ength of the pa
between the satellite and the receiver. Some techniques deeeloped to mitigate the effects of multipath, as

shown for example in Groves et al., (2013); Mubarak and Dempster (2010); Pirsiavash et al. (2019) and for NLOS
(Groves et al., 2012; Hsu et al., 2015).

The above cited models for multipath were mosibvelopedfor static reference station sitemd thusare not

suitable for the dynamic environment of transportation applications. In such environment, multipath effects tend to
randomize due to the dynamic change in the geometry between reflectingesudnd thenoving receiver,
including their distance from the vehicle, and the type and size of reflecting sources. This will cause a stochastic
behaviour in addition to a bias. The stochastic part can be included in the observation standard desadtions u
their weighting. Typically, in the open environment the observation standard deviation are modelled as a function
of the satellite elevation angle. In this study, a model similar to that presefitagdnd Marais (2013is exploited

with the objetive of deweighting the observations that experience large multipathaccordinglyreducetheir
contribution in the solutioriThe model can be expressed as:

8 7T

S (15)

where, is the observation varianceg, is the variance along the zenith direction in the open sky computed using
the method described in @®owafy 2014), & is a multiplier for model calibration, which dependstbareceiver

typeand environment. This coefficient is best estimated based on the use of 3D city models (Wang et al. 2012; Hsu
et al. 2015)employedo detect which surface of the surrounding buildings could make a specular reflettion

a catch circlgtaken empirially of 200m radiusn our study) In our approach, thé values are approximately

taken from a lookup table, were the values in the table are computed for a range of three pataenstedlite
elevation and azimutfand the distance between the ieeeand the reflecting surface. One approach for a less
complex estimation of , which would be less optimal, is the use of adaptive Kalman filtering/@Vafy and
Mohamed 2005).

Since the observation errors in the urban environment do not exabbly flnormal distribution, a paired CDF
overbounding technique is appliesee Rife et al(2006). Its estimation is performed in two steps. Firstly, by
determining a unimodal and symmetric distributi@ about its mean, that forms CDF overbounding lof t
empirical distribution of the data. Nextye determine a Gaussian distributiégn 0 h,  of "O, using paired
overbounding where a mea is placed in order to center the CDF. This Gaussian distribiitianf, is
empirically computed baseazh positioning errors from ~60000 epochs collected in ten kinematic tests conducted
in Australia in different environments, including open sky, serhanand urban environments. The thresholds can
then be written foAT andCT as:

0 4 6__ 0 h (16)

0 d— 6__ 0 h, (17)

where 0 B, and 0 B, are the mean (mainly due to multipath) and std for the overbounding distribution
in AT andCT.

OTHER USEFUL FDE TESTS

Onecanargue thathe two tests irEq. (13) may indicateto two alternativescenarioge.g.a fault in one satellite
observatiorcouldlead to erroneouB but notN, and vice versa)Thus apractical approach is to combine tineo
testsinto one teseind examine one alternative hypothesés one faulty satellite observation leads to unacceptable
horizontal positioningUnder the assumption that the measurement noise isyEsD Gaussiarthe 2D joint
normal distribution funtion has a 2D sectional view that describes an ellipse as shown inHig tonfidence
ellipse thus would represent the sum of squares of two independent normally distributed data. This <Cini has a
square distributionThus the testan be expressed:as

<

? QB (19)

3

y

Journalof Geodesy2019,D01:10.1007/s0019@19-013061


https://en.wikipedia.org/wiki/Chi-squared_distribution
https://en.wikipedia.org/wiki/Chi-squared_distribution

and asuming equally distributed to all m possible fault events (alternative hypotheses).
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Fig 1. 2D multivariate distribution

In general neither theAT nor CT errors are the maximum position erthat may be experienced along all possible
directions. The maximurerror is typically aligned with the semiajor axis of a horizontal error ellipse. The
maximum error direction can be determined in the Eigen space by the direction of the first Eigertesate, for

the 2DVC matrix of Y@, denoted ady , let, p bethe first Eigenvalue an@p is the first Eigenvector for this
matrix. The semimajor axis of the error ellipse, which represents the max std is ,p . Hence, we can
formulate the test statistic and check alongdibection of the maximum errowherethenull hypothesis is rejected
when:

8y

e

0 (19

y

assuming equal distribution pf for the maximum and minimum directiorig. the 2D spaceone would like to
consider the joint maximusminimum case along the semiajor and semiminor axes of a confidence error ellipse

of the 2D matrixLy ; where, p and, ¢ denote thehe first anl second Eigenvalues bf, , and@ hQg are their

corresponding Eigenvectors. By computing and, y , which represent the semrajor (max) and semi
minor (min) std, wherey ,p as mentioned above ang , ¢ , afaultis suspected when:
Y 8 v 8- .
> 2 > . Q' (20)
Yy Yy
The elliptical 6all owabl ed regi on ThetedtsonrEm49 anb20 ardh e d i

alsouseful when the azimuth of the vehicle is not well determieegl during rapid turngp apply testing in the
AT andCT directions

Figure 2 illustrates the relationskipetween the errdfc and its projections in th&T andCT directiors and along
the maximum and minimum directiofdefined bythe error ellipsg in addition to the test thresholds for the two
cases. As the figure shows, in the 2D space, the allowable region for the maximimoum (maxmin) case for a
single modd is elliptical whereas the allowable region for theé-CT case, when the test is performed for each
component, is rectangular. Hence, for a given significance level, soal&hreats detected yne model will be
acceptable by another. For instance, the poarked by ¥ ) will be detected byne AT-CT modewhereas the point
marked by () will be accepted. The opposite result will happen when appljiEgriaxmin model

A more relaxedlirection independeriound for the 2D space can also be established brgla @sshown in Fig2

for which Yo Y& Y@ and,y . . C. i . The 2D position errore )

can be assumetlrandom variablesuch that an error is suspected when:

e

Y (21)

y

with a thresholdY__ which refers to the inverse of the complement of a Rayleigh distribution at a significance level
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Yixdg @0

Fig 2. Test Thresholdsfdahe 2D projections AT & CT) and (max &min) of the error ellipse

In summaryas mentioned earlier, positioning can be expressed in ITS according to the application dabkend.

1 recaps the different FDE parametrization models discussed in this paper and their usage. For instance, the position
applications, such as tollirand signal prioritythe crosgrack position is needed for lane identification. In safety

critical applications, such as dglbn avoidance, the position is expressed in the al@uk and crostrack
directions. The joint statistic has an advantage in applying only one test, and the joint max/min FDE is designed
when the direction of the vehicle is changing rapidly duringpsharns. Finally, in urban environments, FDE is
formulated taken into consideration multipath effects. The switch between these testing models, can be easily
performed by the computer of the vehicle according to the vehicle status and application.

Table 1. Summary of detection tests in the position domain

Type ITS Usage Statistic Threshold Detection
region
E, N Mapping S'yfns ; Syy : 0__ rip Rectangular
AT, CT I|ab|l_|ty _ and safety @(ﬂo :. sy% $ 6 i Rectangular
applications y y
i iabili N 3%} i~ i
Joint AT, One test fodiability and .. QT elliptical
CT safety »y ny
i irection i [ 3%} M%) 0 -
Joint _ Dlrt_acuon ischanging e o .. O Elliptical
max, min rapidly »y ny
AT,CT  inurban environment S);@Q *; syy% : 6_0 h M_0 A Rectangular

If a fault is detected, we consider exclusion of the observations in the faultimicaeerify this exclusion and to

avoid wrong exclusion an additional test is performed. A test statistic is formed as the difference between the
solution using the obseation subset excluding the suspected faulty observationgfand the solution using

other subsets that exclude one of the remaining observations, deng@teBasexample, in thAT-CT case:

E __* § mp ad O ¢gE——= G mip (22)

Yy —_ Yy _

The stds, y and, y are computed from the covariance matrix, such that:
Oy Vb0 00O, 0O 0O 6 0 0 UV (23)
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where0 and"O are the Kalman gain and geometry matrices for the subset excluding measyjrdfritet test

passes, one can conclude that the two solutions are inconsistent, which supports exclusion of the observations in
fault modei. However, if the test fails, one has to consider two options; either there are still wrong observations
remaining,or the excluded observations might not be actually the faulty ones. A study of the correlation between
the observation errors and the possibility of excluding them all together may then be considered if a solution is still
possible; if not, a solution isedlared invalid.

RELATIONSHIP BETWEEN THE SOLUTION SEPARATION AND CHI-SQUARE TESTS

As shown from Figre 2, for each fault mode, tH&olution Separatior§S§ allowable regiorfor FD in the position
domainwhen considering the 2D compong(E, N) or (AT,CT) is rectangular and elliptical for tl@&hi-squardest.

For the multidimension casehe SS naletection and exclusion regions are polytopic and prismatic when
considering the position componenks {, U), whereas forChi-squarethey arehyperspherical and cylindrical,
respectively(Joerger et al. 2014As such, some errors detected by one method could be missed by the other and
vice versa(lmparato 2014agreed, and showed that the two methods differ in case ofsatafiite faults ocurring

at the same timd.he two statistics; th€hi-squareand the SS, are projected onto two orthogonal spabes, his

would create special cases. For instance, in the rare event that the error is completely mapped onto ti&hspace of
square it will not be mapped onto the space of the SS test statistic, which means that the error does not have an
effect on the solution in the position domain at the user location, and as such it will not be detected by the SS test.
In this case, th€hi-squarewill rightfully reject the null hypothesis, whereas the SS will accept it.

Some differences may also be experiernmesrhuse¢he SS test statistic detects only the outliers that eventually affect
the position solutionThismeans that there could be outliers present that have a countepéffach otheon the

final position, leading ta position error at specific user locations, which will not be detected by the SS method but
would be detected by thghi-squareest In integrity monitoring Blanch et al(2015)recommenddthat if the Chi

square detection test fails but the SS detection test passes for all position comgimnéak;is considered outside

the assumed threat model in thet8&, andntegrity of thesystem at this epoch can be assumed unavailable.

THE FINAL INTEGRITY TEST OFI T6

A new test called the Final Integrity Test (Fi$)presentedThe test quantifies the impact of the error vettqr
computed from the observations passing the FDE, on the position solutioheskdwhether this positioning error

is less than an allowable error by the ITS applicatimmsideredThis positioning error vector, denoted as (also
known in the rehkbility theory aghe external reliability, can be expressed in the recursive Kalman filter process
as(Teunissen 2006)

1w 0O (24)

wherel is the gain matriat timet, andn 60 6 60 U.06 isasquare matkofthe size of the number

of accepted observations (hence becomes an identity matrix); and thosludes the effect of the predicted
residuals of all accepted observations.

The FIT testintroduced herechecks that théAT and CT components of @, i.e.| @ and] @ satisfy the
conditions

$0 s and $® s (25)

to accept the position, where and* arethe maximum allowable errors f&T andCT, respectivelyselected
based on the applicati@t hand An overall horizontal check can also be expressed as:

) ‘ (26)
where

16 R and T @7)

For example, in ITS applications that require lane identification, the allowabderor ( ) can be selected as 1m,
whereas for more precise applications, such as forward collision alerts, the all&Wabter ( ) can be set as
0.2-0.5 m. Ifthe test passes and the precision results are satisfabspositioning solutiors acceptedif the test
fails, this position cannot bealidatedand an alternative positioning system shouldrisel.
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TESTING

To demonstrate the performance of the aasi FDE models presented ina practical environment of ITS
applications, &inematic test was conducted Australia using a vehicle fitted with a muklfrequency GNSS
receiver The testvas conductetbr approximately 3.5 hnwith 1 Hzdatasampling ratend the trajectorgomprised
various possible environmerttsat may be experienced in ITi&cludingsububanwith good satellite visibilityand
for some periodsearto tree canopies anan urban environment where signalgre subject to obstructior(ut
still mostly have enough number of satellites for positiorimghis tes}. Only GPS data was used where 2D
positioning was considered, which is of primary interest in H&itioning was performed & network reatime
kinematic (NRTK)method, wlere the collected satellite observations were-postessed with the network data
for testing various FDE method$he test trajectory andky plot of the observedatellites during testingre
illustratedin the Figures3 and 4, respectively.The gaps seen at the bottom of figure 3 réferegions with
unavailable positioning due tibservinga limited number of satellites.

To indicate which areas that may have faults in the NRTK observations, Figure 5 shows the time series of the
position erors in E and N, computed as the difference between the NRTK solution, without FDE, and an integrated
GPS/Inertial Measurement unit (GPS/IMU) loosely coupled-postessing solution. The GPS positioning in this
GPS/IMU solution was obtained from post gessing the vehicle stored GPS observations with FDE in a relative
mode with data from a base station that was located a few kilometres away, and only asfikéglLisiylutions were

used that delivers a few cm accuracy. The GPS/IMU provides a good sghatitioularly in the urban environment

when satellite visibility is low. The shaded areas in the figure indicate the urban environment which is characterized
by the presence of buildings of two stories or above on both sides of the road, leadow $&y visibility, presence

of multipath and NLOS, which all led to a significant degradation of positioning availability and accuracy. The
remaining parts in the plot indicate suburban areas that have good satellite visibility and geometry.

N

42 il %
:(

15
) g 198
‘ s 45 X
% i §
| \ 21
"\.m ‘ \
e o»::xv.‘:rr,%vn*vm..«vnﬂv . ) |
.,
“E G25
@2 =F
o N
\ &
91

>\~ i /615
1 km e Y ’

S oy,

<r g Q‘)"

Fig 3. Test trajectory Fig 4. Sky plot of thetest GPS satellites
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Fig 5. Position errors in E & N, Thehaded areas indicate urban environment
with low sky visibility, and presence ofultipath andNLOS
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Identification was performed for the casesoigle and multiple faults (up to tliegrees of freedom as discussed
earliel). To save the computational time, once a faltlentified and verified (using Eq. 9 or 2&)e Chisquare
detection testis appliedfor the remaining observationand if passes, the identification search stdpse
performance of variousDE test parametrizatianin the differentITS environmerg, whichvary fromworking
undergood satellite visibility and geometecpnditions topoorconditions is demonstrated through tRegures 6 to

10. The urban areas are marked above the figiestly, Figure 6shows the time series of tl@hi-squaretest
results, illustrating the statistic and the test threshold, which vary acgaodihenumber of thebserved satellites
and accordingly the degrees of freed@me can see that due ltaww number of observationa the urban part of

the trajectory, and witmultipath and NLOSthe test did not padsr the majority of instances this environment
indicating the presence of faultwshereagherewereno faultsdetected in the suburban environment where good
satellite geometry and number was availalbler the solution separatiof®S) method,and for demonstration
purposepnly one epresentative example is showhereone satellite (PRNJ)Qwas excludedvhencomputingw.
Figures7 to 10illustrate thetime series of theorrespondingtatistics and thresholéisr FDE in the position domain
when parameterizing the test @, N), (AT, CT), (maximum, minimum and finally the circulaFDE, respectively
(note the open sky and urban area#)ere thek symbolin the figuresrefersto the thresholdAs shown in the
figures, and similar to the Clsiquare test, multiple faults wedetected in the urban environment. One can also note
that the detection performance of various FDE tests is very close. The subtle differences among them are attributed
to the small difference in the shape of their detection regions as discussed eadignavtatistic valsavere close

to the threshold values.

Urban areas

30 0 /4 — ‘
—Chi_2
25 —Tq
© 20
©
= 15
9 10
5
0
0 1 2 3 4
Time (hr)
Fig 6. Chi-squareest results’Y 0 ) (excluding PRN 10)

Table2 summarises the detection percentage, i.e. the percentage of the number of epothslisivecre detected

with respect to the total number of epoanshe testAmong the detected faultd)e percentage of epochs where
multiple and singledetectedfaulty observationsre givenin the secondnd third rowsof the table respectively.
Forexample, in the Cksquare test, among the detections, one can see thav@@with multiple faults and 29%

were with a single fault The number of multiple identified faults, which were primarily code outliers, was larger
than the number of single fasjtmainly because these faults took place in the urban environment, where multiple
signals experience large multipath effects. The table shows thasqGhie results were the closest to the
maxim/minimum model results, and the directindependent circak test gave less detection due to having a larger
allowable region. These results agree with the results of the proposed FIT test applied after removal of satellite 10,
shown in Figure 11. The figure depicts the time series of the impact of the measuresithrals on the position

(i.,e.] @ versus a threshold valye , selected as 1 m in this demonstration using NRTK, which is suitable for
lane identification applications. The small values af refer to the periods when the vehicle was in an open sky
environment, whereas the large values wihen exceeded refer to most of the periods when the vehicle was

in an urban environment or near to tree canopies.
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Table 2. Detection percentage%o] (i.e. percentage of the number of epochs where faults were detected with respect
to the total number of epochs) in various methods, and percentage of epochs with single & multiple faults
with respect to the total number of epochs of detected faults

Chi-square SSE,N) SSAT,CT) SSfax, min SSR
Detection % 14.83 14.32 15.67 15.64 13.47
% of epochs ofmultiplefaults to the 71 70 73 72 7

total of epochs with detected faults

% of remaining epochs, that sihgle

faults to the total of epochs with 29 30 27 28 29
detected faults

Urban areas
| — | —

Urban areas
[ —/ /4 1

Fig 7. E, Ntest result¢excluding PRN 10)
statistic H_dE=~—and H_dN="——
Yy Yy

Urban areas
[ —/ —/

Fig 9. Max, mintest resultgexcluding PRN 10)

vy 8 y 8
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Fig 8. AT, CTtest results (excluding PRN 10)
statistic H_dAT=~— and H_dCT=——
Yy y
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Fig 10. Circular results(excluding PRN 10)
statistic H R = Y

y
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Fig 11. Results of the 2D FIT test (excluding PRN 10)
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