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## Abstract

In this thesis, we study the dynamic properties of solutions for various types of nonlinear partial differential equations, including a generalized Benjamin-Bona-Mahony-Burgers equation, three integrable non-evolutionary equations with quadratic nonlinearities, cubic nonlinearities and quartic nonlinearities, respectively, and a generalized Degasperis-Procesi equation for the motion of shallow water waves.

For the generalized Benjamin-Bona-Mahony-Burgers (GBBMB) equation, applying approximation approaches and several estimates derived from the equation, we obtain a space-time higher integrability estimate and a one-sided super bound estimate on the first order spatial derivative of the solution. By making some assumptions on initial data in the space $H^{1}(\mathbb{R})$, it is derived that the GBBMB equation has at least one global weak solution in the space $C([0, \infty) \times \mathbb{R}) \cap$ $L^{\infty}\left([0, \infty) ; H^{1}(\mathbb{R})\right)$. Using Kruzkov's technique of doubling the space variable, if the GBBMB equation has local or global strong solutions in $L^{1}(\mathbb{R}) \cap H^{1}(\mathbb{R})$, it is demonstrated that its strong solution has the property of $L^{1}(\mathbb{R})$ local stability.

For the integrable non-evolutionary equation with quadratic nonlinearities and quasi-local higher symmetries, we prove that its local strong solutions are well-posedness in the space $C\left([0, T) ; H^{s}(\mathbb{R})\right) \cap C^{1}\left([0, T) ; H^{s-1}(\mathbb{R})\right)$ if the Sobolev index $s>\frac{3}{2}$. A condition for blow-up solutions is established under suitable assumptions. For the case of the Sobolev index $1 \leq s \leq \frac{3}{2}$, we show that the equation has local weak solutions in $H^{s}(\mathbb{R})$.

For the non-evolutionary equation with cubic nonlinearities and quasi-local higher symmetries, we find the $H^{1}(\mathbb{R})$ conservation law. By using Aubin's com-
pactness theorem and several estimates, we prove that the equation possesses local weak solutions in $L^{2}\left([0, T], H^{s}(\mathbb{R})\right)\left(1 \leq s \leq \frac{3}{2}\right)$. If the Sobolev index $s>\frac{3}{2}$, by using approximation techniques and constructing a Cauchy sequence of the solutions in the space $C\left([0, T) ; H^{s}(\mathbb{R})\right) \cap C^{1}\left([0, T) ; H^{s-1}(\mathbb{R})\right)$, we derive that there exists a unique local strong solution to the equation.

For the nonlinear Camassa-Holm type equation possessing quartic nonlinearities, by supposing that its initial value $u_{0}(x) \in H^{1}(\mathbb{R})$ and $\left\|\frac{\partial u_{0}(x)}{\partial x}\right\|_{L^{\infty}(\mathbb{R})}<\infty$, we prove that the equation has at least one global weak solution in the space $C([0, \infty) \times \mathbb{R}) \cap L^{\infty}\left([0, \infty) ; H^{1}(\mathbb{R})\right)$. Our assumptions about the initial value $u_{0}(x)$ are different from the sign condition which is often required to establish the wellposedness of global strong solutions and the existence of global weak solutions for the Camassa-Holm type equations. Our key contributions include establishing a space-time higher integrability estimate and a super bound estimate on the first order spatial derivative of the solution.

For the nonlinear shallow water wave equation, including the famous DegasperisProcesi equation, several estimates are established to discuss the wave breaking of the solution. The sufficient and necessary conditions for the wave breaking are obtained.
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## CHAPTER 1

## Introduction

### 1.1 Aims and outcomes of the thesis

The aim of this thesis is to investigate the dynamical properties of five nonlinear partial differential equations, including a generalized Benjamin-Bona-MahonyBurgers model, a generalized Degasperis-Procesi equation and three integrable non-evolutionary equations, which are regarded as the generalizations of the Camassa-Holm type equations [87]. The three non-evolutionary equations possess quasi-local higher symmetries, and have quadratic, cubic and quartic nonlinearities, respectively.

The specific objectives of this study and the main outcomes achieved are as follows.
(1). We study a nonlinear generalized Benjamin-Bona-Mahony-Burgers (GBBMB) equation, which takes the form

$$
\begin{equation*}
u_{t}-u_{t x x}-a u_{x x}+b u_{x}+u^{p} u_{x}+k u_{x x x}=0, \tag{1.1}
\end{equation*}
$$

where $p \geq 1$ is an integer, $a \geq 0, b$ and $k$ are constants. Eq.(1.1) becomes the nonlinear Benjamin-Bona-Mahony-Burgers equation (BBMB) if $k=0$. By
letting $a=0, b=1, p=1, k=0$, Eq.(1.1) is turned into the Benjamin-BonaMahony model (see [5, 90, 92]). For Eq.(1.1) with the coefficient $k=0$, many scholars have investigated the existence of global weak solutions and strong solutions (see $[1,2,8,56]$ ). For Eq.(1.1) with the coefficient $k \neq 0$, imposing certain restrictions on the initial value, we derive that there exists at least one global weak solution to the GBBMB equation (1.1). Applying the technique of doubling the space variables presented in Kruzkov's work [53], a few prior estimates are derived from Eq.(1.1). Assuming that the equation has strong solutions in $L^{1}(\mathbb{R}) \cap H^{1}(\mathbb{R})$, we prove that these strong solutions are local stable in $L^{1}(\mathbb{R})$. The acquired results for Eq.(1.1) are different from those in previous works.
(2). Novikov classified and generalized the Camassa-Holm-type models in [87]. The generalized equations possess integrability and quasi-local higher symmetries. One of the equations is in the form

$$
\begin{equation*}
u_{t}-\alpha^{2} u_{t x x}+4 u u_{x}-2 \alpha u_{x}^{2}-2 \alpha u u_{x x}=6 \alpha^{2} u_{x} u_{x x}+2 \alpha^{2} u u_{x x x}, \tag{1.2}
\end{equation*}
$$

where $\alpha \neq 0$ is a constant. Eq.(1.2) is one of the equations of Theorem 3 in Novikov [87] under the scaling that $x$ transforms $-x$ (see [87]). Eq.(1.2) is an integrable scalar evolution equation with quadratic nonlinearities.

Motivated by the works presented in $[58,59,66]$ and the desire to probe and find the dynamical properties for Eq.(1.2), we investigate Eq.(1.2). Using the Kato theorem, it is proved that Eq.(1.2) possesses a unique local strong solution in the space $C\left([0, T) ; H^{s}(\mathbb{R})\right) \cap C^{1}\left([0, T) ; H^{s-1}(\mathbb{R})\right)$ if the Sobolev index $s>\frac{3}{2}$. A sufficient and necessary condition for blow-up solutions is found. For the case of the Sobolev index $1 \leq s \leq \frac{3}{2}$, it is shown that Eq.(1.2) has local weak solutions in $H^{s}(\mathbb{R})$. As far as we know, these dynamical properties of Eq.(1.2) have not
been found in the previous literature.
(3). Novikov [87] derived many equations which are called the generalizations of the Camassa-Holm type models. Several models of the generalizations possess quasi-local higher symmetries. One of the equations with cubic nonlinearities takes the form

$$
\begin{equation*}
u_{t}-\alpha^{2} u_{t x x}=\left(1+\alpha \frac{\partial}{\partial x}\right)\left(\alpha u^{2} u_{x x}+\alpha u u_{x}^{2}-2 u^{2} u_{x}\right), \tag{1.3}
\end{equation*}
$$

where the constant $\alpha \neq 0$ (see Theorem 5 in [87]).

Motivated by the works made in Li and Olver [66] in which the existence of local weak solutions and the well-posedness of local strong solutions for an integrable non-linear dispersive wave equation including the standard Camassa-Holm equation, have been considered, we study Eq.(1.3). Imposing certain restrictions on its initial value and the coefficient $\alpha$, several dynamical properties including the existence of local weak solutions, the existence and uniqueness of local strong solutions have been found. The results for Eq.(1.3) in this thesis have not been obtained in the previous literature.
(4). For the following nonlinear Camassa-Holm type equation with quartic nonlinearities (see [40, 41, 76])

$$
\begin{equation*}
u_{t}-u_{t x x}+5 u^{3} u_{x}=4 u^{2} u_{x} u_{x x}+u^{3} u_{x x x} \tag{1.4}
\end{equation*}
$$

we investigate its existence of global weak solutions. Assuming the initial value $u_{0}(x) \in H^{1}(\mathbb{R})$ and $\left\|\frac{\partial u_{0}(x)}{\partial x}\right\|_{L^{\infty}(\mathbb{R})}<\infty$, we prove that Eq.(1.4) has at least one global weak solution in the space $C([0, \infty) \times \mathbb{R}) \cap L^{\infty}\left([0, \infty) ; H^{1}(\mathbb{R})\right)$. Here we
mention that we do not need to assume that the $u_{0}(x)$ satisfies the sign condition. Our assumption is weaker than the sign condition. In fact, many researchers apply the sign condition to establish and derive the existence of global weak solutions of the Camassa-Holm type equations such as the Degasperis-Procesi equation and many other generalized Camassa-Holm equations(see [25, 26, 28, 35-39, 77]). The key contributions in our study of Eq.(1.4) include deriving a space-time higher integrability estimate and a super bound estimate about $\frac{\partial u(t, x)}{\partial x}$, which play a key role in demonstrating the existence of global weak solutions.
(5). A nonlinear shallow water wave equation, including the standard DegasperisProcesi shallow water wave equation, is investigated. Several estimates, which are derived from the shallow water model itself, are established to discuss the wave breaking of the solutions. A necessary and sufficient condition is obtained when the wave breaking occurs.

### 1.2 Outline of the thesis

Eight chapters constitute the contents of this thesis.
In Chapter 1, the objectives and outcomes of this thesis are briefly illustrated.

In Chapter 2, we give a literature review of the previous works relating to the nonlinear Benjamin-Bona-Mahony-Burgers equations and the Camassa-Holm type equations.

In Chapter 3, by using the approaches in Xin and Zhang [101] (also see [9]), we prove that the generalized Benjamin-Bona-Mahony-Burgers equation Eq.(1.1) has at least one global weak solution in the space $C([0, \infty) \times \mathbb{R}) \cap L^{\infty}\left([0, \infty) ; H^{1}(\mathbb{R})\right)$ under certain assumptions. Applying the technique of doubling the space variables provided in Kruzkov's work [53] and assuming that Eq.(1.1) has strong
solutions, we prove that the strong solution is local stable in $L^{1}(\mathbb{R})$ by imposing restrictions on the initial value.

In Chapter 4, for the integrable non-evolutionary Eq.(1.2), which possesses quadratic nonlinearities, the existence of local weak solutions, the existence and uniqueness of local strong solution and blow-up criteria are investigated.

In Chapter 5, for the integrable non-evolutionary Eq.(1.3) with cubic nonlinearities, the existence of local weak solutions and the well-posedness of local strong solution are discussed.

In Chapter 6, for the nonlinear Camassa-Holm type Eq.(1.4) possessing quartic nonlinearities, supposing that the initial value $u_{0}(x)$ satisfies $u_{0}(x) \in H^{1}(\mathbb{R})$ and $\left\|\frac{\partial u_{0}(x)}{\partial x}\right\|_{L^{\infty}(\mathbb{R})}<\infty$, we establish the existence of global weak solutions in the space $C([0, \infty) \times \mathbb{R}) \cap L^{\infty}\left([0, \infty) ; H^{1}(\mathbb{R})\right)$.

In Chapter 7, for a nonlinear shallow water wave model including the standard Degasperis-Procesi equation, we obtain the conditions to guarantee the wave breaking of the solutions.

In Chapter 8, we summarize the main results obtained in this thesis and discuss several problems to be considered in the future.

## CHAPTER 2

## Literature Review

In recent decades, many investigations have been carried out worldwide to study the Benjamin-Bona-Mahony model, the Benjamin-Bona-Mahony-Burgers equation, the Cammassa-Holm (CH) equation, the Degasperis-Procesi (DP) equation and the Novikov equation $[3,4,17,29-32]$. Various approaches to probe the dynamical properties of these nonlinear partial differential equations and their generalizations have been established [11-16]. Based on the recent development in this field, our research focuses on the study of a generalized Benjamin-Bona-Mahony-Burgers model, a generalized Degasperis-Procesi model and three integrable non-evolutionary equations, which are related to the CH equation, the DP equation and the Novikov equation, because these equations have similar dynamical properties [20, 21, 43-45, 48-50, 52].

### 2.1 Background of the Benjamin-Bona-MahonyBurgers type equations

The Benjamin-Bona-Mahony-Burgers equation takes the form

$$
\begin{equation*}
u_{t}-u_{t x x}-a u_{x x}+b u_{x}+u^{p} u_{x}=0, \tag{2.1}
\end{equation*}
$$

where $a \geq 0$ is a constant, $b$ is an arbitrary constant, and integer $p \geq 1$. Setting $a=0, b=1$ and $p=1$, Eq.(2.1) is turned into the Benjamin-Bona-Mahony model (see $[5,7,89]$ ).

Many researchers have investigated the Benjamin-Bona-Mahony-Burgers equation and its various generalizations. Benjamin et al. [5] discover the nonlinear stability of nonlinear periodic solutions of the regularized Benjamin-one equation and the BBM equation associated with perturbations of the wavelength. The long time existence result for the Cauchy problem related to the BBM-Boussinesq systems has been studied in [6]. Chen and Wang [8] give a stability criteria for the solitary wave solutions of the Benjamin-Bona-Mahony-Burgers equation which contains coupled nonlinear terms. The periodic initial value problem which contains the generalized Benjamin-Bona-Mahony equation with generalized damping on one dimensional torus is considered in Kang et al. [56]. It is pointed out in Mei [84] that the good predictive power in Eq.(2.1) is meaningful in the physical sense. Equation (2.1) and the Benjamin-Bony-Mahony equation possess the same dispersive effects [84]. The tanh technique with the aid of symbolic computational system is employed to find the exact solutions of BBMB-type equations [89]. The homogeneous balance method and symbolic computations are employed in $[1,89]$ to find the exact expressions of traveling wave solutions for the Benjamin-Bona-Mahoney equation. Other dynamical properties relating to Eq.(2.1) are discovered in [51, 92, 93].

### 2.2 Background of the related nonlinear equations

The standard Camassa-Holm(CH) equation takes the form

$$
\begin{equation*}
u_{t}-u_{t x x}+\alpha u_{x}+3 u u_{x}=2 u_{x} u_{x x}+u u_{x x x}, \quad \alpha=\text { constant } \tag{2.2}
\end{equation*}
$$

which is first discovered by Fuchssteiner and Fokas [30]. Camassa and Holm later derived it as a water wave model [19]. Its alternative derivations are conducted in Constantin and Lannes [13], and Johnson [52]. Several conservation laws are found for Eq.(2.2) (see [24, 65, 78]). Eq.(2.2) has solitary wave solutions if $\alpha>0$ or peaked solution if $\alpha=0$ (see [14-16]). The geodesic flow properties of Eq.(2.2) are discussed in [18, 57, 74].

Degasperis et al. [22] investigate the integrability of the peaked DegasperisProcesi (DP) equation

$$
\begin{equation*}
u_{t}-u_{t x x}+4 u u_{x}=3 u_{x} u_{x x}+u u_{x x x}, \tag{2.3}
\end{equation*}
$$

which is derived in [23].
In fact, many scientists have been devoted to the investigations of various dynamical properties of the CH and DP equations. The global conservative solutions and dissipative solutions to Eq.(2.2) are discovered in Bressan and Constantin [3, 4]. The global strong and weak solutions, and blow-up phenomena for CH equation are studied in [12, 26, 27]. Sufficient conditions to guarantee the wave breaking for nonlinear nonlocal equations including the CH model are given in Constantin and Escher [14] in which several meaningful conclusions are drawn. Nonlinear dispersive wave equations relating to (2.2) and (2.3) are discussed in

Escher and Yin [26] while the global weak solutions and blow-up structures are considered in [25, 27, 69, 70] by imposing certain restrictions on the initial boundary data. The asymptotic stability and controllability for the CH equation are studied in Glass [42]. It is shown in Xin and Zhang [101] that Eq.(2.2) has global weak solutions in $H^{1}(\mathbb{R})$ without the assumption of sign condition (also see [9]). The existence of local weak solutions and the well-posedness of local strong solutions for Eq.(2.2) in the Sobolev space are established in Li and Olver [66] where a sufficient condition for blow-up solutions is found. The long time properties of low regularity solutions for Eq.(2.2) is given in Li [67]. The traveling wave solutions to the CH and DP models are classified in Lenells [63,64]. Employing an appropriate Kodama transformation, Dullin et al. [24] derive Eq.(2.3) from the shallow water elevation model. Vakhnenko and Parkes [96] find many traveling wave solutions for Eq.(2.3). An inverse scattering technique to find $n$-peakon solutions to the DP model is employed in Lundmark and Szmigielski [71]. If the sign condition of the initial data holds, the stability of peakons for the DP equation is considered in Lin and Liu [68]. Matsuno [72] discusses multisoliton solutions and peakon limits for Eq.(2.3). The infinite speed of propagation for the smooth solutions to Eq.(2.3) is studied in Henry [46]. Coclite and Karlsen [11] obtain existence of entropy solutions for Eq.(2.3).

Novikov [87] derives the integrable equation with cubic nonlinearities

$$
\begin{equation*}
u_{t}-u_{t x x}+4 u^{2} u_{x}=3 u u_{x} u_{x x}+u^{2} u_{x x x} . \tag{2.4}
\end{equation*}
$$

Grayshan [41] investigates the peaked solutions of the Novikov model (2.4). The CH, DP and Novikov equations have similar peaked properties (see [75, 79, 95, 97-100]). The well-posedness for Eq.(2.4) in the Sobolev space are studied in Himonas and Holliman [47]. If the sign condition about the initial data holds, Lai and $\mathrm{Wu}[58]$ discuss global strong solutions to Eq.(2.4) in $C^{1}\left([0, \infty) ; H^{s}(\mathbb{R})\right) \cap$
$C\left([0, \infty) ; H^{s-1}(\mathbb{R})\right)$ if $s>\frac{3}{2}$. Applying the Kato theorem, Ni and Zhou [86] demonstrate the well-posedness of local strong solution of Eq.(2.4) in $H^{s}(\mathbb{R})$ if the index $s>\frac{3}{2}$. The persistence properties of the smooth solution to Eq.(2.4) are also found in [86]. Mi and $\mathrm{Mu}[85]$ consider the Cauchy for a modified Novikov equations and find its weak solution. A weakly dissipative Novikov equation is studied in Yan et al. [107].

In fact, establishing integrable equations is one of the important duties for mathematical experts in the field of partial differential equations $[33,34,39,73$, 88,102-106,108]. Novikov [87] studies the problem of integrability to the following Camassa-Holm type equation

$$
\begin{equation*}
u_{t}-u_{t x x}=F\left(u, u_{x}, u_{x x}, u_{x x x}, \cdots\right), \tag{2.5}
\end{equation*}
$$

where $F$ is a polynomial about $u, u_{x}, u_{x x}, u_{x x x} \cdots$. Using the existence of an infinite hierarchy of (quasi-) local higher symmetries as a definition of integrability, Novikov [87] derives and finds many integrable equations with quadratic, cubic and quartic nonlinearities which include Eqs.(2.2),(2.3), (2.4) and the equations which we will investigate in chapters 4,5 and 6 .

For other investigations on the Camassa-Holm equation, the Degasperis-Procesi model, the Novikov equation and several other related partial differential equations, we refer the readers to the literature $[60-62,80-83,91]$ and the references therein.

## CHAPTER 3

## Global weak solutions and $L^{1}$ local stability to a generalized

Benjamin-Bona-Mahony-Burgers

## equation

In this chapter, we discuss the Cauchy problem for a generalized Benjamin-Bona-Mahony-Burgers (GBBMB) equation. If the initial value is in $H^{1}(\mathbb{R})$, it is shown that the GBBMB model has at least one global weak solution in the space $C([0, \infty) \times \mathbb{R}) \cap L^{\infty}\left([0, \infty) ; H^{1}(\mathbb{R})\right)$. The key elements in our proof of the existence of global weak solutions include establishing a space-time higher integrability estimate and a super bound estimate on the first order spatial derivatives of the solution. Subsequently, we investigate the local stability for the GBBMB equation. If the initial value belongs to the space $L^{1}(\mathbb{R}) \cap H^{1}(\mathbb{R})$, assuming that the GBBMB equation has strong solutions, and employing the tool of doubling the space variables provided in Kruzkov's work [53], we prove that the strong solution possesses $L^{1}(\mathbb{R})$ local stability.

### 3.1 General

Firstly, we introduce some notations used in this chapter.
Let $L^{\infty}=L^{\infty}(\mathbb{R})$ represent all the functions $g(t, x)$ satisfying

$$
\|g\|_{L^{\infty}}=\inf _{m(e)=0} \sup _{x \in \mathbb{R} \backslash e}|g(t, x)|<\infty,
$$

where $m$ denotes the measure.
Let $\mathbb{R}=(-\infty, \infty)$. We write notation $C_{0}^{\infty}$ to represent all functions $g(t, x) \in$ $C^{\infty}$ which have compact support in the domain $[0,+\infty) \times \mathbb{R}$.

Assume that $L^{p}=L^{p}(\mathbb{R})(1 \leq p<\infty)$ contains all functions $g$ with the norm

$$
\|g\|_{L^{p}}=\left(\int_{R}|g(t, x)|^{p} d x\right)^{\frac{1}{p}}<\infty .
$$

We let $H^{s}=H^{s}(\mathbb{R})$ represent the Sobolev space with norm satisfying

$$
\|g\|_{H^{s}}=\left(\int_{\mathbb{R}}\left(1+|\eta|^{2}\right)^{s}|\hat{g}(t, \eta)|^{2} d \eta\right)^{\frac{1}{2}}<\infty
$$

where $s$ is an arbitrary real number, $\hat{g}(t, \eta)=\int_{-\infty}^{\infty} e^{-i x \eta} g(t, x) d x$. Namely, $\hat{g}(t, \eta)$ denotes the Fourier transformation of function $g(t, x)$ about variable $x$.

For $T>0$ and $s>0$, let $C\left([0, T) ; H^{s}(\mathbb{R})\right)$ represent the Frechet space of all continuous $H^{s}$-valued functions on the interval $[0, T)$ (see $[54,55]$ ).

Set $\Lambda=\left(1-\partial_{x}^{2}\right)^{\frac{1}{2}}$. For simplicity, let $c$ represent any positive constant which does not rely on the parameter $\varepsilon$.

In this chapter, we consider the Cauchy problem of the following generalized Benjamin-Bona-Mahony-Burgers equation

$$
\begin{equation*}
u_{t}-u_{t x x}-a u_{x x}+b u_{x}+u^{p} u_{x}+k u_{x x x}=0, \tag{3.1}
\end{equation*}
$$

where $a \geq 0, b, k$ are constants, and the integer $p \geq 1$.
As illustrated in section 2.1 of this thesis, the existence of global weak solutions and strong solutions for Eq.(3.1) with $k=0$ has been investigated by many scholars. One task of this chapter is to establish the existence of global weak solutions for (3.1) with the term $k u_{x x x}(k \neq 0)$ under the assumption that its initial value belongs to the space $H^{1}(\mathbb{R})$. The other is to consider the local stability of its strong solutions.

Here we address that the approaches in [101] will be used to prove our main result (also see [9]). After we obtain the higher integrability estimate (3.27) and the one-sided super bound estimate (3.33) in section 3.3, considering the derivative $q_{\varepsilon}=\frac{\partial u_{\varepsilon}(t, x)}{\partial x}$ (see (3.19)), which is only weakly compact, we will show that the derivative converges strongly. Namely, we will prove that this weak convergence is equivalent to strong convergence.

The structure of this chapter is as follows. We provide the main conclusions in section 3.2, and various lemmas about the viscous approximation problem are given in section 3.3. We prove strong compactness of the spatial derivative of solutions for the approximation problem and give the proof of existence of global weak solutions in section 3.4. The $L^{1}(\mathbb{R})$ local stability is investigated in section 3.5.

### 3.2 Main results

We write the Cauchy problem for equation (3.1) in the form

$$
\left\{\begin{array}{l}
u_{t}-u_{t x x}-a u_{x x}+b u_{x}+u^{p} u_{x}+k u_{x x x}=0  \tag{3.2}\\
u(0, x)=u_{0}(x)
\end{array}\right.
$$

Applying the operator $\Lambda^{-2}=\left(1-\frac{\partial^{2}}{\partial x^{2}}\right)^{-1}$ on the first equation of problem (3.2), we have

$$
\left\{\begin{array}{l}
u_{t}-k u_{x}+a u-a \Lambda^{-2} u+\Lambda^{-2} \partial_{x}\left[(b+k) u+\frac{1}{p+1} u^{p+1}\right]=0,  \tag{3.3}\\
u(0, x)=u_{0}(x)
\end{array}\right.
$$

In fact, for function $g(t, x) \in L^{p}(\mathbb{R}), \quad(1 \leq p<\infty)$ or $\|g(t, \cdot)\|_{L^{\infty}(\mathbb{R})}<\infty$, we have

$$
\begin{equation*}
\Lambda^{-2} g(t, x)=\frac{1}{2} \int_{\infty}^{\infty} e^{-|x-y|} g(t, y) d y \tag{3.4}
\end{equation*}
$$

Using integration by parts and Eq.(3.1), we derive that

$$
\begin{equation*}
\int_{-\infty}^{\infty}\left(u^{2}+u_{x}^{2}\right) d x+2 a \int_{0}^{t} \int_{-\infty}^{\infty} u_{x}^{2} d x d t=\int_{-\infty}^{\infty}\left(u_{0}^{2}+u_{0 x}^{2}\right) d x \tag{3.5}
\end{equation*}
$$

where $u_{0 x}=\frac{\partial u(0, x)}{\partial x}$. From (3.5) and condition $a \geq 0$, we obtain

$$
\begin{equation*}
\|u\|_{L^{\infty}(\mathbb{R})} \leq c\left\|u_{0}\right\|_{H^{1}(\mathbb{R})}, \tag{3.6}
\end{equation*}
$$

where the constant $c>0$.
We now introduce the definition of global weak solutions (see [101]) below.
Definition 3.1. A function $u:[0, \infty) \times \mathbb{R} \rightarrow \mathbb{R}$ is called to be a global weak solution to the Cauchy problem (3.2) or (3.3) if
(i) $u \in C([0, \infty) \times \mathbb{R}) \cap L^{\infty}\left([0, \infty) ; H^{1}(\mathbb{R})\right)$;
(ii) $\|u(t, .)\|_{H^{1}(\mathbb{R})} \leq\left\|u_{0}\right\|_{H^{1}(\mathbb{R})}$;
(iii) $u(t, x)$ is the solution of (3.3) in the sense of distributions.

Now we state the main results in this chapter.
Theorem 3.2. Let constant $a \geq 0, u_{0}(x) \in H^{1}(\mathbb{R})$ and $\left|\frac{\partial u_{0}(x)}{\partial x}\right|<\infty$. Then there exists at least one global weak solution $u(t, x)$ to problem (3.2) or (3.3)
in the sense of the Definition 3.1. In addition, the global weak solution has the following properties.
(a). There exists a positive constant $c_{0}$, which relies only on $\left\|u_{0}\right\|_{H^{1}(\mathbb{R})}$ and the coefficients of Eq.(3.1) such that the one-sided estimate on the first order spatial derivative

$$
\begin{equation*}
\frac{\partial u(t, x)}{\partial x} \leq c_{0}\left(1+e^{-a t}\right), \quad \text { for } \quad(t, x) \in[0, \infty) \times \mathbb{R} \tag{3.7}
\end{equation*}
$$

holds.
(b). For any $T \in(0, \infty)$, there exists a positive constant $c_{1}$, which relies only on $\left\|u_{0}\right\|_{H^{1}(\mathbb{R})}$ and the coefficients of Eq.(3.1) such that the space higher integrability estimate

$$
\begin{equation*}
\int_{0}^{t} \int_{-\infty}^{\infty}\left|\frac{\partial u(t, x)}{\partial x}\right|^{4} d x d t \leq c_{1} T e^{c_{1} T} \quad t \in[0, T] \tag{3.8}
\end{equation*}
$$

is valid.
Theorem 3.3. Assume that Eq.(3.1) has two strong solutions $u_{1}(t, x)$ and $u_{2}(t, x)$ associated with $u_{i}(0, x)=u_{i, 0} \in L^{1}(\mathbb{R}) \cap H^{1}(\mathbb{R}), i=1,2$. Suppose that both $u_{1}(t, x)$ and $u_{2}(t, x)$ have a maximum existence time $T_{0}$. Then, for every $t \in\left[0, T_{0}\right)$,

$$
\begin{equation*}
\left\|u_{1}(t, \cdot)-u_{2}(t, \cdot)\right\|_{L^{1}(\mathbb{R})} \leq c e^{c t}\left\|u_{1,0}-u_{2,0}\right\|_{L^{1}(\mathbb{R})} \tag{3.9}
\end{equation*}
$$

where constant $c>0$ depends on $\left\|u_{1,0}\right\|_{H^{1}(\mathbb{R})}$ and $\left\|u_{2,0}\right\|_{H^{1}(\mathbb{R})}$.
Theorem 3.4. Suppose that $u(t, x)$ is a strong solution of problem (3.2) associated with initial value $u(0, x)$ belonging to the space $L^{1}(\mathbb{R}) \cap H^{1}(\mathbb{R})$. Then the strong solution is unique.

Theorem 3.3 directly yields Theorem 3.4.

### 3.3 Viscous approximations

Set

$$
\psi(x)= \begin{cases}e^{\frac{1}{x^{2}-1}}, & |x|<1  \tag{3.10}\\ 0, & |x| \geq 1\end{cases}
$$

and $\psi_{\varepsilon}(x)=\varepsilon^{-\frac{1}{4}} \psi\left(\varepsilon^{-\frac{1}{4}} x\right)$ where $0<\varepsilon<\frac{1}{4}$.
Define the convolution

$$
\begin{equation*}
u_{\varepsilon, 0}=\psi_{\varepsilon} \star u_{0}=\int_{-\infty}^{\infty} \psi(x-y) u_{0}(y) d y . \tag{3.11}
\end{equation*}
$$

We know that $u_{\varepsilon, 0} \in C^{\infty}$ for any $u_{0} \in H^{s}(\mathbb{R})(s>0)$ (see Lai and Wu $[58,59]$ ) and

$$
\begin{equation*}
\left\|u_{\varepsilon, 0}\right\|_{H^{1}(\mathbb{R})} \leq\left\|u_{0}\right\|_{H^{1}(\mathbb{R})} \quad \text { and } \quad u_{\varepsilon, 0} \rightarrow u_{0} \quad \text { in } \quad H^{1}(\mathbb{R}) . \tag{3.12}
\end{equation*}
$$

We aim to show that system (3.3) has global weak solution. Firstly, we handle the viscous approximation problem

$$
\left\{\begin{array}{l}
\frac{\partial u_{\varepsilon}}{\partial t}-k \frac{\partial u_{\varepsilon}}{\partial x}+a u_{\varepsilon}-a \Lambda^{-2} u_{\varepsilon}+\Lambda^{-2} \partial_{x}\left((b+k) u_{\varepsilon}+\frac{1}{p+1} u_{\varepsilon}^{p+1}\right)=\varepsilon \frac{\partial^{2} u_{\varepsilon}}{\partial x^{2}},  \tag{3.13}\\
u_{\varepsilon}(0, x)=u_{\varepsilon, 0}(x) .
\end{array}\right.
$$

The convergence of smooth solution $\left\{u_{\varepsilon}\right\}$ and $\frac{\partial u_{\varepsilon}(t, x)}{\partial x}$ will be analyzed.
Now we give the well-posedness conclusion for system (3.13).
Lemma 3.5. Let $u_{0} \in H^{1}(\mathbb{R})$. Then, there exists a unique solution $u_{\varepsilon} \in$
$C\left([0, \infty) ; H^{\sigma}(\mathbb{R})\right)(\sigma \geq 2)$ to problem (3.13) with $u_{\varepsilon}$ satisfying

$$
\begin{align*}
& \int_{\mathbb{R}}\left(u_{\varepsilon}^{2}+\left(\frac{\partial u_{\varepsilon}}{\partial x}\right)^{2}\right) d x+2 a \int_{0}^{t} \int_{-\infty}^{\infty}\left(\frac{\partial u_{\varepsilon}}{\partial x}\right)^{2} d x d s \\
& \quad+2 \varepsilon \int_{0}^{t} \int_{\mathbb{R}}\left[\left(\frac{\partial u_{\varepsilon}}{\partial x}\right)^{2}+\left(\frac{\partial^{2} u_{\varepsilon}}{\partial x^{2}}\right)^{2}\right] d x d s=\left\|u_{\varepsilon, 0}\right\|_{H^{1}(\mathbb{R})}^{2}, \tag{3.14}
\end{align*}
$$

or

$$
\begin{align*}
\| u_{\varepsilon}(t, .) & \left\|_{H^{1}(\mathbb{R})}^{2}+2 \varepsilon \int_{0}^{t}\right\| \frac{\partial u_{\varepsilon}}{\partial x}(s, .) \|_{H^{1}(\mathbb{R})}^{2} d s \\
& +2 a \int_{0}^{t} \int_{-\infty}^{\infty}\left(\frac{\partial u_{\varepsilon}}{\partial x}\right)^{2} d x d s=\left\|u_{\varepsilon, 0}\right\|_{H^{1}(\mathbb{R})}^{2} . \tag{3.15}
\end{align*}
$$

Proof. For $u_{0} \in H^{1}(\mathbb{R})$ and every $\sigma \geq 2$, we know that function $u_{\varepsilon, 0}$ belongs to the space $C\left([0, \infty) ; H^{\sigma}(\mathbb{R})\right)$. Using theorem 2.3 in [10], we derive that there exists a unique solution $u_{\varepsilon}(t, x) \in C\left([0, \infty) ; H^{\sigma}(\mathbb{R})\right)$ for system (3.13).

From system (3.13), we get

$$
\begin{equation*}
\frac{\partial u_{\varepsilon}}{\partial t}-\frac{\partial^{3} u_{\varepsilon}}{\partial t x^{2}}-a \frac{\partial^{2} u_{\varepsilon}}{\partial x^{2}}+b \frac{\partial u_{\varepsilon}}{\partial x}+u_{\varepsilon}^{p} \frac{\partial u_{\varepsilon}}{\partial x}+k \frac{\partial^{3} u_{\varepsilon}}{\partial x^{3}}=\varepsilon\left(\frac{\partial^{2} u_{\varepsilon}}{\partial x^{2}}-\frac{\partial^{4} u_{\varepsilon}}{\partial x^{4}}\right) . \tag{3.16}
\end{equation*}
$$

Multiplying (3.16) by $u_{\varepsilon}$ and then employing integration by parts, we have the following indentity

$$
\begin{align*}
& \frac{1}{2} \frac{d}{d t} \int_{\mathbb{R}}\left(u_{\varepsilon}^{2}+\left(\frac{\partial u_{\varepsilon}}{\partial x}\right)^{2}\right) d x+a \int_{-\infty}^{\infty}\left(\frac{\partial u_{\varepsilon}}{\partial x}\right)^{2} d x \\
& \quad+\varepsilon \int_{\mathbb{R}}\left(\left(\frac{\partial u_{\varepsilon}}{\partial x}\right)^{2}+\left(\frac{\partial^{2} u_{\varepsilon}}{\partial x^{2}}\right)^{2}\right)(t, x) d x=0 . \tag{3.17}
\end{align*}
$$

Integrating (3.17) over $[0, t]$ gives rise to (3.14) or (3.15). The proof is completed.

Using the definition of $u_{\varepsilon, 0}$ and Lemma 3.5 results in

$$
\begin{equation*}
\left\|u_{\varepsilon}\right\|_{L^{\infty}(\mathbb{R})} \leq\left\|u_{\varepsilon}\right\|_{H^{1}(\mathbb{R})} \leq\left\|u_{\varepsilon, 0}\right\|_{H^{1}(\mathbb{R})} \leq\left\|u_{0}\right\|_{H^{1}(\mathbb{R})} . \tag{3.18}
\end{equation*}
$$

Writing $\frac{\partial u_{\varepsilon}}{\partial x}=q_{\varepsilon}$, we obtain

$$
\begin{align*}
& \frac{\partial q_{\varepsilon}}{\partial t}-k \frac{\partial q_{\varepsilon}}{\partial x}-\varepsilon \frac{\partial^{2} q_{\varepsilon}}{\partial x^{2}}+a q_{\varepsilon}=a \Lambda^{-2} q_{\varepsilon}+(b+k) u_{\varepsilon}+\frac{1}{p+1} u_{\varepsilon}^{p+1} \\
& \quad-\Lambda^{-2}\left((b+k) u_{\varepsilon}+\frac{1}{p+1} u_{\varepsilon}^{p+1}\right) \\
& =K_{\varepsilon}(t, x) . \tag{3.19}
\end{align*}
$$

Lemma 3.6. For $K_{\varepsilon}(t, x)$, if $u_{0} \in H^{1}(\mathbb{R})$, then

$$
\begin{align*}
& \left\|K_{\varepsilon}(t, \cdot)\right\|_{L^{\infty}(\mathbb{R})} \leq c  \tag{3.20}\\
& \left\|K_{\varepsilon}(t, \cdot)\right\|_{L^{2}(\mathbb{R})} \leq c  \tag{3.21}\\
& \left\|\frac{\partial K_{\varepsilon}(t, \cdot)}{\partial x}\right\|_{L^{2}(\mathbb{R})} \leq c \tag{3.22}
\end{align*}
$$

where $c$ depends only on the coefficients of Eq.(3.1) and $\left\|u_{0}\right\|_{H^{1}(\mathbb{R})}$.
Proof. Applying the property of operator $\Lambda^{-2}$, we obtain

$$
\begin{align*}
& \Lambda^{-2}\left((b+k) u_{\varepsilon}+\frac{1}{k+1} u_{\varepsilon}^{p+1}\right) \\
& \quad=\frac{1}{2} \int_{-\infty}^{\infty} e^{-|x-y|}\left((b+k) u_{\varepsilon}+\frac{1}{k+1} u_{\varepsilon}^{p+1}\right) d y \tag{3.23}
\end{align*}
$$

and

$$
\begin{align*}
\left|\Lambda^{-2} q_{\varepsilon}\right| & =\left|\frac{1}{2} \int_{-\infty}^{\infty} e^{-|x-y|} \frac{\partial u_{\varepsilon}}{\partial y} d y\right| \\
& =\left|\frac{1}{2} e^{-x} \int_{-\infty}^{x} e^{y} \frac{\partial u_{\varepsilon}}{\partial y} d y+\frac{1}{2} e^{x} \int_{x}^{\infty} e^{-y} \frac{\partial u_{\varepsilon}}{\partial y} d y\right| \\
& =\left|-\frac{1}{2} e^{-x} \int_{-\infty}^{x} e^{y} u_{\varepsilon} d y+\frac{1}{2} e^{x} \int_{x}^{\infty} e^{-y} u_{\varepsilon} d y\right| \\
& \leq \frac{1}{2} \int_{-\infty}^{\infty} e^{-|x-y|}\left|u_{\varepsilon}(t, y)\right| d y \\
& \leq c . \tag{3.24}
\end{align*}
$$

From (3.18), (3.23) and (3.24), we get that (3.20) holds.
Since

$$
\begin{equation*}
\left\|\Lambda^{-2} q_{\varepsilon}\right\|_{L^{2}(\mathbb{R})} \leq c\left\|q_{\varepsilon}\right\|_{L^{2}(\mathbb{R})} \leq c \tag{3.25}
\end{equation*}
$$

and

$$
\begin{align*}
& \left\|(b+k) u_{\varepsilon}+\frac{1}{p+1} u_{\varepsilon}^{p+1}-\Lambda^{-2}\left((b+k) u_{\varepsilon}+\frac{1}{p+1} u_{\varepsilon}^{p+1}\right)\right\|_{L^{2}(\mathbb{R})} \\
& \quad \leq c, \tag{3.26}
\end{align*}
$$

using (3.25)-(3.26), we conclude that (3.21) is valid.
Applying the similar proof for (3.23)-(3.26), we derive (3.22). The proof is completed.

Lemma 3.7. Let $t \in[0, T]$ and $u_{0} \in H^{1}(\mathbb{R})$. Then, it holds that

$$
\begin{equation*}
\int_{0}^{t} \int_{-\infty}^{\infty}\left(\frac{\partial u_{\varepsilon}(t, x)}{\partial x}\right)^{4} d x d t \leq c_{1} T e^{c_{1} T} \tag{3.27}
\end{equation*}
$$

where $c_{1}>0$ depends only on the coefficients of Eq.(3.1) and $\left\|u_{0}\right\|_{H^{1}(\mathbb{R})}$.

Proof. Multiplying (3.19) by $q_{\varepsilon}^{3}$ gives rise to

$$
\begin{gather*}
\frac{1}{4} \frac{d}{d t}\left(\int_{-\infty}^{\infty} q_{\varepsilon}^{4} d x\right)-k \int_{-\infty}^{\infty} q_{\varepsilon}^{3} \frac{\partial q_{\varepsilon}}{\partial x} d x-\varepsilon \int_{-\infty}^{\infty} q_{\varepsilon}^{3} \frac{\partial^{2} q_{\varepsilon}}{\partial x^{2}} d x+a \int_{-\infty}^{\infty} q_{\varepsilon}^{4} d x \\
=\int_{-\infty}^{\infty} q_{\varepsilon}^{3} K_{\varepsilon}(t, x) d x \tag{3.28}
\end{gather*}
$$

Using integration by parts, we derive that

$$
\begin{gather*}
\int_{-\infty}^{\infty} q_{\varepsilon}^{3} \frac{\partial q_{\varepsilon}}{\partial x} d x=0  \tag{3.29}\\
-\int_{-\infty}^{\infty} q_{\varepsilon}^{3} \frac{\partial^{2} q_{\varepsilon}}{\partial x^{2}} d x=3 \int_{-\infty}^{\infty} q_{\varepsilon}^{2}\left(\frac{\partial q_{\varepsilon}}{\partial x}\right)^{2} \geq 0 \tag{3.30}
\end{gather*}
$$

and

$$
\begin{align*}
& \left|\int_{-\infty}^{\infty} q_{\varepsilon}^{3} K_{\varepsilon}(t, x) d x\right| \leq\left(\int_{-\infty}^{\infty}\left|q_{\varepsilon}^{4}\right| d x\right)^{\frac{3}{4}}\left(\int_{-\infty}^{\infty} K_{\varepsilon}(t, x)^{4} d x\right)^{\frac{1}{4}} \\
& \quad \leq c\left(\int_{-\infty}^{\infty}\left|q_{\varepsilon}^{4}\right| d x\right)^{\frac{3}{4}} \\
& \quad \leq c\left(1+\int_{-\infty}^{\infty}\left|q_{\varepsilon}^{4}\right| d x\right) . \tag{3.31}
\end{align*}
$$

From (3.28)-(3.31), we get

$$
\begin{equation*}
\frac{d}{d t}\left(\int_{-\infty}^{\infty} q_{\varepsilon}^{4} d x\right) \leq c\left(1+\int_{-\infty}^{\infty}\left|q_{\varepsilon}^{4}\right| d x\right) \tag{3.32}
\end{equation*}
$$

Integrating (3.32) on the interval $[0, t]$ and using the Gronwall inequality, we get that (3.27) holds.

Lemma 3.8. Assume $a \geq 0, u_{0}(x) \in H^{1}(\mathbb{R})$ and $\left|\frac{\partial u_{0}(x)}{\partial x}\right|<\infty$. Let $u_{\varepsilon}=u_{\varepsilon}(t, x)$ be the solution of (3.13). Then, the following one-sided $L^{\infty}$ norm estimate on the
first order spatial derivative holds

$$
\begin{equation*}
\frac{\partial u_{\varepsilon}(t, x)}{\partial x} \leq c\left(1+e^{-a t}\right) \leq 2 c, \quad \text { if } \quad(t, x) \in[0, \infty) \times \mathbb{R} \tag{3.33}
\end{equation*}
$$

where the constant $c>0$ depends only on the coefficients of Eq.(3.1) and \| $u_{0} \|_{H^{1}(\mathbb{R})}$.

Proof. From Lemma 3.6 and (3.19), we have

$$
\begin{equation*}
\frac{\partial q_{\varepsilon}}{\partial t}-k \frac{\partial q_{\varepsilon}}{\partial x}-\varepsilon \frac{\partial^{2} q_{\varepsilon}}{\partial x^{2}}+a q_{\varepsilon}=K_{\varepsilon}(t, x) \leq c \tag{3.34}
\end{equation*}
$$

where $c>0$ is defined in Lemma 3.6 and $a \geq 0$ is assumed in (3.1).

Let $f=f(t)$ satisfy the problem

$$
\begin{equation*}
\frac{d f}{d t}+a g=c, \quad f(0)=\left\|\frac{\partial u_{\varepsilon, 0}}{\partial x}\right\|_{L^{\infty}(\mathbb{R})}, \tag{3.35}
\end{equation*}
$$

where $\sup _{x \in R} q_{\varepsilon}(t, x)=f(t)$. Using the comparison principle to parabolic equations (see [101]), we conclude that

$$
\begin{equation*}
q_{\varepsilon}(t, x) \leq f(t) \tag{3.36}
\end{equation*}
$$

Solving the ordinary differential equation (3.35), we have

$$
f=e^{-a t}\left(g(0)+\int_{0}^{t} c e^{e^{-a \tau}} d \tau\right) \leq c\left(1+e^{-a t}\right) \leq 2 c .
$$

The proof is completed.
Lemma 3.9. Let $u_{0}(x) \in H^{1}(\mathbb{R})$ and $\left|\frac{\partial u_{0}(x)}{\partial x}\right|<\infty$. There exists a sequence
$\left\{\varepsilon_{j}\right\}_{j \in N}$ tending to zero and a function $K \in L^{\infty}([0, \infty) \times \mathbb{R})$ such that

$$
\begin{equation*}
K_{\varepsilon_{j}} \rightarrow K \quad \text { strongly in } \quad C([0, \infty) \times \mathbb{R}) \tag{3.37}
\end{equation*}
$$

where

$$
\begin{aligned}
K(t, x)= & a \Lambda^{-2} q+(b+k) u+\frac{1}{p+1} u^{p+1} \\
& -\Lambda^{-2}\left((b+k) u+\frac{1}{p+1} u^{p+1}\right) .
\end{aligned}
$$

Proof. For simplicity, we use notations $u=u_{\varepsilon}$ and $q=q_{\varepsilon}$. By calculation, we obtain

$$
\begin{align*}
\frac{d K_{\varepsilon}}{d t}= & a \Lambda^{-2} q_{t}+(b+k) u_{t}+u^{p} u_{t}-\Lambda^{-2}\left[(b+k) u_{t}+u^{p} u_{t}\right] \\
& =a \Lambda^{-2}\left[k q_{x}+\varepsilon q_{x x}-a q+K_{\varepsilon}(t, x)\right]+\left(b+k+u^{p}\right) \\
\times & \left(k u_{x}-a u+a \Lambda^{-2} u-\Lambda^{-2} \partial_{x}\left[(b+k) u+\frac{1}{p+1} u^{p+1}\right]+\varepsilon u_{x x}\right) \\
& -\Lambda^{-2}\left\{( b + k + u ^ { p } ) \left(k u_{x}-a u+a \Lambda^{-2} u\right.\right. \\
& \left.-\Lambda^{-2} \partial_{x}\left((b+k) u+\frac{1}{p+1} u^{p+1}\right)+\varepsilon u_{x x}\right\} \\
& =a \Lambda^{-2}\left[k q_{x}+\varepsilon q_{x x}-a q+K_{\varepsilon}(t, x)\right]+I_{1} . \tag{3.38}
\end{align*}
$$

We derive that

$$
\begin{align*}
& \left\|\Lambda^{-2} q\right\|_{L^{2}(\mathbb{R})} \leq\|q\|_{L^{2}(\mathbb{R})} \leq c, \\
& \left\|\Lambda^{-2} q_{x}\right\|_{L^{2}(\mathbb{R})} \leq\|q\|_{L^{2}(\mathbb{R})} \leq c \tag{3.39}
\end{align*}
$$

and

$$
\begin{align*}
& \left\|\Lambda^{-2} q_{x x}\right\|_{L^{2}(\mathbb{R})} \leq\left\|q-\Lambda^{-2} q\right\|_{L^{2}(\mathbb{R})} \\
& \quad \leq c\|q\|_{L^{2}(\mathbb{R})}+\left\|\Lambda^{-2} q\right\|_{L^{2}(\mathbb{R})} \\
& \quad \leq c . \tag{3.40}
\end{align*}
$$

From Lemmas 3.6 and 3.7, we obtain

$$
\begin{equation*}
\left\|\Lambda^{-2} K_{\varepsilon}\right\|_{L^{2}(\mathbb{R})} \leq\left\|K_{\varepsilon}\right\|_{L^{2}(\mathbb{R})} \leq c . \tag{3.41}
\end{equation*}
$$

Similar to the proof of (3.39)-(3.41), we have

$$
\begin{equation*}
\left\|I_{1}\right\|_{L^{2}(\mathbb{R})} \leq c \tag{3.42}
\end{equation*}
$$

It follows from (3.38)-(3.42) that

$$
\begin{equation*}
\left\|\frac{d K_{\varepsilon}}{d t}\right\|_{L^{2}(\mathbb{R})}<\infty \tag{3.43}
\end{equation*}
$$

Since every term of $K_{\varepsilon}(t, x)$ possesses the same property as the function $K_{\varepsilon}(t, x)$ does, making use of Corollary 4 on page 85 in Simon [94], we can find a subsequence of $\varepsilon_{j} \rightarrow 0$, still represented by $\varepsilon_{j}$, such that

$$
\begin{aligned}
K_{\varepsilon_{j}}= & a \Lambda^{-2} q_{\varepsilon_{j}}+(b+k) u_{\varepsilon_{j}}+\frac{1}{p+1} u_{\varepsilon_{j}}^{p+1}-\Lambda^{-2}\left((b+k) u_{\varepsilon_{j}}+\frac{1}{p+1} u_{\varepsilon_{j}}^{p+1}\right) \\
& \rightarrow \quad K \quad \text { strongly in } C([0, \infty) \times \mathbb{R}) .
\end{aligned}
$$

It completes the proof.
Lemma 3.10. If $u_{0}(x) \in H^{1}(\mathbb{R})$, there exist a function $u \in L^{\infty}\left([0, \infty) ; H^{1}(\mathbb{R})\right) \cap$
$H^{1}([0, T] \times \mathbb{R})$ and a sequence $\left\{\varepsilon_{j}\right\}_{j \in N}, \varepsilon_{j} \rightarrow 0$, such that

$$
\begin{align*}
& u_{\varepsilon_{j}} \rightharpoonup u \quad \text { in } \quad H^{1}([0, T] \times \mathbb{R}), \quad \text { for each } \quad T>0,  \tag{3.44}\\
& u_{\varepsilon_{j}} \rightarrow u \quad \text { in } \quad L_{l o c}^{\infty}([0, \infty) \times \mathbb{R}) . \tag{3.45}
\end{align*}
$$

We notice that the proof of Lemma 3.10 is similar to that of Lemma 5.2 in [9]. We thus omit the proof.

We employ overbars to represent weak limits which are taken in the space $L_{\text {loc }}^{r}([0, \infty) \times \mathbb{R})$ with $1<r<2$.

Lemma 3.11. Let $u_{0}(x) \in H^{1}(\mathbb{R})$. There exist two functions $q \in L_{\text {loc }}^{p}([0, \infty) \times$ $\mathbb{R}), 1<p<4, \overline{q^{2}} \in L_{\text {loc }}^{r}([0, \infty) \times \mathbb{R}), 1<r<2$ and a sequence $\left\{\varepsilon_{j}\right\}_{j \in N}, \varepsilon_{j} \rightarrow 0$, such that

$$
\left.\begin{array}{c}
\left\{\begin{array}{lll}
q_{\varepsilon_{j}} \rightharpoonup q & \text { in } \quad L_{l o c}^{p}([0, \infty) \times \mathbb{R}), \\
q_{\varepsilon_{j}} \stackrel{\star}{\star} q & \text { in } \quad L_{l o c}^{\infty}\left([0, \infty) ; L^{2}(\mathbb{R})\right),
\end{array}\right. \\
q_{\varepsilon_{j}}^{2} \rightharpoonup \overline{q^{2}} \quad \text { in } \quad L_{l o c}^{r}([0, \infty) \times \mathbb{R}),
\end{array} q^{2}(t, x) \leq \overline{q^{2}}(t, x) \quad \text { for almost every } \quad(t, x) \in[0, \infty) \times \mathbb{R}\right\}
$$

and

Proof. Using Lemmas 3.5 and 3.7, we obtain (3.46) and (3.47). Using weak con-
vergence in (3.47) results in inequality (3.48). From the definition of $q_{\varepsilon}$, Lemma 3.10 and (3.46), we get that (3.49) holds.

Choosing an arbitrary convex function $\phi \in C^{1}(\mathbb{R})$ satisfying that $\phi^{\prime}$ is bounded and Lipschitz continuous on $\mathbb{R}$, and making use of (3.46), we acquire that

$$
\begin{align*}
& \phi\left(q_{\varepsilon}\right) \rightharpoonup \overline{\phi(q)} \quad \text { in } \quad L_{l o c}^{p}([0, \infty) \times \mathbb{R}), \quad 1<p<4,  \tag{3.50}\\
& \phi\left(q_{\varepsilon}\right) \stackrel{\star}{\rightharpoonup} \overline{\phi(q)} \quad \text { in } \quad L_{l o c}^{\infty}\left([0, \infty) ; L^{2}(\mathbb{R})\right) . \tag{3.51}
\end{align*}
$$

Multiplying Eq.(3.34) by $\phi^{\prime}\left(q_{\varepsilon}\right)$ yields

$$
\begin{align*}
\frac{\partial}{\partial t} \phi\left(q_{\varepsilon}\right) & -k \frac{\partial \phi\left(q_{\varepsilon}\right)}{\partial x}-\varepsilon \frac{\partial^{2} \phi\left(q_{\varepsilon}\right)}{\partial x^{2}}+\varepsilon \phi^{\prime \prime}\left(q_{\varepsilon}\right)\left(\frac{\partial q_{\varepsilon}}{\partial x}\right)^{2} \\
& =-a q_{\varepsilon} \phi^{\prime}\left(q_{\varepsilon}\right)+K_{\varepsilon}(t, x) \phi^{\prime}\left(q_{\varepsilon}\right) . \tag{3.52}
\end{align*}
$$

Lemma 3.12. Let $a \geq 0, u_{0}(x) \in H^{1}(\mathbb{R})$ and $\left|\frac{\partial u_{0}(x)}{\partial x}\right|<\infty$. For an arbitrary convex function $\phi \in C^{1}(\mathbb{R})$ with $\phi^{\prime}$ being bounded and Lipschitz continuous on $\mathbb{R}$, it holds that

$$
\begin{equation*}
\overline{\frac{\partial \phi(q)}{\partial t}}-k \frac{\partial}{\partial x} \overline{\phi(q)} \leq-a \overline{q \phi^{\prime}(q)}+K(t, x) \overline{\phi^{\prime}(q)}, \tag{3.53}
\end{equation*}
$$

where (3.53) holds in the sense of distributions on $[0, \infty) \times \mathbb{R}$ and $\overline{q \phi^{\prime}(q)}$ represents the weak limits of $q_{\varepsilon} \phi^{\prime}\left(q_{\varepsilon}\right)$ in $L_{l o c}^{r}([0, \infty) \times \mathbb{R}), 1<r<2$.

Proof. In (3.52), applying Lemmas 3.9, 3.10, 3.11 and the convexity of function $\phi$, letting $\varepsilon \rightarrow 0$, we completes the proof.

From (3.46) and (3.47), we have

$$
\left\{\begin{array}{l}
q=q_{-}+q_{+}=\overline{q_{-}}+\overline{q_{+}},  \tag{3.54}\\
q^{2}=\left(q_{-}\right)^{2}+\left(q_{+}\right)^{2}, \\
\overline{q^{2}}=\overline{\left(q_{-}\right)^{2}}+\overline{\left(q_{+}\right)^{2}},
\end{array}\right.
$$

where (3.54) holds almost everywhere in $[0, \infty) \times \mathbb{R}$ and the notations $\eta_{+}:=$ $\eta_{\chi[0,+\infty)}(\eta), \eta_{-}:=\eta_{\chi(-\infty, 0]}(\eta)$ for $\eta \in(-\infty, \infty)$ (Here $\chi_{E}$ denotes the characteristic function of the set $E$, namely, $\chi_{E}(x)=1$ if $x \in E ; \chi_{E}(x)=0$ if $\left.x \bar{\in} E\right)$.

Using (3.46) and Lemma 3.8, we obtain

$$
\begin{equation*}
q_{\varepsilon}(t, x), \quad q(t, x) \leq c\left(1+e^{-a t}\right), \quad t>0, \quad x \in \mathbb{R} . \tag{3.55}
\end{equation*}
$$

Lemma 3.13. In the sense of distributions on the domain $[0, \infty) \times \mathbb{R}$, if $u_{0}(x) \in$ $H^{1}(\mathbb{R})$, then

$$
\begin{equation*}
\frac{\partial q}{\partial t}-k \frac{\partial q}{\partial x}=-a q+K(t, x) . \tag{3.56}
\end{equation*}
$$

Proof. Using Lemmas 3.9-3.11 and (3.19), by letting $\varepsilon \rightarrow 0$ in (3.19), we get that (3.56) holds.

For a generalized formulation of (3.56), we have the following conclusion.
Lemma 3.14. For each $\phi \in C^{1}(\mathbb{R})$ with $\phi \in L^{\infty}(\mathbb{R})$, in the sense of distributions on the domain $[0, \infty) \times \mathbb{R}$, if $u_{0}(x) \in H^{1}(\mathbb{R})$, it holds that

$$
\begin{equation*}
\frac{\partial \phi(q)}{\partial t}-k \frac{\partial \phi(q)}{\partial x}=-a q \phi^{\prime}(q)+K(t, x) \phi^{\prime}(q) . \tag{3.57}
\end{equation*}
$$

Proof. We choose $\left\{\psi_{\delta}\right\}$ such that it is a family of mollifiers on $\mathbb{R}$. Denote the convolution about variable $x$ as $q_{\delta}(t, x):=\left(q(t, \cdot) \star \psi_{\delta}\right)(x)$. Multiplying (3.56) by $\phi^{\prime}\left(q_{\delta}\right)$, we obtain

$$
\begin{equation*}
\frac{\partial \phi\left(q_{\delta}\right)}{\partial t}=\phi^{\prime}\left(q_{\delta}\right) \frac{\partial q_{\delta}}{\partial t}=\phi^{\prime}\left(q_{\delta}\right)\left[-a q_{\delta}+K(t, x) \star \psi_{\delta}+k \frac{\partial q}{\partial x} \star \psi_{\delta}\right] . \tag{3.58}
\end{equation*}
$$

Making use of the boundedness for $\phi, \phi^{\prime}$ and taking $\delta \rightarrow 0$ in (3.58), we conclude that (3.57) holds.

### 3.4 Strong convergence and proof of existence of global weak solutions

In this section, we will show that the weak convergence $q_{\varepsilon}$ in (3.47) converges strongly and then prove our main results. Several lemmas will be established to handle $\left(\overline{q^{2}}-q^{2}\right)=0$ almost everywhere in $[0, \infty) \times(-\infty, \infty)$.

Lemma 3.15. [101] Assume $u_{0} \in H^{1}(\mathbb{R})$. Then

$$
\begin{equation*}
\lim _{t \rightarrow 0} \int_{-\infty}^{\infty} q^{2}(t, x) d x=\lim _{t \rightarrow 0} \int_{-\infty}^{\infty} \overline{q^{2}}(t, x) d x=\int_{-\infty}^{\infty}\left(\frac{\partial u_{0}}{\partial x}\right)^{2} d x \tag{3.59}
\end{equation*}
$$

Lemma 3.16. [101] If $u_{0} \in H^{1}(\mathbb{R})$, for any constant $B>0$, then

$$
\begin{equation*}
\lim _{t \rightarrow 0} \int_{-\infty}^{\infty}\left(\overline{\phi_{B}^{ \pm}(q(t, x))}-\phi_{B}^{ \pm}(q(t, x))\right) d x=0 \tag{3.60}
\end{equation*}
$$

in which

$$
\phi_{B}(\eta):= \begin{cases}\frac{1}{2} \eta^{2}, & \text { if } \quad|\eta| \leq B  \tag{3.61}\\ B \eta-\frac{1}{2} B^{2}, & \text { if } \quad|\eta|>B\end{cases}
$$

$\operatorname{and} \phi_{B}^{-}(\eta):=\phi_{B}(\eta) \chi_{(-\infty, 0]}(\eta), \phi_{B}^{+}(\eta):=\phi_{B}(\eta) \chi_{[0,+\infty)}(\eta), \eta \in \mathbb{R}$.
Lemma 3.17. [101] For any constant $B>0$ and each $\eta \in \mathbb{R}$, we have

$$
\left\{\begin{array}{l}
\phi_{B}(\eta)=\frac{1}{2} \eta^{2}-\frac{1}{2}(B-|\eta|)^{2} \chi_{(-\infty,-B) \cap(B, \infty)}(\eta),  \tag{3.62}\\
\phi_{B}^{\prime}(\eta) \eta=\eta+(B-|\eta|) \operatorname{sign}(\eta) \chi_{(-\infty,-B) \cap(B, \infty)}(\eta), \\
\phi_{B}^{+}(\eta)=\frac{1}{2}\left(\eta_{+}\right)^{2}-\frac{1}{2}(B-\eta)^{2} \chi_{(B, \infty)}(\eta), \\
\left(\phi_{B}^{+}\right)^{\prime}(\eta)=\eta_{+}+(B-\eta) \chi_{(B, \infty)}(\eta), \\
\phi_{B}^{-}(\eta)=\frac{1}{2}\left(\eta_{-}\right)^{2}-\frac{1}{2}(B+\eta)^{2} \chi_{(-\infty,-B)}(\eta), \\
\left(\phi_{B}^{-}\right)^{\prime}(\eta)=\eta_{-}-(B+\eta) \chi_{(-\infty,-B)}(\eta) .
\end{array}\right.
$$

Lemmas 3.15-3.17 can also be found in [9].
Lemma 3.18. For almost all $t>0$, if $a \geq 0, u_{0}(x) \in H^{1}(\mathbb{R})$ and $\left|\frac{\partial u_{0}(x)}{\partial x}\right|<\infty$, then

$$
\begin{equation*}
\frac{1}{2} \int_{-\infty}^{\infty}\left(\overline{\left(q_{+}\right)^{2}}-q_{+}^{2}\right)(t, x) d x \leq \int_{0}^{t} \int_{-\infty}^{\infty} K(s, x)\left[\overline{q_{+}}(s, x)-q_{+}(s, x)\right] d s d x \tag{3.63}
\end{equation*}
$$

Proof. For any $T>0(0<t<T)$, from Lemmas 3.8 and 3.16, we choose the constant $B$ sufficiently large. Subtracting (3.53) from (3.57), and using the
definition $\phi_{B}^{+}$, we get

$$
\begin{align*}
& \frac{\partial}{\partial t}\left(\overline{\phi_{B}^{+}(q)}-\phi_{B}^{+}(q)\right)-k \frac{\partial}{\partial x}\left[\overline{\phi_{B}^{+}(q)}-\phi_{B}^{+}(q)\right] \\
& \quad \leq-a\left[\overline{q\left(\phi_{B}^{+}\right)^{\prime}(q)}-q\left(\phi_{B}^{+}\right)^{\prime}(q)\right]+K(t, x)\left(\overline{\left(\phi_{B}^{+}\right)^{\prime}(q)}-\left(\phi_{B}^{+}\right)^{\prime}(q)\right) . \tag{3.64}
\end{align*}
$$

Note that

$$
-a\left(\overline{\left(\overline{\left.\phi_{B}^{+}\right)^{\prime}(q)}\right.}-q\left(\phi_{B}^{+}\right)^{\prime}(q)\right) \leq 0
$$

Let $B$ be sufficiently large and $\Omega_{B}=\left(\frac{1}{B-2 c}, \infty\right) \times \mathbb{R}$. In $\Omega_{B}$, we have

$$
\left\{\begin{array}{l}
\phi_{B}^{+}=\frac{1}{2}\left(q_{+}\right)^{2}, \quad\left(\phi_{B}^{+}\right)^{\prime}(q)=q_{+},  \tag{3.65}\\
\overline{\phi_{B}^{+}(q)}=\frac{1}{2} \overline{\left(q_{+}\right)^{2}}, \quad \overline{\left(\phi_{B}^{+}\right)^{\prime}(q)}=\overline{q_{+}} .
\end{array}\right.
$$

Integrating inequality (3.64) over $\left(\frac{1}{B-2 c}, t\right) \times \mathbb{R}$, for almost all $t>\frac{1}{B-2 c}$, yields

$$
\begin{align*}
& \frac{1}{2} \int_{-\infty}^{\infty}\left(\overline{\left(q_{+}\right)^{2}}-q_{+}^{2}(t, x)\right) d x \\
& \leq \lim _{B \rightarrow \infty} \int_{-\infty}^{\infty}\left[\overline{\phi_{B}^{+}(q)}\left(\frac{1}{B-2 c}, x\right)-\phi_{B}^{+}(q)\left(\frac{1}{B-2 c}, x\right)\right] d x \\
& \quad+\int_{\overline{\alpha(B-2 c)}}^{t} \int_{-\infty}^{\infty} K(s, x)\left[\overline{q_{+}}(s, x)-q_{+}(s, x)\right] d s d x \tag{3.66}
\end{align*}
$$

Using Lemma 3.16 and letting $B \rightarrow \infty$, we complete the proof.
Lemma 3.19. If $a \geq 0, t>0, u_{0}(x) \in H^{1}(\mathbb{R})$ and $\left|\frac{\partial u_{0}(x)}{\partial x}\right|<\infty$, then

$$
\begin{equation*}
\int_{-\infty}^{\infty}\left(\overline{\phi_{B}^{-}(q)}-\phi_{B}^{-}(q)\right)(t, x) d x \leq \int_{0}^{t} \int_{-\infty}^{\infty} K(t, x)\left(\overline{\left(\phi_{B}^{-}\right)^{\prime}(q)}-\left(\phi_{B}^{-}\right)^{\prime}(q)\right) d s d x \tag{3.67}
\end{equation*}
$$

where $B$ is sufficiently large.

Proof. Subtracting (3.53) from (3.57) and making use of the entropy $\phi_{B}^{-}$, we derive that

$$
\begin{align*}
& \frac{\partial}{\partial t}\left(\overline{\phi_{B}^{-}(q)}-\phi_{B}^{-}(q)\right)-k \frac{\partial}{\partial x}\left[\overline{\phi_{B}^{-}(q)}-\phi_{B}^{-}(q)\right] \\
& \quad \leq-a\left[\overline{q\left(\phi_{B}^{-}\right)^{\prime}(q)}-q\left(\phi_{B}^{-}\right)^{\prime}(q)\right]+K(t, x)\left(\overline{\left(\phi_{B}^{-}\right)^{\prime}(q)}-\left(\phi_{B}^{-}\right)^{\prime}(q)\right) . \tag{3.68}
\end{align*}
$$

Similar to the proof of Lemma 3.18, integrating inequality (3.68) directly completes the proof.

Lemma 3.20. Let the assumptions in Theorem 3.2 hold. Then

$$
\begin{equation*}
\overline{q^{2}}=q^{2} \quad \text { almost everywhere in } \quad[0, \infty) \times(-\infty, \infty) . \tag{3.69}
\end{equation*}
$$

Proof. Employing Lemmas 3.18 and 3.19 leads to

$$
\begin{align*}
& \int_{-\infty}^{\infty}\left(\frac{1}{2}\left[\overline{\left(q_{+}\right)^{2}}-\left(q_{+}\right)^{2}\right]+\left[\overline{\phi_{B}^{-}}-\phi_{B}^{-}\right]\right)(t, x) d x \\
& \leq \int_{0}^{t} \int_{-\infty}^{\infty} K(s, x)\left(\left[\overline{q_{+}}-q_{+}\right]+\left[\overline{\left(\phi_{B}^{-}\right)^{\prime}(q)}-\left(\phi_{B}^{-}\right)^{\prime}(q)\right]\right) d s d x . \tag{3.70}
\end{align*}
$$

Using Lemma 3.17, we have

$$
\begin{align*}
\overline{\phi_{B}^{-}(q)}-\phi_{B}^{-}(q)= & \frac{1}{2}\left(\overline{\left(q_{-}\right)^{2}}-\left(q_{-}\right)^{2}\right)+\frac{1}{2}(B+q)^{2} \chi_{(-\infty,-B)}(q) \\
& -\frac{1}{2} \overline{(B+q)^{2} \chi_{(-\infty,-B)}(q)} . \tag{3.71}
\end{align*}
$$

Applying Lemma 3.9, we can choose a constant $C>0$ depending only on $\left\|u_{0}\right\|_{H^{1}(\mathbb{R})}$ to satisfy

$$
\begin{equation*}
\|K(t, x)\|_{L^{\infty}([0, \infty) \times \mathbb{R})} \leq C . \tag{3.72}
\end{equation*}
$$

Making use of Lemma 3.17 and (3.54) yields

$$
\left\{\begin{array}{l}
\overline{q_{+}}+\overline{\left(\phi_{B}^{-}\right)^{\prime}(q)}=q-\overline{(B+q) \chi_{(-\infty,-B)}(q)},  \tag{3.73}\\
q_{+}+\left(\phi_{B}^{-}\right)^{\prime}(q)=q-(B+q) \chi_{(-\infty,-B)} .
\end{array}\right.
$$

Employing the convexity of the map $\eta \rightarrow \eta_{+}+\left(\phi_{B}^{-}\right)^{\prime}(\eta)$, we obtain that

$$
\begin{align*}
0 \leq & {\left[\overline{q_{+}}-q_{+}\right]+\left[\overline{\left(\phi_{B}^{-}\right)^{\prime}(q)}-\left(\phi_{B}^{-}\right)^{\prime}(q)\right] } \\
& =(B+q) \chi_{(-\infty,-B)}-\overline{(B+q) \chi_{(-\infty,-B)}(q)} . \tag{3.74}
\end{align*}
$$

Then, from (3.70), (3.71) and (3.74), we have

$$
\begin{align*}
0 \leq & \int_{-\infty}^{\infty}\left[\frac{1}{2}\left(\overline{\left(q_{+}\right)^{2}}-\left(q_{+}\right)^{2}\right)+\left(\overline{\phi_{B}^{-}}-\phi_{B}^{-}\right)\right](t, x) d x \\
& \rightarrow 0 \text { as } B \rightarrow \infty \tag{3.75}
\end{align*}
$$

Letting $B \rightarrow \infty$, for any $t>0$, we obtain

$$
\begin{equation*}
0 \leq \int_{-\infty}^{\infty}\left(\overline{q^{2}}-q^{2}\right)(t, x) d x=0 \tag{3.76}
\end{equation*}
$$

We conclude from (3.76) that (3.69) holds. The proof is completed.
Proof of Theorem 3.2. Applying Lemma 3.9, (3.12) and (3.15), we conclude that (i) and (ii) in Definition 3.1 hold.

To complete the proof of (iii) in Definition 3.1, we utilize Lemma 3.20 to obtain

$$
\begin{equation*}
q_{\varepsilon} \rightarrow q \quad \text { in } \quad L_{l o c}^{2}([0, \infty) \times \mathbb{R}) . \tag{3.77}
\end{equation*}
$$

From (3.37), (3.77) and Lemma 3.10, we conclude that $u(t, x)$ is a global weak so-
lution to problem (3.3). From Lemmas 3.7 and 3.8, we derive that the inequalities (3.7) and (3.8) are valid. The proof is finished.

## 3.5 $\quad L^{1}$ local stability

Firstly, we state some notations which will be used in this section.
Set $W_{T}=[0, T] \times \mathbb{R}$ for every $T>0$. We use notation $C_{0}^{\infty}\left(W_{T}\right)$ to represent all $C^{\infty}$ functions which have compact support in the domain $W_{T}$. Assume that the function $\phi_{0}(\varsigma)$ belongs to $C_{0}^{\infty}(\mathbb{R})$ such that

$$
\left\{\begin{array}{l}
\phi_{0}(\varsigma) \geq 0, \\
\phi_{0}(\varsigma)=0, \quad \text { if } \quad|\varsigma| \geq 1 \\
\int_{-\infty}^{\infty} \phi_{0}(\varsigma) d \varsigma=1
\end{array}\right.
$$

For any real number $h>0$, setting $\phi_{h}(\varsigma)=\frac{\phi_{0}\left(h^{-1} \varsigma\right)}{h}$, we know $\phi_{h}(\varsigma) \in C_{0}^{\infty}(\mathbb{R})$ and

$$
\left\{\begin{array}{l}
\phi_{h}(\varsigma) \geq 0,  \tag{3.78}\\
\phi_{h}(\varsigma)=0 \quad \text { if } \quad|\varsigma| \geq h, \\
\left|\phi_{h}(\varsigma)\right| \leq \frac{c}{h}, \\
\int_{-\infty}^{\infty} \phi_{h}(\varsigma) d \varsigma=1,
\end{array}\right.
$$

where $c>0$ represents a constant.

For locally integrable function $\lambda(x), x \in(-\infty, \infty)$, its approximation function is defined by

$$
\lambda^{h}(x)=\frac{1}{h} \int_{-\infty}^{\infty} \phi\left(\frac{x-y}{h}\right) \lambda(y) d y, \quad h>0 .
$$

If $x_{0}$ is a Lebesgue point of $\lambda(x)$, we have

$$
\lim _{h \rightarrow 0} \frac{1}{h} \int_{x_{0}-h}^{x_{0}+h}\left|\lambda(x)-\lambda\left(x_{0}\right)\right| d x=0
$$

and

$$
\lim _{h \rightarrow 0} \lambda^{h}\left(x_{0}\right)=\lambda\left(x_{0}\right)
$$

Therefore, we have that if $h \rightarrow 0$, then $\lambda^{h}(x) \rightarrow \lambda(x)$ almost everywhere.
If $\|u\|_{L^{\infty}(\mathbb{R})}<\infty$, we choose $N_{0}>\sup _{t \in[0, \infty)}\|u\|_{L^{\infty}(\mathbb{R})}$ and $M>N_{0}$. We define the cone $\beth$ as

$$
\mathbf{I}=\left\{(t, x) \quad|\quad| x \mid \leq M-N_{0} t, \quad 0<t<T_{0}=\min \left(T, M N_{0}^{-1}\right)\right\} .
$$

Suppose that $S_{\tau}$ denotes the cross section of $\beth$ when $t=\tau, \tau \in\left[0, T_{0}\right]$. For a real number $r>0$, we set $G_{r}=\{x:||x| \leq r\}$.
Lemma 3.21.( [53]). If $\epsilon \in(0, \min [r, T]), h \in(0, \epsilon)$ and $g(t, x)$ is measurable and bounded in the domain $[0, T] \times G_{r}$, for the function

$$
\begin{equation*}
V_{h}=\frac{1}{h^{2}} \iiint \int_{D}|g(t, x)-g(\tau, y)| d x d t d y d \tau \tag{3.79}
\end{equation*}
$$

where
$D=\left\{(t, x, \tau, y):\left|\frac{t-\tau}{2}\right| \leq h, \epsilon \leq \frac{t+\tau}{2} \leq T-\epsilon,\left|\frac{x-y}{2}\right| \leq h,\left|\frac{x+y}{2}\right| \leq r-\epsilon\right\}$,
then $\lim _{h \rightarrow 0} V_{h}=0$.
Lemma 3.22.( [53]). Assume that $\left|\frac{\partial E(u)}{\partial u}\right|$ is bounded for $-\infty<u<\infty$. Then

$$
\begin{equation*}
\left|\operatorname{sign}\left(u_{1}-u_{2}\right)\left(E\left(u_{1}\right)-E\left(u_{2}\right)\right)\right| \leq L\left|u_{1}-u_{2}\right|, \tag{3.80}
\end{equation*}
$$

where $L>0$ is the Lipschitz constant.
Applying operator $\Lambda^{-2}=\left(1-\frac{\partial^{2}}{\partial x^{2}}\right)^{-1}$ on Eq.(3.1), we have

$$
\begin{equation*}
u_{t}-k u_{x}+a u-a \Lambda^{-2} u+\Lambda^{-2}\left((b+k) u+\frac{1}{p+1} u^{p+1}\right)_{x}=0 . \tag{3.81}
\end{equation*}
$$

From (3.5) and (3.6), we derive that $\|u\|_{L^{\infty}}<\infty$ if $u_{0} \in H^{1}(\mathbb{R})$. For conciseness, we write

$$
F_{u}(t, x)=a u-a \Lambda^{-2} u+\Lambda^{-2}\left((b+k) u+\frac{1}{p+1} u^{p+1}\right)_{x}
$$

Lemma 3.23. If $u_{0}(x) \in H^{1}(\mathbb{R})$, then

$$
\begin{equation*}
\left\|F_{u}\right\|_{L^{\infty}(\mathbb{R})}<C, \tag{3.82}
\end{equation*}
$$

where the constant $C>0$ depends on the coefficients of Eq.(3.1) and the norm $\left\|u_{0}\right\|_{H^{1}(\mathbb{R})}$.

Proof: By calculation, we have

$$
\int_{-\infty}^{\infty} e^{-|x-y|} d y=2
$$

Using $u_{0}(x) \in H^{1}(\mathbb{R})$, (3.5) and (3.6), we obtain that $\|u\|_{L^{\infty}}<\infty$ and $\|$ $\Lambda^{-2} u \|_{L^{\infty}}<\infty$.

If the function $G(t, x) \in L^{\infty}(\mathbb{R})$ or $G(t, x) \in L^{p_{0}}(\mathbb{R})\left(1 \leq p_{0}<\infty\right)$, we have
which derives that

$$
\left|\Lambda^{-2}\left((k+b) u+\frac{1}{p+1} u^{p+1}\right)_{x}\right| \leq C .
$$

The proof is completed.
Lemma 3.24. Suppose that $u(t, x)$ is a strong solution of Eq.(3.1). For an arbitrary constant $\gamma$, if $\mu(t, x) \in C_{0}^{\infty}\left(W_{T}\right)$, then

$$
\begin{equation*}
\iint_{W_{T}}\left\{|u-\gamma| \mu_{t}-k|u-\gamma| \mu_{x}-\operatorname{sign}(u-\gamma) F_{u}(t, x) \mu\right\} d x d t=0 \tag{3.84}
\end{equation*}
$$

Proof: Assume that $L(u)$ is a smooth function if $u \in(-\infty, \infty)$. We employ $L^{\prime}(u) \mu(t, x)$ to multiply Eq.(3.81) and integrate by parts, for any constant $\gamma$, we then obtain

$$
\int_{-\infty}^{\infty}\left[\int_{\gamma}^{u} L^{\prime}(z) d z\right] \mu_{x} d x=-\int_{-\infty}^{\infty} \mu L^{\prime}(u) u_{x} d x
$$

and

$$
\begin{equation*}
\iint_{W_{T}}\left[L(u) \mu_{t}-\left[\int_{\gamma}^{u} k L^{\prime}(z) d z\right] \mu_{x}-L^{\prime}(u) F_{u}(t, x) \mu\right] d x d t=0 . \tag{3.85}
\end{equation*}
$$

Let $L^{h}(u)$ be an approximation of $|u-\gamma|$. Replacing $L(u)$ by $L^{h}(u)$ in (3.85) and letting $h \rightarrow 0$ produce the desired result. The proof is completed.

We should address here that the approach to prove Lemma 3.24 can be found in [53].

Lemma 3.25. Suppose that Eq.(3.1) has two strong solutions $u_{1}(t, x)$ and $u_{2}(t, x)$ associated with $u_{i, 0}=u_{i}(0, x) \in L^{1}(\mathbb{R}) \cap H^{1}(\mathbb{R}), i=1$, 2. If $\mu \in C_{0}^{\infty}\left(W_{T}\right)$, then

$$
\begin{align*}
& \left|\int_{-\infty}^{\infty} \operatorname{sign}\left(u_{1}-u_{2}\right)\left[F_{u_{1}}(t, x)-F_{u_{2}}(t, x)\right] \mu d x\right| \\
& \quad \leq C \int_{-\infty}^{\infty}\left|u_{1}-u_{2}\right| d x \tag{3.86}
\end{align*}
$$

where $C>0$ depends on $\left\|u_{1,0}\right\|_{H^{1}(\mathbb{R})},\left\|u_{2,0}\right\|_{H^{1}(\mathbb{R})}$ and $\mu(t, x)$.
Proof: Applying the property of $\Lambda^{-2}$ and using inequality (3.83) produce

$$
\begin{align*}
& \left|\Lambda^{-2}\left[u_{1}(t, x)-u_{2}(t, x)\right]_{x}\right| \\
& \leq \frac{1}{2} \int_{-\infty}^{\infty} e^{-|x-y|}\left|u_{1}(t, y)-u_{2}(t, y)\right| d y \\
& \leq\left\|u_{1}-u_{2}\right\|_{L^{1}(\mathbb{R})} . \tag{3.87}
\end{align*}
$$

Using $\left\|u_{1}\right\|_{L^{\infty}} \leq\left\|u_{1,0}\right\|_{H^{1}(\mathbb{R})},\left\|u_{2}\right\|_{L^{\infty}} \leq\left\|u_{2,0}\right\|_{H^{1}(\mathbb{R})}$ (see (3.6)) and inequality (3.83) gives rise to

$$
\begin{align*}
& \left|\Lambda^{-2}\left[u_{1}^{p+1}(t, x)-u_{2}^{p+1}(t, x)\right]_{x}\right| \\
& \leq \frac{1}{2} \int_{-\infty}^{\infty} e^{-|x-y|}\left|u_{1}^{p+1}(t, y)-u_{2}^{p+1}(t, y)\right| d y \\
& \leq c\left\|u_{1}-u_{2}\right\|_{L^{1}(\mathbb{R})}, \tag{3.88}
\end{align*}
$$

where $c$ relies on $\left\|u_{i, 0}\right\|_{H^{1}(\mathbb{R})}, i=1,2$. The proof is completed by using (3.87) and (3.88).

## Proof of the $L^{1}$ local stability

Using the methods in [53], we will prove Theorem 3.3.

For $T>0$, we write $W_{T}=[0, T] \times \mathbb{R}$. We choose $\mu(t, x) \in C_{0}^{\infty}\left(W_{T}\right)$ and $\mu(t, x)=0$ outside the region

$$
\begin{equation*}
\Omega_{0}=\{(t, x)\}=[\epsilon, T-2 \epsilon] \times G_{r-2 \epsilon}, \quad 0<2 \epsilon \leq \min (T, r) . \tag{3.89}
\end{equation*}
$$

Let

$$
\begin{equation*}
J=\mu\left(\frac{t+\tau}{2}, \frac{x+y}{2}\right) \phi_{h}\left(\frac{t-\tau}{2}\right) \phi_{h}\left(\frac{x-y}{2}\right)=\mu(\cdots) \rho_{h}(*), \tag{3.90}
\end{equation*}
$$

where $(*)=\left(\frac{t-\tau}{2}, \frac{x-y}{2}\right), \quad(\cdots)=\left(\frac{t+\tau}{2}, \frac{x+y}{2}\right)$ and $\phi_{h}$ is defined in (3.78).
By calculation, we get

$$
\left\{\begin{array}{l}
J_{t}+J_{\tau}=\mu_{t}(\cdots) \rho_{h}(*)  \tag{3.91}\\
J_{x}+J_{y}=\mu_{x}(\cdots) \rho_{h}(*)
\end{array}\right.
$$

Choosing $u_{1}=u_{1}(t, x)$ and $\gamma=u_{2}(\tau, y)$ for a fixed point $(\tau, y)$, and using the definition of $\mu(t, x)$ and Lemma 3.24, we obtain

$$
\begin{align*}
& \iiint_{W_{T} \times W_{T}}\left\{\left|u_{1}(t, x)-u_{2}(\tau, y)\right| J_{t}-k\left|u_{1}(t, x)-u_{2}(\tau, y)\right| J_{x}\right. \\
& \left.\quad-\operatorname{sign}\left(u_{1}(t, x)-u_{2}(\tau, y)\right) F_{u_{1}}(t, x) J\right\} d x d t d y d \tau=0 . \tag{3.92}
\end{align*}
$$

In exactly the same way, we have

$$
\begin{align*}
& \iiint_{W_{T} \times W_{T}}\left\{\left|u_{2}(\tau, y)-u_{1}(t, x)\right| J_{\tau}-k\left|u_{2}(\tau, y)-u_{1}(t, x)\right| J_{y}\right. \\
& \left.\quad-\operatorname{sign}\left(u_{2}(\tau, y)-u_{1}(t, x)\right) F_{u_{2}}(\tau, y) J\right\} d x d t d y d \tau=0 . \tag{3.93}
\end{align*}
$$

Adding (3.92) and (3.93) together yields

$$
\begin{align*}
& 0 \leq \iiint_{W_{T} \times W_{T}}\left\{\left|u_{1}(t, x)-u_{2}(\tau, y)\right|\left(J_{t}+J_{\tau}\right)\right. \\
& +\left|\iiint_{W_{T} \times W_{T}} \operatorname{sign}\left(u_{1}(t, x)-u_{2}(\tau, y)\right)\left(F_{u_{1}}(t, x)-F_{u_{2}}(\tau, y)\right) J d x d t d y d \tau\right| \\
& =\iiint_{W_{T} \times W_{T}} K_{1} d x d t d y d \tau+\left|\iiint \int_{W_{T} \times W_{T}} K_{2} d x d t d y d \tau\right| \\
& = \\
& =X_{1}+X_{2} . \tag{3.94}
\end{align*}
$$

We shall prove that the inequality

$$
\begin{align*}
0 \leq & \iint_{W_{T}}\left\{\left|u_{1}(t, x)-u_{2}(t, x)\right| \mu_{t}-k\left|u_{1}(t, x)-u_{2}(t, x)\right| \mu_{x}\right\} d x d t \\
& +\left|\iint_{W_{T}} \operatorname{sign}\left(u_{1}(t, x)-u_{2}(t, x)\right)\left[F_{u_{1}}(t, x)-F_{u_{2}}(t, x)\right] \mu d x d t\right| \tag{3.95}
\end{align*}
$$

holds.
In fact, the integrand of $X_{1}$ in (3.94)(namely $K_{1}$ ) can be expressed by the form

$$
\begin{equation*}
I_{h}=I\left(t, x, \tau, y, u_{1}(t, x), u_{2}(\tau, y)\right) \rho_{h}(*) \tag{3.96}
\end{equation*}
$$

Noticing the choice of $J$, we obtain $I_{h}=0$ outside the region

$$
\begin{align*}
& \{(t, x ; \tau, y)\} \\
& =\left\{\epsilon \leq \frac{t+\tau}{2} \leq T-2 \epsilon, \frac{|t-\tau|}{2} \leq h, \frac{|x+y|}{2} \leq r-2 \epsilon, \frac{|x-y|}{2} \leq h\right\} \tag{3.97}
\end{align*}
$$

Thus, we have

$$
\begin{align*}
& \iiint_{W_{T} \times W_{T}} \int_{h} d x d t d y d \tau=\iiint_{W_{T} \times W_{T}}\left[I\left(t, x, \tau, y, u_{1}(t, x), u_{2}(\tau, y)\right)\right. \\
& \left.\quad-I\left(t, x, t, x, u_{1}(t, x), u_{2}(t, x)\right)\right] \rho_{h}(*) d x d t d y d \tau \\
& \quad+\iiint_{W_{T} \times W_{T}} I\left(t, x, t, x, u_{1}(t, x), u_{2}(t, x)\right) \rho_{h}(*) d x d t d y d \tau \\
& \quad=I_{11}(h)+I_{12} . \tag{3.98}
\end{align*}
$$

Using $|\rho(*)| \leq \frac{c}{h^{2}}$, we have

$$
\begin{equation*}
\left|I_{11}(h)\right| \leq c\left[h+\frac{1}{h^{2}} \iiint \int_{D}\left|u_{1}(t, x)-u_{2}(\tau, y)\right| d x d t d y d \tau\right] \tag{3.99}
\end{equation*}
$$

where $D$ is defined in Lemma 3.21, $c>0$ does not depend on the parameter $h$. From Lemma 3.21, we know that $I_{11}(h) \rightarrow 0$ if $h \rightarrow 0$.

Letting $t=\alpha_{1}, \frac{t-\tau}{2}=\alpha_{2}, x=\beta_{1}, \frac{x-y}{2}=\beta_{2}$, we obtain

$$
\begin{equation*}
\int_{-h}^{h} \int_{-\infty}^{\infty} \rho_{h}\left(\alpha_{2}, \beta_{2}\right) d \alpha_{2} d \beta_{2}=1 \tag{3.100}
\end{equation*}
$$

and

$$
\begin{align*}
I_{12}= & 4 \iint_{W_{T}} \\
& \times\left\{I_{h}\left(\alpha_{1}, \beta_{1}, \alpha_{1}, \beta_{1}, u_{1}\left(\alpha_{1}, \beta_{1}\right), u_{2}\left(\alpha_{1}, \beta_{1}\right)\right)\right. \\
& \left.\times\left\{\int_{-h}^{h} \int_{-\infty}^{\infty} \rho_{h}\left(\alpha_{2}, \beta_{2}\right) d \alpha_{2} d \beta_{2}\right\}\right] d \beta_{1} d \alpha_{1}  \tag{3.101}\\
= & 4 \iint_{W_{T}} I\left(t, x, t, x, u_{1}(t, x), u_{2}(t, x)\right) d x d t .
\end{align*}
$$

From (3.98) to (3.101), we have

$$
\begin{equation*}
\lim _{h \rightarrow 0} \iiint_{W_{T} \times W_{T}} I_{h} d x d t d y d \tau=4 \iint_{W_{T}} I\left(t, x, t, x, u_{1}(t, x), u_{2}(t, x)\right) d x d t . \tag{3.102}
\end{equation*}
$$

Since

$$
\begin{equation*}
K_{2}=\operatorname{sign}\left(u_{1}(t, x)-u_{2}(\tau, y)\right)\left(F_{u_{1}}(t, x)-F_{u_{2}}(\tau, y)\right) \mu(\cdots) \rho_{h}(*) \tag{3.103}
\end{equation*}
$$

and

$$
\begin{align*}
& \iiint \int_{W_{T} \times W_{T}} K_{2} d x d t d y d \tau \\
& =\iiint_{W_{T} \times W_{T}}\left(K_{2}(t, x, \tau, y)-K_{2}(t, x, t, x)\right) d x d t d y d \tau \\
& \quad+\iiint \int_{W_{T} \times W_{T}} K_{2}(t, x, t, x) d x d t d y d \tau \\
& =I_{21}(h)+I_{22}, \tag{3.104}
\end{align*}
$$

we derive that

$$
\begin{equation*}
\left|I_{21}(h)\right| \leq c\left(h+\frac{1}{h^{2}} \iiint \int_{D}\left|F_{u_{1}}(t, x)-F_{u_{2}}(\tau, y)\right| d x d t d y d \tau\right) \tag{3.105}
\end{equation*}
$$

where $D$ is defined in Lemma 3.21.
Applying Lemmas 3.21 and 3.22, we acquire $I_{21}(h) \rightarrow 0$ when $h \rightarrow 0$. Using
(3.100) gives rise to

$$
\begin{align*}
& I_{22}=2^{2} \iint_{W_{T}} {\left[K_{2}\left(\alpha_{1}, \beta_{1}, \alpha_{1}, \beta_{1}, u_{1}\left(\alpha_{1}, \beta_{1}\right), u_{2}\left(\alpha_{1}, \beta_{1}\right)\right)\right.} \\
&\left.\times\left\{\int_{-h}^{h} \int_{-\infty}^{\infty} \rho_{h}\left(\alpha_{2}, \beta_{2}\right) d \alpha_{2} d \beta_{2}\right\}\right] d \alpha_{1} d \beta_{1} \\
&=2^{2} \iint_{W_{T}} K_{2}\left(t, x, t, x, u_{1}(t, x), u_{2}(t, x)\right) d x d t \\
&=4 \iint_{W_{T}} \operatorname{sign}\left(u_{1}(t, x)-u_{2}(t, x)\right)\left(F_{u_{1}}(t, x)-F_{u_{2}}(t, x)\right) \mu(t, x) d x d t . \tag{3.106}
\end{align*}
$$

From (3.102) and (3.106), we have proved that (3.95) is valid.
Set

$$
\begin{equation*}
W(t)=\int_{-\infty}^{\infty}\left|u_{1}(t, x)-u_{2}(t, x)\right| d x \tag{3.107}
\end{equation*}
$$

We define

$$
\begin{equation*}
v_{h}(\sigma)=\int_{-\infty}^{\sigma} \phi_{h}(\xi) d \xi \quad\left(v_{h}^{\prime}(\sigma)=\phi_{h}(\sigma) \geq 0\right) \tag{3.108}
\end{equation*}
$$

If $r_{1}<r_{2}, r_{1} \in\left(0, T_{0}\right)$ and $r_{2} \in\left(0, T_{0}\right)$, we set

$$
\begin{equation*}
\mu=\left[v_{h}\left(t-r_{1}\right)-v_{h}\left(t-r_{2}\right)\right] \pi_{\varepsilon}(t, x), \quad h<\min \left(r_{1}, T_{0}-r_{2}\right), \tag{3.109}
\end{equation*}
$$

where

$$
\begin{equation*}
\pi(t, x)=\pi_{\varepsilon}(t, x)=1-v_{h}\left(|x|+N_{0} t-M+\varepsilon\right), \quad \varepsilon>0 . \tag{3.110}
\end{equation*}
$$

Letting $\varepsilon$ be sufficiently small, we derive that $\mu(t, x)=0$ outside the region
$\Omega_{0}$ and $\pi(t, x)=0$ outside the area $\beth$. In the region $(t, x) \in \beth$, we have

$$
\begin{equation*}
0=\pi_{t}+N_{0}\left|\pi_{x}\right| \geq \pi_{t}+N_{0} \pi_{x} \tag{3.111}
\end{equation*}
$$

Using the inequality (3.95), and (3.108)-(3.111), we derive that

$$
\begin{align*}
& 0 \leq \iint_{W_{T_{0}}}\left\{\left[\phi_{h}\left(t-r_{1}\right)-\phi_{h}\left(t-r_{2}\right)\right] \pi_{\varepsilon}\left|u_{1}(t, x)-u_{2}(t, x)\right|\right\} d x d t \\
& +\left|\iint_{W_{T_{0}}}\left[v_{h}\left(t-r_{1}\right)-v_{h}\left(t-r_{2}\right)\right] \Psi(t, x) \pi(t, x) d x d t\right| \tag{3.112}
\end{align*}
$$

where $\Psi(t, x)=\left[F_{u_{1}}(t, x)-F_{u_{2}}(t, x)\right] \operatorname{sign}\left[u_{1}(t, x)-u_{2}(t, x)\right]$.
Using (3.112) results in

$$
\begin{align*}
& 0 \leq \int_{0}^{T_{0}} \int_{-\infty}^{\infty}\left\{\left[\phi_{h}\left(t-r_{1}\right)-\phi_{h}\left(t-r_{2}\right)\right] \pi_{\varepsilon}\left|u_{1}(t, x)-u_{2}(t, x)\right|\right\} d x d t \\
& +\int_{0}^{T_{0}}\left(v_{h}\left(t-r_{1}\right)-v_{h}\left(t-r_{2}\right)\right)\left|\int_{-\infty}^{\infty} \Psi(t, x) \pi(t, x) d x\right| d t \tag{3.113}
\end{align*}
$$

which together with Lemma 3.25 produces

$$
\begin{align*}
& 0 \leq \int_{0}^{T_{0}} \int_{-\infty}^{\infty}\left\{\left[\phi_{h}\left(t-r_{1}\right)-\phi_{h}\left(t-r_{2}\right)\right] \pi_{\varepsilon}\left|u_{1}(t, x)-u_{2}(t, x)\right|\right\} d x d t \\
& +c \int_{0}^{T_{0}}\left(v_{h}\left(t-r_{1}\right)-v_{h}\left(t-r_{2}\right)\right) \int_{-\infty}^{\infty}\left|u_{1}-u_{2}\right| d x d t \tag{3.114}
\end{align*}
$$

where $c>0$ does not depend on $h$.

Letting $\varepsilon \rightarrow 0$ in (3.114) and $M \rightarrow \infty$, we get

$$
\begin{align*}
& 0 \leq \int_{0}^{T_{0}}\left\{\left[\phi_{h}\left(t-r_{1}\right)-\phi_{h}\left(t-r_{2}\right)\right] \int_{-\infty}^{\infty}\left|u_{1}(t, x)-u_{2}(t, x)\right| d x\right\} d t \\
& +c \int_{0}^{T_{0}}\left(v_{h}\left(t-r_{1}\right)-v_{h}\left(t-r_{2}\right)\right)\left(\int_{-\infty}^{\infty}\left|u_{1}-u_{2}\right| d x\right) d t . \tag{3.115}
\end{align*}
$$

If $h \leq \min \left(r_{1}, T_{0}-r_{1}\right)$, using the definition of $\phi_{h}$ produces

$$
\begin{gather*}
\left|\int_{0}^{T_{0}} \phi_{h}\left(t-r_{1}\right) W(t) d t-W\left(r_{1}\right)\right|=\left|\int_{0}^{T_{0}} \phi_{h}\left(t-r_{1}\right)\left[W(t)-W\left(r_{1}\right)\right] d t\right| \\
\leq \frac{c}{h} \int_{r_{1}-h}^{r_{1}+h}\left|W(t)-W\left(r_{1}\right)\right| d t \rightarrow 0 \quad \text { as } \quad h \rightarrow 0 \tag{3.116}
\end{gather*}
$$

where $c>0$ does not depend on $h$.
We define

$$
\begin{equation*}
B\left(r_{1}\right)=\int_{0}^{T_{0}} v_{h}\left(t-r_{1}\right) W(t) d t=\int_{0}^{T_{0}} \int_{-\infty}^{t-r_{1}} \phi_{h}(\sigma) d \sigma W(t) d t \tag{3.117}
\end{equation*}
$$

Following the similar proof of (3.116), we derive that

$$
\begin{equation*}
B^{\prime}\left(r_{1}\right)=-\int_{0}^{T_{0}} \phi_{h}\left(t-r_{1}\right) W(t) d t \rightarrow-W\left(r_{1}\right) \quad \text { as } \quad h \rightarrow 0 \tag{3.118}
\end{equation*}
$$

from which we derive

$$
\begin{equation*}
B\left(r_{1}\right) \rightarrow B(0)-\int_{0}^{r_{1}} W(\xi) d \xi \quad \text { as } \quad h \rightarrow 0 \tag{3.119}
\end{equation*}
$$

Similarly, we get

$$
\begin{equation*}
B\left(r_{2}\right) \rightarrow B(0)-\int_{0}^{r_{2}} W(\xi) d \xi \quad \text { as } \quad h \rightarrow 0 \tag{3.120}
\end{equation*}
$$

Using (3.119) and (3.120) derives

$$
\begin{equation*}
B\left(r_{1}\right)-B\left(r_{2}\right) \rightarrow \int_{r_{1}}^{r_{2}} W(\xi) d \xi \quad \text { as } \quad h \rightarrow 0 \tag{3.121}
\end{equation*}
$$

Letting $r_{1} \rightarrow 0, r_{2} \rightarrow t\left(0 \leq t \leq T_{0}\right)$, and using (3.116),(3.117) and (3.121), we obtain

$$
\begin{equation*}
W(t) \leq W(0)+c \int_{0}^{t} W(\tau) d \tau \tag{3.122}
\end{equation*}
$$

Employing (3.107), (3.122) and the Gronwall inequality, we acquire the desired result and finish the proof of Theorem 3.3.

## CHAPTER 4

## Local strong and weak solutions to an

## integrable equation with quadratic

## nonlinearities

An integrable non-evolutionary partial differential equation, which has quadratic nonlinearities and possesses quasi-local higher symmetries, is studied in this chapter. We prove that there exists a unique local strong solution to the equation in the space $C\left([0, T) ; H^{s}\right) \cap C^{1}\left([0, T) ; H^{s-1}(\mathbb{R})\right)$ in the case $s>\frac{3}{2}$. We give a sufficient and necessary condition of the blow-up solutions. For the case of the Sobolev index $1 \leq s \leq \frac{3}{2}$, we prove that the equation has local weak solutions in $H^{s}(\mathbb{R})$ under suitable assumptions.

### 4.1 General

Novikov [87] classified and generalized the Camassa-Holm-type equations which possess integrability and quasi-local higher symmetries. One of the models in [87] is in the form

$$
\begin{equation*}
u_{t}-\alpha^{2} u_{t x x}+4 u u_{x}-2 \alpha u_{x}^{2}-2 \alpha u u_{x x}=6 \alpha^{2} u_{x} u_{x x}+2 \alpha^{2} u u_{x x x}, \tag{4.1}
\end{equation*}
$$

where $\alpha \neq 0$ is a constant.
Motivated by the works presented in $[59,66]$ and the desire to find the dynamical properties of Eq.(4.1), which has quadratic nonlinearity, we aim to investigate Eq.(4.1) in this chapter. We prove that Eq.(4.1) has a unique local strong solution belonging to the space $C\left([0, T) ; H^{s}\right) \cap C^{1}\left([0, T) ; H^{s-1}(\mathbb{R})\right)$ in the case $s>\frac{3}{2}$ and find a sufficient and necessary condition for the blow-up solution. For the case of the Sobolev index $1 \leq s \leq \frac{3}{2}$, we show that Eq.(4.1) has local weak solutions in $H^{s}(\mathbb{R})$. As far as we know, these dynamical properties have not been found for Eq.(4.1) in the literature.

This chapter is structured as follows. We present the main conclusions in section 4.2. The existence and uniqueness of the local strong solution are established in section 4.3. In section 4.4, the results about the blow-up solution and local weak solutions are proved.

### 4.2 Main results

For Eq.(4.1), its Cauchy proplem is written by the form

$$
\left\{\begin{array}{l}
u_{t}-\alpha^{2} u_{t x x}+4 u u_{x}-2 \alpha u_{x}^{2}-2 \alpha u u_{x x}=6 \alpha^{2} u_{x} u_{x x}+2 \alpha^{2} u u_{x x x}  \tag{4.2}\\
u(0, x)=u_{0}(x)
\end{array}\right.
$$

By applying the operator $\Lambda_{1}^{-2}=\left(1-\alpha^{2} \frac{\partial^{2}}{\partial x^{2}}\right)^{-1}$ on both sides of (4.2) through some derivation, problem (4.2) becomes the following problem

$$
\left\{\begin{array}{l}
u_{t}+2 u u_{x}=\Lambda_{1}^{-2}\left[\frac{1}{\alpha} u^{2}-2 u u_{x}\right]-\frac{1}{\alpha} u^{2},  \tag{4.3}\\
u(0, x)=u_{0}(x) .
\end{array}\right.
$$

The main conclusions of this chapter are stated in following theorems.

Theorem 4.1. Let $s>\frac{3}{2}$ and $u_{0}(x) \in H^{s}$. Then, problem (4.2) or (4.3) has a unique solution in the space $C\left([0, T) ; H^{s}(\mathbb{R})\right) \cap C^{1}\left([0, T) ; H^{s-1}(\mathbb{R})\right)$, where $T>0$ depends on the initial value $\left\|u_{0}\right\|_{H^{s}}$.

Theorem 4.2. Assume $s>\frac{3}{2}, u_{0}(x) \in H^{s}$. Suppose that $u(t, x)$ is a solution of problem (4.2) or (4.3). Then, $\lim _{t \rightarrow T}\|u\|_{H^{s}}=\infty$ if and only if $\left\|u_{x}\right\|_{L^{\infty}(\mathbb{R})}=\infty$.

For $\varepsilon$ satisfying $0<\varepsilon<\frac{1}{4}$, using Theorem 4.1, we derive that there is a unique solution $u_{\varepsilon}(t, x)$ in $C^{\infty}\left(\left[0, T_{\varepsilon}\right) ; H^{\infty}(\mathbb{R})\right)$ for the following system

$$
\left\{\begin{array}{l}
u_{t}-\alpha^{2} u_{t x x}+4 u u_{x}-2 \alpha u_{x}^{2}-2 \alpha u u_{x x}=6 \alpha^{2} u_{x} u_{x x}+2 \alpha^{2} u u_{x x x}  \tag{4.4}\\
u(0, x)=u_{\varepsilon, 0}(x)
\end{array}\right.
$$

Here we illustrate that $T_{\varepsilon}$ may be dependent on the parameter $\varepsilon$ and $u_{\varepsilon, 0}(x)$ is defined in (3.11). Under certain assumptions, however, we can find two positive constants $c>0$ and $T>0$, which do not depend on the parameter $\varepsilon$, to ensure that the space derivative of the solution $u_{\varepsilon}(t, x)$ to system (4.4) satisfies $\left\|u_{\varepsilon x}\right\|_{L^{\infty}} \leq c$ if $(t, x) \in[0, T) \times(-\infty, \infty)$. We employ this result to derive the existence of local weak solutions to problem (4.2).

Theorem 4.3. Assume $s \in\left[1, \frac{3}{2}\right],\left\|u_{0 x}\right\|_{L^{\infty}}<\infty$ and $u_{0}(x) \in H^{s}$. Then solution $u_{\varepsilon}(t, x)$ of (4.4) satisfies

$$
\left\|u_{\varepsilon x}\right\|_{L^{\infty}} \leq c, \quad \text { for } t \in[0, T), x \in(-\infty, \infty)
$$

where $T>0$ and $c>0$ do not depend on the parameter $\varepsilon$.
Theorem 4.4. Let $u_{0}(x) \in H^{s}, 1 \leq s \leq \frac{3}{2},\left\|u_{0 x}\right\|_{L^{\infty}}<\infty$. Then, for suitably small $T>0$, there exists at least one local weak solutions for problem (4.2) in $L^{2}\left([0, T], H^{s}(\mathbb{R})\right)$. Moreover, $u_{x} \in L^{\infty}([0, T] \times \mathbb{R})$.

### 4.3 Local strong solutions

We recall several statements for the following quasi-linear abstract operator equation

$$
\begin{equation*}
\frac{d w}{d t}+E(w) w=J(w), \quad t \geq 0 \quad \text { and } \quad w(0)=w_{0} \tag{4.5}
\end{equation*}
$$

where $E(w)$ is an operator. Assume that $W$ and $V$ are the Hilbert spaces. Let $V$ be densely and continuously embedded in $W$. Let $P: V \rightarrow W$ be a topological isomorphism. Assume that the space $L(V, W)$ denotes all bounded linear operators from $V$ to $W$. In the case $W=V$, we set $L(W, W)=L(W)$. We write out assumptions $\left(a_{1}\right),\left(a_{2}\right)$ and $\left(a_{3}\right)$ in which the constants $\gamma_{1}, \gamma_{2}, \gamma_{3}$ and $\gamma_{4}$ depend only on the norms max $\left\{\|\cdot\|_{W},\|\cdot\|_{V}\right\}$.
( $a_{1}$ ). $E(y) \in L(V, W)$ for $y \in W$ with

$$
\|(E(y)-E(z)) v\|_{W} \leq \gamma_{1}\|v\|_{V}\|y-z\|_{W}, \quad v, y, z \in V,
$$

and $E(y) \in G(W, 1, \beta)$ (namely, $E(y)$ is quasi-m-accretive) is uniformly bounded for bounded sets of $V$.
$\left(a_{2}\right)$. For operator $P, P E(y) P^{-1}=E(y)+A(y)$, where $A(y) \in L(W)$ is uniformly bounded on bounded sets in $V$, it holds that

$$
\|(A(y)-A(z)) v\|_{W} \leq \gamma_{2}\|y-z\|_{V}\|v\|_{V}, \quad v \in W, \quad y, z \in V .
$$

$\left(a_{3}\right) . J: V \rightarrow W$ is bounded for bounded sets of $V$, and

$$
\begin{array}{ll}
\|J(z)-J(y)\|_{V} \leq \gamma_{3}\|z-y\|_{V}, & z, y \in V \\
\|J(z)-J(y)\|_{W} \leq \gamma_{4}\|z-y\|_{W}, & z, y \in W .
\end{array}
$$

Kato Theorem $[54,55]$ If $\left(a_{1}\right),\left(a_{2}\right)$ and $\left(a_{3}\right)$ hold, letting $w_{0} \in V$, then there exists a maximal $T>0$ relying only on $\left\|w_{0}\right\|_{V}$ to ensure that problem (4.5) has a unique solution $w$ and

$$
w=w\left(\cdot, w_{0}\right) \in C([0, T) ; V) \cap C^{1}([0, T) ; W) .
$$

In addition, the mapping $w_{0} \rightarrow w\left(., v_{0}\right)$ from $V$ to the space $C([0, T) ; V) \cap$ $C^{1}([0, T) ; W)$ is continuous.

Let $E(u)=2 u \partial_{x}, V=H^{s}(\mathbb{R}), W=H^{s-1}(\mathbb{R}), \Lambda_{1}=\left(1-\alpha^{2} \partial_{x}^{2}\right)^{\frac{1}{2}}$,

$$
J(u)=\Lambda_{1}^{-2}\left[\frac{1}{\alpha} u^{2}-2 u u_{x}\right]-\frac{1}{\alpha} u^{2}
$$

and $P=\Lambda^{s}$. We know that the operator $P$ is an isomorphism of $H^{s}$ onto $H^{s-1}(\mathbb{R})$ (see [104]). For the aim to give the proof of Theorem 4.1, it suffices to show that $E(u)$ and $J(u)$ satisfy $\left(a_{1}\right)-\left(a_{3}\right)$.

Lemma 4.5 [104]. The operator $E(u)=2 u \partial_{x} \in G\left(H^{s-1}(\mathbb{R}), 1, \beta\right)$ if $s>\frac{3}{2}$, $u \in H^{s}(\mathbb{R})$.

Lemma 4.6 [104]. Assume $u \in H^{s}(\mathbb{R})$ and $s>\frac{3}{2}$. If $E(u)=2 u \partial_{x}$, for each $u \in H^{s}(\mathbb{R})$, then $E(u) \in L\left(H^{s}(\mathbb{R}), H^{s-1}(\mathbb{R})\right)$ and

$$
\begin{equation*}
\|(E(z)-E(u)) v\|_{H^{s-1}(\mathbb{R})} \leq \gamma_{1}\|z-u\|_{H^{s-1}(\mathbb{R})}\|v\|_{H^{s}(\mathbb{R})}, \quad u, z, v \in H^{s}(\mathbb{R}) .( \tag{4.6}
\end{equation*}
$$

Lemma 4.7 [104]. Let $s>\frac{3}{2}, v \in H^{s-1}(\mathbb{R})$ and $u, z \in H^{s}(\mathbb{R})$. Then $I(u)=$ $\left[\Lambda^{s}, b u^{2} \partial_{x}\right] \Lambda^{-s}$ belongs to $L\left(H^{s-1}\right)$ if

$$
\begin{equation*}
\|(I(u)-I(z)) v\|_{H^{s-1}} \leq \gamma_{2}\|u-z\|_{H^{s}}\|v\|_{H^{s-1}} . \tag{4.7}
\end{equation*}
$$

Lemma 4.8 [54]. Assume that $\lambda_{1}$ and $\lambda_{2}$ are real numbers satisfying $-\lambda_{1}<$ $\lambda_{2} \leq \lambda_{1}$. Then

$$
\begin{aligned}
& \|u v\|_{H^{\lambda_{2}}} \leq c\|u\|_{H^{\lambda_{1}}}\|v\|_{H^{\lambda_{2}}}, \quad \text { if } \quad \lambda_{1}>\frac{1}{2}, \\
& \|u v\|_{H^{\lambda_{1}+\lambda_{2}-1 / 2}} \leq c\|u\|_{H^{\lambda_{1}}}\|v\|_{H^{\lambda_{2}}}, \quad \text { if } \quad \lambda_{1}<\frac{1}{2} .
\end{aligned}
$$

Lemma 4.9. Let $u, z \in H^{s}, s>\frac{3}{2}$ and $J(u)=\Lambda_{1}^{-2}\left[\frac{1}{\alpha} u^{2}-2 u u_{x}\right]-\frac{1}{\alpha} u^{2}$. Then $J(u)$ satisfies

$$
\begin{align*}
& \|J(u)-J(z)\|_{H^{s}} \leq \gamma_{3}\|u-z\|_{H^{s}}  \tag{4.8}\\
& \|J(u)-J(z)\|_{H^{s-1}} \leq \gamma_{4}\|u-z\|_{H^{s-1}} . \tag{4.9}
\end{align*}
$$

Proof. Noting the multiplying properties of $H^{s}(\mathbb{R})\left(s>\frac{1}{2}\right)$ and using the equivalency of operators $\Lambda_{1}^{-2}$ and $\Lambda^{-2}$ give rise to

$$
\begin{align*}
\| J(u)- & J(z) \|_{H^{s}(\mathbb{R})} \leq c\left[\left\|\Lambda_{1}^{-2} u^{2}-\Lambda_{1}^{-2} z^{2}\right\|_{H^{s}(\mathbb{R})}+\left\|\left(u^{2}\right)_{x}-\left(z^{2}\right)_{x}\right\|_{H^{s-2}(\mathbb{R})}\right. \\
& \left.\quad+\left\|u^{2}-z^{2}\right\|_{H^{s-2}(\mathbb{R})}\right] \\
\leq & c\left[\left\|u^{2}-z^{2}\right\|_{H^{s}(\mathbb{R})}+\left\|u^{2}-z^{2}\right\|_{H^{s-1}(\mathbb{R})}\right] \\
\leq & c\left(\|(u-z)(u+z)\|_{H^{s}(\mathbb{R})}\right) \\
\leq & \gamma_{3}\|u-z\|_{H^{s}(\mathbb{R})}, \tag{4.10}
\end{align*}
$$

from which we complete the proof of (4.8).

Since $s-1>\frac{1}{2}$, applying Lemma 4.8, we get

$$
\begin{align*}
& \left\|\Lambda_{1}^{-2}\left[\left(u^{2}\right)_{x}-\left(z^{2}\right)_{x}\right]\right\|_{H^{s-1}} \\
& \quad \leq c\left\|u^{2}-z^{2}\right\|_{H^{s-1}} \\
& \leq \gamma_{4}\|u-z\|_{H^{s-1}} \tag{4.11}
\end{align*}
$$

and

$$
\begin{gather*}
\left\|\Lambda_{1}^{-2}\left[u^{2}-z^{2}\right]+u^{2}-z^{2}\right\|_{H^{s-1}} \\
\leq c\left\|u^{2}-z^{2}\right\|_{H^{s-1}} \\
\leq c\|u-z\|_{H^{s-1}} . \tag{4.12}
\end{gather*}
$$

Applying (4.11) and (4.12) yields

$$
\begin{equation*}
\|J(u)-J(z)\|_{H^{s-1}(\mathbb{R})} \leq \gamma_{4}\|u-z\|_{H^{s-1}(\mathbb{R})} . \tag{4.13}
\end{equation*}
$$

Using (4.10) and (4.13) finishes the proof of Lemma 4.9.
Proof of Theorem 4.1. Employing Lemmas 4.5, 4.6, 4.7 and 4.9 together with the Kato Theorem, we get that there is a unique solution $u(t, x)$ satisfying

$$
u(t, x) \in C\left([0, T) ; H^{s}(\mathbb{R})\right) \cap C^{1}\left([0, T) ; H^{s-1}(\mathbb{R})\right)
$$

for problem (4.2) or system (4.3). The proof is completed.

### 4.4 Local weak solutions

Employing the decay property of the Sobolev $H^{s}(\mathbb{R}), s>\frac{3}{2}$ and the first equation of system (4.2) yields the following identity

$$
\frac{1}{2} \frac{d}{d t} \int_{\mathbb{R}}\left(u^{2}+\alpha^{2} u_{x}^{2}\right) d x=-\alpha^{2} \int_{\mathbb{R}} u_{x}^{3} d x-2 \int_{\mathbb{R}} u u_{x}^{2} d x
$$

which results in the conservation law

$$
\begin{gather*}
\int_{\mathbb{R}}\left(u^{2}+\alpha^{2} u_{x}^{2}\right) d x+2 \alpha^{2} \int_{0}^{t} \int_{\mathbb{R}} u_{x}^{3} d x d t+4 \int_{0}^{t} \int_{\mathbb{R}} u u_{x}^{2} d x d t \\
=\int_{\mathbb{R}}\left(u_{0}^{2}+\alpha^{2} u_{0 x}^{2}\right) d x \tag{4.14}
\end{gather*}
$$

Lemma 4.10. ( [54]). Assume the constant $\gamma \geq 0$. If $v_{1}, v_{2} \in H^{\gamma} \cap L^{\infty}$, then

$$
\left\|v_{1} v_{2}\right\|_{H^{\gamma}} \leq c\left(\left\|v_{1}\right\|_{L^{\infty}}\left\|v_{2}\right\|_{H^{\gamma}}+\left\|v_{1}\right\|_{H^{\gamma}}\left\|v_{2}\right\|_{L^{\infty}}\right),
$$

where the constant $c>0$ only depends on $\gamma$.

Lemma 4.11. ( [54]). Let the constant $\gamma>0$. If $v_{1} \in H^{\gamma} \cap W^{1, \infty}$ and $v_{2} \in$ $H^{\gamma-1} \cap L^{\infty}$, then

$$
\left\|\left[\Lambda_{0}^{\gamma}, v_{1}\right] v_{2}\right\|_{L^{2}} \leq c\left(\left\|\partial_{x} v_{1}\right\|_{L^{\infty}}\left\|\Lambda_{0}^{\gamma-1} v_{2}\right\|_{L^{2}}+\left\|\Lambda_{0}^{\gamma} v_{1}\right\|_{L^{2}}\left\|v_{2}\right\|_{L^{\infty}}\right)
$$

where $\Lambda_{0}=\left(1-\partial_{x}^{2}\right)^{\frac{1}{2}}$ and the constant $c>0$ only depends on $\gamma$.

Lemma 4.12. Assume that $s>1$ and the initial value $u_{0}(x)$ belongs to $H^{s}(\mathbb{R})$. If $u_{\varepsilon}(t, x)$ is a solution of (4.4), still denoted by $u(t, x)$, then

$$
\begin{equation*}
\|u\|_{L^{\infty}(\mathbb{R})} \leq\|u\|_{H^{1}(\mathbb{R})} \leq c_{0}\left\|u_{0}\right\|_{H^{1}(\mathbb{R})} e^{c_{0} \int_{0}^{t}\left\|u_{x}\right\|_{L^{\infty}(\mathbb{R})} d \tau} \tag{4.15}
\end{equation*}
$$

where $c_{0}>0$ is a constant depending only on $\alpha$.
Assume $r \in(0, s-1]$. Then there is a positive constant $c$, depending only on $\alpha$, such that

$$
\begin{align*}
& \int_{\mathbb{R}}\left(\Lambda^{r+1} u\right)^{2} d x \leq \int_{\mathbb{R}}\left[\left(\Lambda^{r+1} u_{0}\right)^{2}\right] d x \\
& \quad+c \int_{0}^{t}\left(1+\|u\|_{L^{\infty}}+\left\|u_{x}\right\|_{L^{\infty}}\right)\|u\|_{H^{r+1}}^{2} d \tau \tag{4.16}
\end{align*}
$$

Let $r \in[0, s-1]$. Then there is a constant $c$, depending only on $\alpha$, such that

$$
\begin{equation*}
\left\|u_{t}\right\|_{H^{r}} \leq c\left[\|u\|_{H^{1}}+\|u\|_{H^{r}}+\|u\|_{H^{r+1}}\right]\|u\|_{L^{\infty}} . \tag{4.17}
\end{equation*}
$$

Proof. Using

$$
\begin{gathered}
\left|2 u u_{x}\right| \leq\left(u^{2}+u_{x}^{2}\right), \\
\left|\int_{\mathbb{R}} u_{x}^{3} d x\right| \leq\left\|u_{x}\right\|_{L^{\infty}}\|u\|_{H^{1}(\mathbb{R})}^{2},
\end{gathered}
$$

the Gronwall inequality and (4.14) derives (4.15).
Using the Parseval equality and $\partial_{x}^{2}=1-\Lambda^{2}$ gives rise to

$$
\begin{equation*}
\int_{\mathbb{R}} \Lambda^{r} u \Lambda^{r} \partial_{x}^{3}\left(u^{2}\right) d x=-2 \int_{\mathbb{R}}\left(\Lambda^{r+1} u\right) \Lambda^{r+1}\left(u u_{x}\right) d x+2 \int_{\mathbb{R}}\left(\Lambda^{r} u\right) \Lambda^{r}\left(u u_{x}\right) d x \tag{4.18}
\end{equation*}
$$

We know that the identity

$$
\begin{equation*}
2 u u_{x x x}=\partial_{x}^{3}\left(u^{2}\right)-4 u u_{x x}-2 u_{x} u_{x x} \tag{4.19}
\end{equation*}
$$

holds.
For a real number $r \in(0, s-1]$, we apply $\left(\Lambda^{r} u\right) \Lambda^{r}$ to multiply the first equation
of (4.4). Subsequently, integrating the obtained equation by parts about variable $x$, we obtain that

$$
\begin{align*}
& \frac{1}{2} \frac{d}{d t} \int_{\mathbb{R}} {\left[\left(\Lambda^{r} u\right)^{2}+\alpha^{2}\left(\Lambda^{r} u_{x}\right)^{2}\right] d x } \\
& \leq c\left(\left|\int_{\mathbb{R}}\left(\Lambda^{r} u\right) \Lambda^{r}\left(2 \alpha u_{x}^{2}+2 \alpha u u_{x x}-4 \alpha^{2} u u_{x x}\right) d x\right|\right. \\
& \quad+\left|\int_{\mathbb{R}}\left(\Lambda^{r+1} u\right) \Lambda^{r+1}\left(u u_{x}\right) d x\right|+\left|\int_{\mathbb{R}} \Lambda^{r} u \Lambda^{r}\left(u u_{x}\right) d x\right| \\
&\left.+\left|\int_{\mathbb{R}} \Lambda^{r} u \Lambda^{r}\left(u_{x} u_{x x}\right) d x\right|\right) \\
&= K_{1}+K_{2}+K_{3}+K_{4}, \tag{4.20}
\end{align*}
$$

where $c$ may depend on $\alpha$.
Making use of Lemmas 4.10 and 4.11, and the Cauchy-Schwartz inequality, we get

$$
\begin{aligned}
K_{2}= & \mid \int_{\mathbb{R}}\left(\Lambda^{r+1} u\right) \Lambda^{r+1}\left(u u_{x}\right) d x \\
= & \int_{\mathbb{R}}\left(\Lambda^{r+1} u\right)\left[\Lambda^{r+1}\left(u u_{x}\right)-u \Lambda^{r+1} u_{x}\right] d x \\
& +\int_{\mathbb{R}}\left(\Lambda^{r+1} u\right) u \Lambda^{r+1} u_{x} d x
\end{aligned}
$$

and

$$
\begin{gather*}
\left|K_{2}\right| \leq c\|u\|_{H^{r+1}}\left(\|u\|_{H^{r}}\left\|u_{x}\right\|_{L^{\infty}}+\|u\|_{H^{r+1}}\|u\|_{L^{\infty}}\right) \\
\quad+\left\|\Lambda^{r+1} u\right\|_{L^{2}}\left\|u_{x}\right\|_{L^{\infty}} \\
\leq c\|u\|_{H^{r+1}}^{2}\left(1+\|u\|_{L^{\infty}}+\left\|u_{x}\right\|_{L^{\infty}}\right) . \tag{4.21}
\end{gather*}
$$

Using Lemma 4.10 yields

$$
\begin{align*}
\left|K_{3}\right| & \leq c\|u\|_{H^{r}}\left\|u u_{x}\right\|_{H^{r}} \\
& \leq c\|u\|_{H^{r}}\left(\left\|u_{x}\right\|_{H^{r}}\|u\|_{L^{\infty}}+\|u\|_{H^{r}}\left\|u_{x}\right\|_{L^{\infty}}\right) \\
& \leq c\|u\|_{H^{r+1}}^{2}\left(\|u\|_{L^{\infty}}+\left\|u_{x}\right\|_{L^{\infty}}\right) . \tag{4.22}
\end{align*}
$$

Applying Lemma 4.10 and the Cauchy-Schwartz inequality gives rise to

$$
\begin{gather*}
\left|\int_{R}\left(\Lambda^{r} u_{x}\right) \Lambda^{r}\left(u_{x}^{2}\right) d x\right| \leq\left\|\Lambda^{r} u_{x}\right\|_{L^{2}}\left\|\Lambda^{r}\left(u_{x}^{2}\right)\right\|_{L^{2}} \\
\leq c\left(\left\|u_{x}\right\|_{L^{\infty}}\left\|u_{x}\right\|_{H^{r}}\right)\|u\|_{H^{r+1}} \\
\leq c\left\|u_{x}\right\|_{L^{\infty}}\|u\|_{H^{r+1}}^{2} . \tag{4.23}
\end{gather*}
$$

Noticing identity $u_{x} u_{x x}=\frac{1}{2}\left(u_{x}^{2}\right)_{x}$, we obtain

$$
\begin{align*}
& \left|K_{4}\right|=\left|\int_{R}\left(\Lambda^{r} u\right) \Lambda^{r}\left(u_{x} u_{x x}\right) d x\right| \\
& \leq \frac{1}{2}\left|\int_{\mathbb{R}} \Lambda^{r} u_{x} \Lambda^{r}\left(u_{x}^{2}\right) d x\right| \\
& \leq c\|u\|_{H^{r+1}}^{2}\left\|u_{x}\right\|_{L^{\infty}} . \tag{4.24}
\end{align*}
$$

For the term $K_{1}$, we have

$$
\begin{equation*}
\left|K_{1}\right| \leq c\|u\|_{H^{r+1}}^{2}\left(1+\|u\|_{L^{\infty}}+\left\|u_{x}\right\|_{L^{\infty}}\right) . \tag{4.25}
\end{equation*}
$$

From (4.20)-(4.25), we get that inequality (4.16) holds.
Now we estimate $u_{t}$. Employing $\left(1-\alpha^{2} \partial_{x}^{2}\right)^{-1}$ and system (4.2), we have

$$
\begin{equation*}
u_{t}=\Lambda_{1}^{-2}\left[\frac{1}{\alpha} u^{2}-2 u u_{x}\right]-\frac{1}{\alpha} u^{2}-2 u u_{x} . \tag{4.26}
\end{equation*}
$$

Applying $\left(\Lambda^{r} u_{t}\right) \Lambda^{r}$ on Eq.(4.26) and noticing the equivalence of two operators
$\left(1-\alpha^{2} \partial_{x}^{2}\right)$ and $\left(1-\partial_{x}^{2}\right)$, for $r \in[0, s-1]$, we obtain

$$
\begin{align*}
& \int_{\mathbb{R}}\left(\Lambda^{r} u_{t}\right)^{2} d x \\
& \quad \begin{array}{l}
\leq c\left(\left|\int_{\mathbb{R}}\left(\Lambda^{r} u_{t}\right) \Lambda^{r-2}\left(\frac{1}{\alpha} u^{2}-2 u u_{x}\right) d x\right|+\left|\frac{1}{\alpha} \int_{\mathbb{R}}\left(\Lambda^{r} u_{t}\right)\left(\Lambda^{r} u^{2}\right) d x\right|\right. \\
\quad+\mid \int_{\mathbb{R}}\left(\Lambda^{r} u_{t}\right)\left(\Lambda^{r}\left(u u_{x}\right) d x \mid\right)
\end{array} \\
& \quad \leq c\left\|u_{t}\right\|_{H^{r}(\mathbb{R})}\left(\|u\|_{H^{1}(\mathbb{R})}+\|u\|_{H^{r}(\mathbb{R})}+\|u\|_{H^{r+1}(\mathbb{R})}\right)\|u\|_{L^{\infty}(\mathbb{R})} .
\end{align*}
$$

The proof is completed.
Lemma 4.13. [7,59]. If $u_{\varepsilon, 0}=\psi_{\varepsilon} \star u_{0}, 0<\varepsilon<\frac{1}{4}, u_{0} \in H^{s}(\mathbb{R})$ and $s>0$, then

$$
\begin{aligned}
& \left\|\frac{u_{\varepsilon, 0}}{\partial x}\right\|_{L^{\infty}} \leq c_{0}\left\|u_{0 x}\right\|_{L^{\infty}}, \\
& \left\|u_{\varepsilon, 0}\right\|_{H^{r}} \leq c_{0}, \quad \text { if } \quad q \leq s, \\
& \left\|u_{\varepsilon, 0}\right\|_{H^{r}} \leq c_{0} \varepsilon^{\frac{s-q}{4}}, \quad \text { if } q>s, \\
& \left\|u_{\varepsilon, 0}-u_{0}\right\|_{H^{r}} \leq c_{0} \varepsilon^{\frac{s-q}{4}}, \quad \text { if } q \leq s, \\
& \left\|u_{\varepsilon, 0}-u_{0}\right\|_{H^{s}}=o(1),
\end{aligned}
$$

where $\psi_{\varepsilon}$ is defined in section 3.3 and the positive constant $c_{0}$ does not depend on $\varepsilon$.

Proof of Theorem 4.2. Using inequalities (4.15), (4.16) and taking $q=s-1$, we have

$$
\begin{align*}
& \int_{-\infty}^{\infty}\left(\Lambda^{s} u\right)^{2} d x \leq \int_{-\infty}^{\infty}\left[\left(\Lambda^{s} u_{0}\right)^{2}\right] d x \\
& \quad+c \int_{0}^{t}\|u\|_{H^{s}}^{2}\left(1+\|u\|_{L^{\infty}}+\left\|u_{x}\right\|_{L^{\infty}}\right) d \tau \tag{4.28}
\end{align*}
$$

which results in

$$
\begin{equation*}
\|u\|_{H^{s}(\mathbb{R})} \leq\left\|u_{0}\right\|_{H^{s}(\mathbb{R})} e^{c \int_{0}^{t}\left(1+\|u\|_{L^{\infty}+\|}\left\|u_{x}\right\|_{L^{\infty}}\right) d \tau} \tag{4.29}
\end{equation*}
$$

On the other hand, for $s>\frac{3}{2}$, we have

$$
\begin{equation*}
\left\|u_{x}\right\|_{L^{\infty}(\mathbb{R})} \leq c\|u\|_{H^{s}(\mathbb{R})} . \tag{4.30}
\end{equation*}
$$

Employing (4.30) and Lemma 4.12, we immediately finish the proof.
Proof of Theorem 4.3. For simplicity, we use notation $u=u_{\varepsilon}$. Differentiating the first equation of (4.4) about variable $x$ gives rise to

$$
\begin{equation*}
u_{t x}+2 u_{x}^{2}+2 u u_{x x}=\Lambda_{1}^{-2}\left[\frac{1}{\alpha}\left(u^{2}-2 u u_{x}\right)\right]_{x}-\frac{1}{\alpha}\left(u^{2}\right)_{x} . \tag{4.31}
\end{equation*}
$$

Assuming that $p$ is an integer, we have

$$
\begin{equation*}
\int_{\mathbb{R}} u\left(u_{x}\right)^{2 p+1} u_{x x} d x=-\int_{\mathbb{R}}\left(u_{x}\right)^{2 p+3} d x-(2 p+1) \int_{\mathbb{R}} u\left(u_{x}\right)^{2 p+1} u_{x x} d x, \tag{4.32}
\end{equation*}
$$

which results in

$$
\begin{equation*}
\int_{\mathbb{R}} u\left(u_{x}\right)^{2 p+1} u_{x x} d x=-\frac{1}{2 p+2} \int_{\mathbb{R}}\left(u_{x}\right)^{2 p+3} d x . \tag{4.33}
\end{equation*}
$$

We use $\left(u_{x}\right)^{2 p+1}$ to multiply (4.31) and integrate the obtained equation about variable $x$ to get the identity

$$
\begin{align*}
& \frac{1}{2 p+2} \frac{d}{d t}\left(\int_{\mathbb{R}}\left(u_{x}\right)^{2 p+2} d x\right)+2 \int_{\mathbb{R}}\left(u_{x}\right)^{2 p+3} d x+2 \int_{\mathbb{R}} u\left(u_{x}\right)^{2 p+1} u_{x x} d x \\
& =\int_{\mathbb{R}}\left(\Lambda_{1}^{-2}\left[\frac{1}{\alpha}\left(u^{2}-2 u u_{x}\right)\right]_{x}-\frac{1}{\alpha}\left(u^{2}\right)_{x}\right)\left(u_{x}\right)^{2 p+1} d x \tag{4.34}
\end{align*}
$$

Using (4.33) and (4.34) yields

$$
\begin{align*}
& \frac{1}{2 p+2} \frac{d}{d t} \int_{\mathbb{R}}\left(u_{x}\right)^{2 p+2} d x+\frac{2 p+1}{p+1} \int_{\mathbb{R}}\left(u_{x}\right)^{2 p+3} d x+2 \int_{\mathbb{R}} u\left(u_{x}\right)^{2 p+1} u_{x x} d x \\
& =\int_{\mathbb{R}}\left(\Lambda_{1}^{-2}\left[\frac{1}{\alpha}\left(u^{2}-2 u u_{x}\right)\right]_{x}-\frac{1}{\alpha}\left(u^{2}\right)_{x}\right)\left(u_{x}\right)^{2 p+1} d x . \tag{4.35}
\end{align*}
$$

Since $\frac{1}{2 p+2}+\frac{2 p+1}{2 p+2}=1$, using Hölder's inequality and (4.35) gives rise to

$$
\begin{align*}
& \frac{1}{2 p+2} \\
& \frac{d}{d t} \int_{\mathbb{R}}\left(u_{x}\right)^{2 p+2} d x \\
& \leq\left\{\left(\int_{\mathbb{R}}\left|J_{1}\right|^{2 p+2} d x\right)^{\frac{1}{2 p+2}}\left(\int_{\mathbb{R}}\left|u_{x}\right|^{2 p+2 d x}\right)^{\frac{2 p+1}{2 p+2}}\right.  \tag{4.36}\\
& \left.\quad+\frac{2 p+1}{p+1}\left\|u_{x}\right\|_{L^{\infty}} \int_{\mathbb{R}}\left(u_{x}\right)^{2 p+2} d x\right\},
\end{align*}
$$

where

$$
J_{1}=\Lambda_{1}^{-2}\left[\frac{1}{\alpha}\left(u^{2}-2 u u_{x}\right)\right]_{x}-\frac{1}{\alpha}\left(u^{2}\right)_{x} .
$$

From (4.36), we have

$$
\begin{align*}
& \frac{d}{d t}\left(\int_{\mathbb{R}}\left(u_{x}\right)^{2 p+2} d x\right)^{\frac{1}{2 p+2}} \leq\left(\int_{\mathbb{R}}\left|J_{1}\right|^{2 p+2} d x\right)^{\frac{1}{2 p+2}} \\
& \quad+\frac{2 p+1}{p+1}\left(\left\|u_{x}\right\|_{L^{\infty}}\right)\left(\int_{\mathbb{R}}\left(u_{x}\right)^{2 p+2} d x\right)^{\frac{1}{2 p+2}} \tag{4.37}
\end{align*}
$$

In fact, $\|G\|_{L^{p}}$ tends to $\|G\|_{L^{\infty}}$ if $p \rightarrow \infty$ for any function $G \in L^{\infty} \cap L^{2}$. Using (4.37) and letting $p \rightarrow \infty$, we obtain

$$
\begin{equation*}
\left\|u_{x}\right\|_{L^{\infty}} \leq\left\|u_{0 x}\right\|_{L^{\infty}}+\int_{0}^{t}\left(\left\|J_{1}\right\|_{L^{\infty}(\mathbb{R})}+\left\|u_{x}\right\|_{L^{\infty}}^{2}\right) d \tau . \tag{4.38}
\end{equation*}
$$

Making use of the multiplying property of the space $H^{s}(\mathbb{R}), s>\frac{1}{2}$, (4.16) and
the Sobolev imbedding theorem, for sufficiently small $\delta>0$, we have

$$
\begin{align*}
\left\|J_{1}\right\|_{L^{\infty}} & \leq c\|J\|_{H^{\frac{1}{2}+\delta}} \\
& =\left\|\Lambda_{1}^{-2}\left[\frac{1}{\alpha}\left(u^{2}-2 u u_{x}\right)\right]_{x}-\frac{1}{\alpha}\left(u^{2}\right)_{x}\right\|_{H^{\frac{1}{2}+\delta}} \\
& \leq c\left(\left\|u_{x}\right\|_{L^{\infty}}\|u\|_{H^{1}(\mathbb{R})}+\|u\|_{H^{1}(\mathbb{R})}^{2}\right) \\
& \leq c\left(1+\left\|u_{x}\right\|_{L^{\infty}}\right) \exp \left[c \int_{0}^{t}\left\|u_{x}\right\|_{L^{\infty}} d \tau\right], \tag{4.39}
\end{align*}
$$

where constant $c>0$ is independent of $\varepsilon$.
It follows from (4.38), (4.39) and Lemma 4.12 that

$$
\begin{align*}
& \left\|u_{x}\right\|_{L^{\infty}} \leq\left\|u_{0 x}\right\|_{L^{\infty}} \\
& +c \int_{0}^{t}\left[\exp \left[c \int_{0}^{\tau}\left\|u_{x}\right\| d \xi\right]\left(1+\left\|u_{x}\right\|_{L^{\infty}}\right)+1+\left\|u_{x}\right\|_{L^{\infty}}^{2}\right] d \tau . \tag{4.40}
\end{align*}
$$

Making use of the contraction mapping principle, we conclude that there is a $T>0$ to ensure that the following equation has a unique continuous solution $f \in C[0, T]$

$$
\begin{align*}
& \|f\|_{L^{\infty}}=\left\|u_{0 x}\right\|_{L^{\infty}} \\
& \quad+c \int_{0}^{t}\left[1+\|f\|_{L^{\infty}}^{2}+\left(1+\|f\|_{L^{\infty}}\right) \exp \left(c \int_{0}^{\tau}\|f\|_{L^{\infty}} d \xi\right)\right] d \tau .( \tag{4.41}
\end{align*}
$$

The conclusion at page 51 in [66] guarantees that we can find a constant $T>0$, which does not depend on $\varepsilon$, such that

$$
\left\|u_{x}\right\|_{L^{\infty}} \leq f(t), \quad \text { if } \quad t \in[0, T] .
$$

As the function $f(t)$ is bounded, we immediately obtain the desired result.

## Proof of Theorem 4.4.

Letting $r_{1} \in(0, s-1], r \in(0, s], t \in[0, T)$, using Lemmas 4.12, 4.13 and

Theorem 4.3, and using the notation $u_{\varepsilon}=u$, we have the inequalities

$$
\begin{equation*}
\left\|u_{\varepsilon}\right\|_{H^{r}} \leq c \tag{4.42}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\|u_{\varepsilon t}\right\|_{H^{r_{1}}} \leq\left\|u_{\varepsilon}\right\|_{L^{\infty}}\left(\left\|u_{\varepsilon}\right\|_{H^{1}}+\left\|u_{\varepsilon}\right\|_{H^{r_{1}}}+\left\|u_{\varepsilon}\right\|_{H^{r_{1}+1}}\right) \leq c \tag{4.43}
\end{equation*}
$$

Applying Aubin's compactness theorem, (4.42) and (4.43), we can find a subsequence of $\left\{u_{\varepsilon}\right\}$, denoted by $\left\{u_{\varepsilon_{j}}\right\}, \varepsilon_{j} \rightarrow \infty$ if $j \rightarrow \infty$, to ensure that $\left\{u_{\varepsilon_{j}}\right\}$ converges weakly to $u(t, x)$ in $L^{2}\left([0, T], H^{s}(\mathbb{R})\right)$ and $\left\{u_{\varepsilon_{j} t}\right\}$ converges weakly to $u_{t}(t, x)$ in $L^{2}\left([0, T], H^{s-1}(\mathbb{R})\right)$.

Furthermore, for an arbitrary constant $C_{1}>0$, we know that $\left\{u_{\varepsilon_{j}}\right\}$ converges strongly to $u(t, x)$ in $L^{2}\left([0, T], H^{r}\left(-C_{1}, C_{1}\right)\right)$ and $\left\{u_{\varepsilon_{j} t}\right\}$ converges strongly to $u_{t}(t, x)$ in $L^{2}\left([0, T], H^{r_{1}}\left(-C_{1}, C_{1}\right)\right)$.

For every $g(t, x) \in C_{0}^{\infty}([0, T] \times \mathbb{R})$, using (4.2) and integration by parts, we get

$$
\begin{align*}
& \int_{0}^{T} \int_{\mathbb{R}} u_{t} g d x d t+\int_{0}^{T} \int_{\mathbb{R}}\left(u_{t} g_{x x}\right) d x d t \\
& =\int_{0}^{T} \int_{\mathbb{R}}\left(-4 u u_{x}+2 \alpha u_{x}^{2}+2 \alpha u u_{x x}+6 \alpha^{2} u_{x} u_{x x}+2 \alpha^{2} u u_{x x x}\right) g d x d t \\
& =\int_{0}^{T} \int_{\mathbb{R}}\left(2 u^{2} g_{x}+\alpha u^{2} g_{x x}-\alpha^{2} u^{2} g_{x x x}\right) d x d t . \tag{4.44}
\end{align*}
$$

The proof is completed.

## CHAPTER 5

## Local weak and strong solutions to a nonlinear Camassa-Holm type equation

## with cubic nonlinearities

In this chapter, we study a Camassa-Holm type model with quasi-local higher symmetries and cubic nonlinearity. Approximation techniques are employed to establish the well-posedness of local strong solutions for the equation in $H^{s}(\mathbb{R})$ associated with index $s>\frac{3}{2}$. For initial value $u_{0}(x) \in H^{s_{0}}(\mathbb{R})\left(1 \leq s_{0} \leq \frac{3}{2}\right)$, we prove that the equation has local weak solutions.

### 5.1 General

Novikov [87] derived many models which are called the generalizations of the Camassa-Holm type models. One of the generalized models with cubic nonlinearities takes the form

$$
\begin{equation*}
u_{t}-\alpha^{2} u_{t x x}=\left(1+\alpha \frac{\partial}{\partial x}\right)\left(\alpha u^{2} u_{x x}+\alpha u u_{x}^{2}-2 u^{2} u_{x}\right), \tag{5.1}
\end{equation*}
$$

where $\alpha \neq 0$ (see Theorem 5 in [87]).
Eq.(5.1) is related to the Camassa-Holm type equations. Intensive research
has been made to investigate the classical Camassa-Holm model and its generalizations as reviewed in section 2.2.

Motivated by the work in Li and Olver [66] in which the uniqueness and existence of local strong solutions and the existence of local weak solutions for an integral non-linear dispersive wave equation are considered, the purpose of this chapter is to investigate Eq.(5.1). Imposing some assumptions on the initial data and the coefficient $\alpha$ in Eq.(5.1), several dynamical properties such as the existence of local weak solutions, the uniqueness and existence of local strong solutions have been found.

In section 5.2, we prove that Eq.(5.1) has local weak solutions if we impose certain restrictions on the initial value. In section 5.3, local strong solution to Eq.(5.1) is considered.

For conciseness in this chapter, we let $c$ represent an arbitrary positive constant independent of the parameter $\varepsilon$ unless we clearly state.

### 5.2 Local weak solutions

By calculation, we get the Cauchy problem for Eq.(5.1) as follows

$$
\left\{\begin{array}{l}
u_{t}-\alpha^{2} u_{t x x}=\left(1+\alpha \frac{\partial}{\partial x}\right)\left(\alpha u^{2} u_{x x}+\alpha u u_{x}^{2}-2 u^{2} u_{x}\right)  \tag{5.2}\\
=-\frac{2}{3}\left(u^{3}\right)_{x}-\frac{\alpha}{3}\left(u^{3}\right)_{x x}-\alpha u u_{x}^{2}+\frac{\alpha^{2}}{3}\left(u^{3}\right)_{x x x}-\alpha^{2}\left(u u_{x}^{2}\right)_{x} \\
u(0, x)=u_{0}(x)
\end{array}\right.
$$

We summarize the result about the local weak solutions for problem (5.2) below.

Theorem 5.1. Let $1 \leq s \leq \frac{3}{2},|\alpha|>\frac{\sqrt{2}}{2}, u_{0}(x) \in H^{s}(\mathbb{R})$ and $\left\|u_{0 x}\right\|_{L^{\infty}}<\infty$. There is a $T>0$ guaranteeing that system (5.2) admits at least one weak solution $u(t, x) \in L^{2}\left([0, T], H^{s}(\mathbb{R})\right)$. Moreover, $u_{x} \in L^{\infty}([0, T] \times \mathbb{R})$.

To prove Theorem 5.1, the following approximation problem needs to be handled

$$
\left\{\begin{array}{l}
u_{t}-\alpha^{2} u_{t x x}+\varepsilon u_{t x x x x}  \tag{5.3}\\
=-\frac{2}{3}\left(u^{3}\right)_{x}-\frac{\alpha}{3}\left(u^{3}\right)_{x x}-\alpha u u_{x}^{2}+\frac{\alpha^{2}}{3}\left(u^{3}\right)_{x x x}-\alpha^{2}\left(u u_{x}^{2}\right)_{x} \\
u(0, x)=u_{0}(x)
\end{array}\right.
$$

where $|\alpha|>\frac{\sqrt{2}}{2}$ and $0<\varepsilon<\min \left(\frac{1}{4}, \alpha^{2}-\frac{1}{2}\right)$. It is clear that the solution of system (5.3) depends on the parameter $\varepsilon$. For conciseness, we write $u(t, x)=u_{\varepsilon}(t, x)$.

Before proving Theorem 5.1, several Lemmas are required.

Lemma 5.2. Assume $s>\frac{3}{2}$ and $u_{0}(x) \in H^{s}(\mathbb{R})$. Then problem (5.3) has a unique solution $u(t, x)=u_{\varepsilon}(t, x) \in C\left([0, T] ; H^{s}(\mathbb{R})\right)$ where $T>0$ depends on $\left\|u_{0}\right\|_{H^{s}(\mathbb{R})}$.

Proof. Defining the inverse operator $X=\left(1-\alpha^{2} \partial_{x}^{2}+\varepsilon \partial_{x}^{4}\right)^{-1}$, we get that the operator $X: H^{s} \rightarrow H^{s+4}$ is linear and bounded. Let

$$
\begin{equation*}
P_{u}(t, x)=-\frac{2}{3}\left(u^{3}\right)_{x}-\frac{\alpha}{3}\left(u^{3}\right)_{x x}-\alpha u u_{x}^{2}+\frac{\alpha^{2}}{3}\left(u^{3}\right)_{x x x}-\alpha^{2}\left(u u_{x}^{2}\right)_{x} . \tag{5.4}
\end{equation*}
$$

We utilize the operator $X$ to multiply the first equation of system (5.3). Subsequently, integrating the obtained equation about variable $t$ gives rise to

$$
\begin{equation*}
u(t, x)=u_{0}(x)+\int_{0}^{t} X P_{u}(\tau, x) d \tau, \quad t \in[0, T) . \tag{5.5}
\end{equation*}
$$

We discuss the operator

$$
A u(t, x)=u_{0}(x)+\int_{0}^{t} X P_{u}(\tau, x) d \tau
$$

We let $u$ and $v$ be the elements in the closed ball $K_{M_{0}}(0)$ where $M_{0}$ is the radius of the ball and $K_{M_{0}}(0) \subset C\left([0, T] ; H^{s}(\mathbb{R})\right)$. Employing the multiplying property of the space $H^{\delta}(\mathbb{R})\left(\delta>\frac{1}{2}\right)$, we obtain the estimate

$$
\begin{align*}
& \left\|\int_{0}^{t} X P_{u}(t, x) d t-\int_{0}^{t} X P_{v}(t, x) d t\right\|_{H^{s}} \\
& \leq c T\left[\sup _{0 \leq t \leq T}\left\|\left(u^{3}\right)_{x}-\left(v^{3}\right)_{x}\right\|_{H^{s-4}}+\sup _{0 \leq t \leq T}\left\|\left(u^{3}\right)_{x x}-\left(v^{3}\right)_{x x}\right\|_{H^{s-4}}\right. \\
& \quad+\sup _{0 \leq t \leq T}\left\|u u_{x}^{2}-v v_{x}^{2}\right\|_{H^{s-4}}+\sup _{0 \leq t \leq T}\left\|\left(u^{3}\right)_{x x x}-\left(v^{3}\right)_{x x x}\right\|_{H^{s-4}} \\
& \left.\quad \quad+\sup _{0 \leq t \leq T}\left\|\left(u u_{x}^{2}\right)_{x}-\left(v v_{x}^{2}\right)_{x}\right\|_{H^{s-4}}\right] \\
& \leq C_{0} T\left[\sup _{0 \leq t \leq T}\left\|u^{3}-v^{3}\right\|_{H^{s}}+\sup _{0 \leq t \leq T}\left\|u^{3}-v^{3}\right\|_{H^{s-2}}\right. \\
& \quad+\sup _{0 \leq t \leq T}\left\|u u_{x}^{2}-v v_{x}^{2}\right\|_{H^{s-4}}+\sup _{0 \leq t \leq T}\left\|u^{3}-v^{3}\right\|_{H^{s-1}} \\
& \left.\quad \quad+\sup _{0 \leq t \leq T}\left\|u u_{x}^{2}-v v_{x}^{2}\right\|_{H^{s-3}}\right] \tag{5.6}
\end{align*}
$$

where the constant $C_{0}>0$ may depend on the parameter $\varepsilon$.
Since

$$
\begin{align*}
& \left\|u u_{x}^{2}-v v_{x}^{2}\right\|_{H^{s-4}} \leq c\left\|u u_{x}^{2}-v v_{x}^{2}\right\|_{H^{s-3}} \\
& \leq c\left\|u u_{x}^{2}-v u_{x}^{2}+v u_{x}^{2}-v v_{x}^{2}\right\|_{H^{s-3}} \\
& \leq c M_{0}^{2}\|u-v\|_{H^{s}}, \tag{5.7}
\end{align*}
$$

from (5.6) and (5.7), we get

$$
\begin{equation*}
\|A u-A v\|_{H^{s}} \leq C_{2} M_{0}^{2} T\|u-v\|_{H^{s}} \tag{5.8}
\end{equation*}
$$

Letting $T$ be small enough to satisfy $C_{2} M_{0}^{2} T<1$, we conclude that the operator $A$ is contractive. Making use of (5.8) yields

$$
\begin{equation*}
\|A u\|_{H^{s}} \leq\left\|u_{0}\right\|_{H^{s}}+C_{2} M_{0}^{2} T\|u\|_{H^{s}} \tag{5.9}
\end{equation*}
$$

We choose $T>0$ enough small to ensure that $C_{2} M_{0}^{3} T+\left\|u_{0}\right\|_{H^{s}}<M_{0}$. Then we recognize that the operator $A$ maps $K_{M_{0}}(0)$ to itself. The contractive mapping principle guarantees that the operator $A$ has a unique fixed point $u(t, x)$ in $K_{M_{0}}(0)$. Thus, we obtain the desired result and finish the proof.

For the index $s>4$, we have

$$
\begin{equation*}
\int_{\mathbb{R}} u\left(u^{3}\right)_{x} d x=0, \quad \int_{\mathbb{R}} u^{2} u_{x} u_{x x} d x=-\int_{\mathbb{R}} u u_{x}^{3} d x \tag{5.10}
\end{equation*}
$$

and

$$
\begin{equation*}
\int_{\mathbb{R}} u \partial_{x}^{3}\left(u^{3}\right) d x=3 \int_{\mathbb{R}} u^{2} u_{x} u_{x x} d x, \quad \int_{\mathbb{R}} u\left(u u_{x}^{2}\right)_{x} d x=-\int_{\mathbb{R}} u u_{x}^{3} d x . \tag{5.11}
\end{equation*}
$$

Using the first equation of problem (5.3), we derive that

$$
\begin{equation*}
\frac{1}{2} \frac{d}{d t} \int_{\mathbb{R}}\left(u^{2}+\alpha^{2} u_{x}^{2}+\varepsilon u_{x x}^{2}\right) d x=0 \tag{5.12}
\end{equation*}
$$

which results in the following conservation law

$$
\begin{align*}
& \int_{\mathbb{R}}\left(u^{2}+\alpha^{2} u_{x}^{2}+\varepsilon u_{x x}^{2}\right) d x \\
& =\int_{\mathbb{R}}\left(u_{0}^{2}+\alpha^{2} u_{0 x}^{2}+\varepsilon u_{0 x x}^{2}\right) d x . \tag{5.13}
\end{align*}
$$

Lemma 5.3. If $s \geq 4, u_{0}(x) \in H^{s}(\mathbb{R})$ and $u(t, x)$ satisfies (5.3), then

$$
\begin{equation*}
\|u\|_{H^{1}} \leq \int_{\mathbb{R}}\left(u_{0}^{2}+u_{0 x}^{2}+\varepsilon u_{0 x x}^{2}\right) d x . \tag{5.14}
\end{equation*}
$$

If $0<r \leq s-1$, there exists a constant $c>0$ such that

$$
\begin{align*}
& \int_{-\infty}^{\infty}\left(\Lambda^{r+1} u\right)^{2} d x \leq \int_{-\infty}^{\infty}\left[\left(\Lambda^{r+1} u_{0}\right)^{2}+\varepsilon\left(\Lambda^{r} u_{0 x x}\right)^{2}\right] d x \\
& +c \int_{0}^{t}\left(\|u\|_{H^{r}}^{2}+\|u\|_{H^{r+1}}^{2}\right)\left(\|u\|_{L^{\infty}}\left\|u_{x}\right\|_{L^{\infty}}+\left\|u_{x}\right\|_{L^{\infty}}^{2}\right) d \tau . \tag{5.15}
\end{align*}
$$

If $|\alpha|>\frac{\sqrt{2}}{2}$ and $0 \leq r \leq s-1$, there exists a constant $c>0$ such that

$$
\begin{equation*}
\left(2 \alpha^{2}-1-2 \varepsilon\right)\left\|u_{t}\right\|_{H^{r}} \leq c\|u\|_{H^{1}}\|u\|_{H^{r+1}}\|u\|_{L^{\infty}} \tag{5.16}
\end{equation*}
$$

Proof. Applying (5.13), we can easily derive (5.14)*.
For the case $r \in(0, s-1]$, we apply $\left(\Lambda^{r} u\right) \Lambda^{r}$ to multiply the first equation of (5.3) and subsequently use integration by parts to the obtained equation. Then, we acquire

$$
\begin{align*}
& \frac{1}{2} \frac{d}{d t} \int_{R}\left[\left(\Lambda^{r} u\right)^{2}+\alpha^{2}\left(\Lambda^{r} u_{x}\right)^{2}+\varepsilon\left(\Lambda^{r} u_{x x}\right)^{2}\right] d x \\
&=-\frac{2}{3} \int_{\mathbb{R}} \Lambda^{r} u \Lambda^{r}\left(u^{3}\right)_{x} d x-\frac{\alpha}{3} \int_{\mathbb{R}} \Lambda^{r} u \Lambda^{r}\left(u^{2}\right)_{x x} d x-\alpha \int_{\mathbb{R}} \Lambda^{r} u \Lambda^{r}\left(u u_{x}^{2}\right) d x \\
& \quad+\frac{\alpha^{2}}{3} \int_{\mathbb{R}} \Lambda^{r} u \Lambda^{r} \partial_{x}^{3}\left(u^{3}\right) d x-\alpha^{2} \int_{\mathbb{R}} \Lambda^{r} u \Lambda^{r}\left(u u_{x}^{2}\right)_{x} d x \\
&= I_{1}+I_{2}+I_{3}+I_{4}+I_{5} . \tag{5.17}
\end{align*}
$$

Recalling the operator $\partial_{x}^{2}=-\Lambda^{2}+1$ and combining the Parseval equality, it holds that

$$
\int_{\mathbb{R}} \Lambda^{r} u \Lambda^{r} \partial_{x}^{3}\left(u^{3}\right) d x=-3 \int_{\mathbb{R}}\left(\Lambda^{r+1} u\right) \Lambda^{r+1}\left(u^{2} u_{x}\right) d x+3 \int_{\mathbb{R}}\left(\Lambda^{r} u\right) \Lambda^{r}\left(u^{2} u_{x}\right) d x
$$

[^0]and
$$
\int_{\mathbb{R}} \Lambda^{r} u \Lambda^{r} \partial_{x}^{2}\left(u^{3}\right) d x=-\int_{\mathbb{R}}\left(\Lambda^{r+1} u\right) \Lambda^{r+1}\left(u^{3}\right) d x+\int_{\mathbb{R}}\left(\Lambda^{r} u\right) \Lambda^{r}\left(u^{3}\right) d x .
$$

Using Lemmas 4.11, we get

$$
\begin{aligned}
& \int_{R}\left(\Lambda^{r} u\right) \Lambda^{r}\left(u^{2} u_{x}\right) d x \\
& \quad=\int_{\mathbb{R}}\left(\Lambda^{r} u\right)\left[\Lambda^{r}\left(u^{2} u_{x}\right)-u^{2} \Lambda^{r} u_{x}\right] d x+\int_{\mathbb{R}}\left(\Lambda^{r} u\right) u^{2} \Lambda^{r} u_{x} d x .
\end{aligned}
$$

Employing Lemma 4.10 and the Cauchy-Schwartz inequality yields

$$
\begin{align*}
& \left|\int_{R}\left(\Lambda^{r} u\right) \Lambda^{r}\left(u^{2} u_{x}\right) d x\right| \\
& \quad \leq c\|u\|_{H^{r}}\left(\|u\|_{H^{r-1}}\|u\|_{L^{\infty}}\left\|u_{x}\right\|_{L^{\infty}}+\|u\|_{H^{r}}\|u\|_{L^{\infty}}\left\|u_{x}\right\|_{L^{\infty}}\right) \\
& \quad \quad+\left\|u_{x}\right\|_{L^{\infty}}\|u\|_{L^{\infty}}\left\|\Lambda^{r} u\right\|_{L^{2}}^{2} \\
& \quad \leq c\|u\|_{H^{r}}^{2}\left\|u_{x}\right\|_{L^{\infty}}\|u\|_{L^{\infty}} . \tag{5.18}
\end{align*}
$$

Similar to the proof of (5.18), we derive that

$$
\begin{equation*}
\left|\int_{R}\left(\Lambda^{r+1} u\right) \Lambda^{r+1}\left(u^{2} u_{x}\right) d x\right| \leq c\|u\|_{L^{\infty}}\left\|u_{x}\right\|_{L^{\infty}}\|u\|_{H^{r+1}}^{2} . \tag{5.19}
\end{equation*}
$$

From (5.18) and (5.19), we have

$$
\begin{equation*}
\left|I_{4}\right| \leq c\left(\|u\|_{H^{r}}^{2}+\|u\|_{H^{r+1}}^{2}\right)\|u\|_{L^{\infty}}\left\|u_{x}\right\|_{L^{\infty}} \tag{5.20}
\end{equation*}
$$

For $I_{5}$, making use of Lemma 4.10 and the Cauchy-Schwartz inequality derives
that

$$
\begin{align*}
\left|I_{5}\right| \leq & \left|\int_{R}\left(\Lambda^{r} u_{x}\right) \Lambda^{r}\left(u u_{x}^{2}\right) d x\right| \\
& \leq\left\|\Lambda^{r} u_{x}\right\|_{L^{2}}\left\|\Lambda^{r}\left(u u_{x}^{2}\right)\right\|_{L^{2}} \\
& \leq c\|u\|_{H^{r+1}}\left(\left\|u_{x}\right\|_{H^{r}}\left\|u u_{x}\right\|_{L^{\infty}}+\left\|u_{x}\right\|_{L^{\infty}}\left\|u u_{x}\right\|_{H^{r}}\right) \\
& \leq c\|u\|_{H^{r+1}}^{2}\left(\|u\|_{L^{\infty}}\left\|u_{x}\right\|_{L^{\infty}}+\left\|u_{x}\right\|_{L^{\infty}}^{2}\right) . \tag{5.21}
\end{align*}
$$

Similarly, for terms $I_{1}, I_{2}$ and $I_{3}$, we have

$$
\begin{equation*}
\left|I_{1}\right|+\left|I_{2}\right|+\left|I_{3}\right| \leq c\left(\|u\|_{H^{r}}^{2}+\|u\|_{H^{r+1}}^{2}\right)\|u\|_{L^{\infty}}\left\|u_{x}\right\|_{L^{\infty}} . \tag{5.22}
\end{equation*}
$$

Applying (5.20)-(5.22), we derive the inequality

$$
\begin{align*}
& \frac{1}{2} \frac{d}{d t} \int_{-\infty}^{\infty}\left[\left(\Lambda^{r} u\right)^{2}+\alpha^{2}\left(\Lambda^{r} u_{x}\right)^{2}+\varepsilon\left(\Lambda^{r} u_{x x}\right)^{2}\right] d x \\
& \quad \leq c\left(\|u\|_{H^{r}}^{2}+\|u\|_{H^{r+1}}^{2}\right)\left(\|u\|_{L^{\infty}}\left\|u_{x}\right\|_{L^{\infty}}+\left\|u_{x}\right\|_{L^{\infty}}^{2}\right), \tag{5.23}
\end{align*}
$$

where $c>0$ depends on $\alpha$. We complete the proof of (5.15).
Noticing $\partial_{x}^{2}=1-\Lambda^{2}$ and applying $\Lambda^{-2}$ to multiply the first equation of system (5.3), we have

$$
\begin{align*}
& \left(\alpha^{2}-\varepsilon\right) u_{t}-\varepsilon u_{t x x}=\Lambda^{-2}\left[-\left(1-\alpha^{2}+\varepsilon\right) u_{t}-\frac{2}{3}\left(u^{3}\right)_{x}-\frac{\alpha}{3}\left(u^{3}\right)_{x x}\right. \\
& \left.-\alpha u u_{x}^{2}+\frac{\alpha^{2}}{3}\left(u^{3}\right)_{x x x}-\alpha^{2}\left(u u_{x}^{2}\right)_{x}\right] \tag{5.24}
\end{align*}
$$

Applying $\left(\Lambda^{r} u_{t}\right) \Lambda^{r}$ on both sides of (5.24) gives rise to

$$
\begin{align*}
& \left(\alpha^{2}-\varepsilon\right) \int_{\mathbb{R}}\left(\Lambda^{r} u_{t}\right)^{2} d x+\varepsilon \int_{\mathbb{R}}\left(\Lambda^{r} u_{x t}\right)^{2} d x \\
& =\int_{\mathbb{R}}\left(\Lambda^{r} u_{t}\right) \Lambda^{r}\left(1-\partial_{x}^{2}\right)^{-1}\left[-\left(1-\alpha^{2}+\varepsilon\right) u_{t}-\frac{2}{3}\left(u^{3}\right)_{x}-\frac{\alpha}{3}\left(u^{3}\right)_{x x}\right. \\
& \left.-\alpha u u_{x}^{2}+\frac{\alpha^{2}}{3}\left(u^{3}\right)_{x x x}-\alpha^{2}\left(u u_{x}^{2}\right)_{x}\right] d x . \tag{5.25}
\end{align*}
$$

Now we estimate the term

$$
\begin{align*}
& \int_{\mathbb{R}}\left(\Lambda^{r} u_{t}\right) \Lambda^{r-2}\left[-\left(1-\alpha^{2}+\varepsilon\right) u_{t}-\frac{2}{3}\left(u^{3}\right)_{x}-\frac{\alpha}{3}\left(u^{3}\right)_{x x}\right. \\
& \left.-\alpha u u_{x}^{2}+\frac{\alpha^{2}}{3}\left(u^{3}\right)_{x x x}-\alpha^{2}\left(u u_{x}^{2}\right)_{x}\right] d x \tag{5.26}
\end{align*}
$$

In fact, it holds that

$$
\begin{align*}
& \left|\int_{\mathbb{R}}\left(\Lambda^{r} u_{t}\right) \Lambda^{r-2}\left[-\left(1-\alpha^{2}+\varepsilon\right) u_{t}-\frac{2}{3}\left(u^{3}\right)_{x}-\frac{\alpha}{3}\left(u^{3}\right)_{x x}-\alpha u u_{x}^{2}\right] d x\right| \\
& \leq\left|1-\alpha^{2}+\varepsilon\right|\left\|u_{t}\right\|_{H^{r}}^{2}+c\left\|u_{t}\right\|_{H^{r}}\|u\|_{H^{r}}\|u\|_{L^{\infty}}^{2} \tag{5.27}
\end{align*}
$$

and

$$
\begin{align*}
& \left|\int_{\mathbb{R}}\left(\Lambda^{r} u_{t}\right)\left(1-\partial_{x}^{2}\right)^{-1} \Lambda^{r}\left(u u_{x}^{2}\right)_{x} d x\right| \\
& \quad \leq c\left\|u_{t}\right\|_{H^{r}}\left(\int_{\mathbb{R}}\left(1+\varsigma^{2}\right)^{r-1}\left[\int_{\mathbb{R}}\left[\widehat{u u_{x}}(\varsigma-\eta) \widehat{u_{x}}(\eta)\right] d \eta\right]^{2} d \varsigma\right)^{\frac{1}{2}} \\
& \quad \leq c\left\|u_{t}\right\|_{H^{r}}\|u\|_{H^{r+1}}\|u\|_{L^{\infty}}\|u\|_{H^{1}} . \tag{5.28}
\end{align*}
$$

We know the identity

$$
\begin{array}{r}
\int\left(\Lambda^{r} u_{t}\right)\left(1-\partial_{x}^{2}\right)^{-1} \Lambda^{r} \partial_{x}^{2}\left(u^{3}\right)_{x} d x=-3 \int\left(\Lambda^{r} u_{t}\right) \Lambda^{r}\left(u^{2} u_{x}\right) d x \\
+3 \int\left(\Lambda^{r} u_{t}\right)\left(1-\partial_{x}^{2}\right)^{-1} \Lambda^{r}\left(u^{2} u_{x}\right) d x \tag{5.29}
\end{array}
$$

From Lemmas 4.10, 4.11, $\|u\|_{L^{\infty}} \leq\|u\|_{H^{1}}$ and

$$
\left\|u^{2} u_{x}\right\|_{H^{r}} \leq c\left\|\left(u^{3}\right)_{x}\right\|_{H^{r}} \leq c\|u\|_{L^{\infty}}^{2}\|u\|_{H^{r+1}}
$$

we have

$$
\begin{align*}
& \left|\int\left(\Lambda^{r} u_{t}\right) \Lambda^{r}\left(u^{2} u_{x}\right) d x\right| \\
& \leq c\left\|u_{t}\right\|_{H^{r}}\left\|u^{2} u_{x}\right\|_{H^{r}} \\
& \leq c\left\|u_{t}\right\|_{H^{r}}\|u\|_{L^{\infty}}\|u\|_{H^{1}}\|u\|_{H^{r+1}} . \tag{5.30}
\end{align*}
$$

Furthermore, we get

$$
\begin{equation*}
\left|\int\left(\Lambda^{r} u_{t}\right)\left(1-\partial_{x}^{2}\right)^{-1} \Lambda^{r}\left(u^{2} u_{x}\right) d x\right| \leq c\left\|u_{t}\right\|_{H^{r}}\|u\|_{L^{\infty}}\|u\|_{H^{1}}\|u\|_{H^{r+1}} . \tag{5.31}
\end{equation*}
$$

Noticing $|\alpha|>\frac{\sqrt{2}}{2}$ and choosing $\varepsilon>0$ sufficiently small, from (5.25)-(5.31), we get that (5.16) holds. The proof is completed.

Assume that $\widehat{\phi_{1}}$ is the Fourier transform of $\phi_{1}$ satisfying $\widehat{\phi_{1}} \in C_{0}^{\infty}(\mathbb{R}), \widehat{\phi_{1}(\eta)} \geq$ 0 , and $\widehat{\phi_{1}(\eta)}=1$ for any arbitrary $\eta \in(-1,1)$. For $s>0$, assume that $u_{0}(x) \in$ $H^{s}(\mathbb{R})$ and $u_{\varepsilon, 0}=u_{0} \star \phi_{\varepsilon}$ is the convolution $u_{0}$ and $\phi_{\varepsilon}(x)=\varepsilon^{-\frac{1}{4}} \phi_{1}\left(\varepsilon^{-\frac{1}{4}} x\right)$. Then $u_{\varepsilon, 0}(x) \in C^{\infty}$. Applying Lemma 5.2, for the small parameter $\varepsilon$ with $0<\varepsilon<$ $\min \left(\frac{1}{4}, \alpha^{2}-\frac{1}{2}\right),|\alpha|>\frac{\sqrt{2}}{2}$, we get that the following Cauchy problem

$$
\left\{\begin{array}{l}
u_{t}-\alpha^{2} u_{t x x}+\varepsilon u_{t x x x x}  \tag{5.32}\\
=-\frac{2}{3}\left(u^{3}\right)_{x}-\frac{\alpha}{3}\left(u^{3}\right)_{x x}-\alpha u u_{x}^{2}+\frac{\alpha^{2}}{3}\left(u^{3}\right)_{x x x}-\alpha^{2}\left[u u_{x}^{2}\right]_{x} \\
u(0, x)=u_{\varepsilon, 0}(x)
\end{array}\right.
$$

possesses a unique solution $u_{\varepsilon}(t, x)$ belonging to $C^{\infty}\left([0, \infty) ; H^{\beta}(\mathbb{R})\right)$ in which $\beta \in[1, \infty)$.

Remark 5.4. If $s \geq 1$, we have

$$
\left\|u_{\varepsilon}\right\|_{L^{\infty}} \leq c\left\|u_{\varepsilon}\right\|_{H^{\frac{1}{2}+}} \leq c\left\|u_{\varepsilon}\right\|_{H^{1}}
$$

where $H^{\frac{1}{2}+}=H^{\frac{1}{2}+\delta}, \delta$ is sufficiently small, and

$$
\left\|u_{\varepsilon}\right\|_{H^{1}}^{2} \leq c \int_{\mathbb{R}}\left(u_{\varepsilon}^{2}+u_{\varepsilon x}^{2}\right) d x
$$

Using Lemma 4.13, we get

$$
\begin{align*}
\left\|u_{\varepsilon}\right\|_{L^{\infty}}^{2} \leq c\left\|u_{\varepsilon}\right\|_{H^{1}}^{2} & \leq c \int_{\mathbb{R}}\left(u_{\varepsilon, 0}^{2}+\left(\frac{\partial u_{\varepsilon, 0}}{\partial x}\right)^{2}+\varepsilon\left(\frac{\partial^{2} u_{\varepsilon, 0}}{\partial x^{2}}\right)^{2}\right) d x \\
& \leq c\left(\left\|u_{\varepsilon, 0}\right\|_{H^{1}}^{2}+\varepsilon\left\|u_{\varepsilon, 0}\right\|_{H^{2}}^{2}\right) \\
& \leq c\left(c+c \varepsilon \times \varepsilon^{\frac{s-2}{2}}\right) \\
& \leq c . \tag{5.33}
\end{align*}
$$

Lemma 5.5. Assume $s \in\left[1, \frac{3}{2}\right], u_{0}(x) \in H^{s}(\mathbb{R}),\left\|u_{0 x}\right\|_{L^{\infty}}<\infty$ and $|\alpha|>\frac{\sqrt{2}}{2}$. If $u_{\varepsilon}$ is the solution of problem (5.32), then

$$
\left\|u_{\varepsilon x}\right\|_{L^{\infty}} \leq c, \quad t \in[0, T]
$$

where both $c>0$ and $T>0$ are independent of $\varepsilon$.

Proof. For simplicity, we use notation $u=u_{\varepsilon}(t, x)$ and differentiate Eq.(5.24)
about $x$. Then

$$
\begin{align*}
& \left(\alpha^{2}-\varepsilon\right) u_{t x}-\varepsilon u_{t x x x}=\frac{\alpha}{3}\left(u^{3}\right)_{x}-\frac{\alpha^{2}}{3}\left(u^{3}\right)_{x x}+\alpha^{2}\left(u u_{x}^{2}\right)+\frac{2-\alpha^{2}}{3} u^{3} \\
& +\Lambda^{-2}\left[-\left(1-\alpha^{2}+\varepsilon\right) u_{t x}-\frac{2-\alpha^{2}}{3} u^{3}-\frac{\alpha}{3}\left(u^{3}\right)_{x}-\alpha\left(u u_{x}^{2}\right)_{x}-\alpha^{2} u u_{x}^{2}\right] . \tag{5.34}
\end{align*}
$$

Set

$$
\begin{equation*}
G=\Lambda^{-2}\left[-\left(1-\alpha^{2}+\varepsilon\right) u_{t x}-\frac{2-\alpha^{2}}{3} u^{3}-\frac{\alpha}{3}\left(u^{3}\right)_{x}-\alpha\left(u u_{x}^{2}\right)_{x}-\alpha^{2} u u_{x}^{2}\right] . \tag{5.35}
\end{equation*}
$$

Letting $p$ be an integer, using the identity

$$
\begin{equation*}
\int_{\mathbb{R}} u^{2} u_{x}^{2 p+1} u_{x x} d x=-\frac{1}{p+1} \int_{\mathbb{R}} u u_{x}^{2 p+3} d x \tag{5.36}
\end{equation*}
$$

and multiplying (5.34) by $\left(u_{x}\right)^{2 p+1}$, we have

$$
\begin{align*}
& \frac{\alpha^{2}-\varepsilon}{2 p+2} \frac{d}{d t} \int_{\mathbb{R}}\left(u_{x}\right)^{2 p+2} d x-\varepsilon \int_{\mathbb{R}}\left(u_{x}\right)^{2 p+1} u_{x x x t} d x+\alpha^{2} \frac{p}{p+1} \int_{\mathbb{R}} u\left(u_{x}\right)^{2 p+3} d x \\
& =\int_{\mathbb{R}}\left(u_{x}\right)^{2 p+1}\left[\frac{2-\alpha^{2}}{3} u^{3}+\frac{\alpha}{3}\left(u^{3}\right)_{x}\right] d x+\int_{\mathbb{R}}\left(u_{x}\right)^{2 p+1} \times G d x \tag{5.37}
\end{align*}
$$

Making use of Hölder's inequality produces the inequality

$$
\begin{align*}
& \left(\frac{\alpha^{2}-\varepsilon}{2 p+2}\right) \frac{d}{d t} \int_{-\infty}^{\infty}\left(u_{x}\right)^{2 p+2} d x \\
& \quad \leq\left\{\varepsilon\left(\int_{\mathbb{R}}\left|u_{t x x x}\right|^{2 p+2} d x\right)^{\frac{1}{2 p+2}}+\int_{\mathbb{R}}\left|\frac{2-\alpha^{2}}{3} u^{3}+\frac{\alpha}{3}\left(u^{3}\right)_{x}\right| d x\right. \\
& \left.+\left(\int_{\mathbb{R}}|G|^{2 p+2} d x\right)^{\frac{1}{2 p+2}}\right\}\left(\int_{\mathbb{R}}\left|u_{x}\right|^{2 p+2} d x\right) \\
& \quad+\frac{p}{p+1} \alpha^{2}\|u\|_{L^{\infty}}\left\|u_{x}\right\|_{L^{\infty}} \int_{\mathbb{R}}\left|u_{x}\right|^{2 p+1} d x, \tag{5.38}
\end{align*}
$$

which is equivalent to

$$
\begin{align*}
& \left(\alpha^{2}-\varepsilon\right) \frac{d}{d t}\left(\int_{-\infty}^{\infty}\left(u_{x}\right)^{2 p+2} d x\right)^{\frac{1}{2 p+2}} \\
& \quad \leq \varepsilon\left(\int_{\mathbb{R}}\left|u_{t x x x}\right|^{2 p+2} d x\right)^{\frac{1}{2 p+2}}+\left(\int_{\mathbb{R}}\left|\frac{2-\alpha^{2}}{3} u^{3}+\frac{\alpha}{3}\left(u^{3}\right)_{x}\right|^{2 p+2} d x\right)^{\frac{1}{2 p+2}} \\
& \quad+\left(\int_{\mathbb{R}}|G|^{2 p+2} d x\right)^{\frac{1}{2 p+2}}+\frac{p}{p+1} \alpha^{2}\|u\|_{L^{\infty}}\left\|u_{x}\right\|_{L^{\infty}}\left(\int_{\mathbb{R}}\left|u_{x}\right|^{2 p+1} d x\right)^{\frac{1}{2 p+2}} \tag{5.39}
\end{align*}
$$

We know $\|h\|_{L^{p} \rightarrow}\|h\|_{L^{\infty}}(p \rightarrow \infty)$ if $h \in L^{\infty} \cap L^{2}$. From (5.39) and sending $p \rightarrow \infty$, we derive that

$$
\begin{align*}
& \left(\alpha^{2}-\varepsilon\right)\left\|u_{x}\right\|_{L^{\infty}} \leq\left(\alpha^{2}-\varepsilon\right)\left\|u_{0 x}\right\|_{L^{\infty}} \\
& \quad+c \int_{0}^{t}\left[\varepsilon\left\|u_{t x x x}\right\|_{L^{\infty}}+\|u\|_{L^{\infty}}^{2}\left\|u_{x}\right\|_{L^{\infty}}\right. \\
& \left.\quad+\|u\|_{L^{\infty}}^{3}+\|G\|_{L^{\infty}}+\|u\|_{L^{\infty}}\left\|u_{x}\right\|_{L^{\infty}}^{2}\right] d \tau \tag{5.40}
\end{align*}
$$

For sufficiently small $\rho>0$, we have

$$
\begin{align*}
& \|G\|_{L^{\infty}} \leq c\|G\|_{H^{\frac{1}{2}+\rho}} \\
& =\| \Lambda^{-2}\left[-\left(1-\alpha^{2}+\varepsilon\right) u_{t x}-\frac{2-\alpha^{2}}{3} u^{3}-\frac{\alpha}{3}\left(u^{3}\right)_{x}\right. \\
& \left.\quad-\alpha\left(u u_{x}^{2}\right)_{x}-\alpha^{2} u u_{x}^{2}\right] \|_{H^{\frac{1}{2}+\rho}} \\
& \leq c\left(\left\|u_{t}\right\|_{L^{2}(\mathbb{R})}+\|u\|_{H^{1}(\mathbb{R})}^{3}+\|u\|_{H^{1}(\mathbb{R})}^{2}\left\|u_{x}\right\|_{L^{\infty}}\right) . \tag{5.41}
\end{align*}
$$

Using (5.16), (5.33) and (5.41), we derive that

$$
\begin{equation*}
\int_{0}^{t}\|G\|_{L^{\infty}} d \tau \leq c\left[1+\int_{0}^{t}\left(1+\left\|u_{x}\right\|_{L^{\infty}}\right) d \tau\right] \tag{5.42}
\end{equation*}
$$

Besides, for any fixed $r_{1} \in\left(\frac{1}{2}, 1\right)$, using the Sobolev embedding lemma, we have

$$
\begin{equation*}
\left\|u_{t x x x}\right\|_{L^{\infty}} \leq C_{r_{1}}\left\|u_{t x x x}\right\|_{H^{r_{1}}} \leq C_{r_{1}}\left\|u_{t}\right\|_{H^{r_{1}+3}} \tag{5.43}
\end{equation*}
$$

where $C_{r_{1}}$ only depends on $r_{1}$. From (5.15), (5.33) and (5.43), we get

$$
\begin{equation*}
\left\|u_{t x x x}\right\|_{L^{\infty}} \leq c\|u\|_{H^{r_{1}+4}}\left(1+\left\|u_{x}\right\|_{L^{\infty}}+\left\|u_{x}\right\|_{L^{\infty}}^{2}\right) . \tag{5.44}
\end{equation*}
$$

Letting $r=r_{1}+3, u=u_{\varepsilon}$ and utilizing the Gronwall's inequality to (5.15), from (5.33), we derive that

$$
\begin{align*}
&\|u\|_{H^{r_{1}+4}}^{2} \leq\left(\int_{\mathbb{R}}\left(\Lambda^{r_{1}+4} u_{0}\right)^{2}+\varepsilon\left(\Lambda^{r_{1}+3} u_{0 x x}\right)^{2}\right) \\
& \times e^{\left[c \int_{0}^{t}\left(1+\left\|u_{x}\right\|_{\left.L^{\infty}+\left\|u_{x}\right\|_{L \infty}\right)}^{2}\right) d \tau\right]} . \tag{5.45}
\end{align*}
$$

From Lemma 5.3 and (5.45), we obtain

$$
\begin{array}{r}
\left\|u_{t x x x}\right\|_{L^{\infty}} \leq c \varepsilon^{\frac{s-r_{1}-4}{4}}\left(1+\left\|u_{x}\right\|_{L^{\infty}}\right) \\
\times e^{\left[c c_{0}^{t}\left(1+\left\|u_{x}\right\|_{L^{\infty}}+\left\|u_{x}\right\|_{L^{\infty}}^{2}\right) d \tau\right]} . \tag{5.46}
\end{array}
$$

For sufficiently small $\varepsilon>0$, from (5.40),(5.42) and (5.46), we get

$$
\begin{align*}
& \left\|u_{x}\right\|_{L^{\infty}} \leq\left\|u_{0 x}\right\|_{L^{\infty}} \\
& +c \int_{0}^{t}\left[\varepsilon^{\frac{s-r_{1}}{4}}\left(1+\left\|u_{x}\right\|_{L^{\infty}}\right) e^{\left[c \int_{0}^{\tau}\left(1+\left\|u_{x}\right\|_{\left.L^{\infty}\right)}^{2}\right) d \varrho\right]}\right. \\
& \left.\quad+1+\left\|u_{x}\right\|_{L^{\infty}}^{2}\right] d \tau . \tag{5.47}
\end{align*}
$$

Making use of the contractive mapping principle, we get that there must exist
$T>0$ to guarantee that the following equation

$$
\begin{aligned}
& \|K\|_{L^{\infty}}=\left\|u_{0 x}\right\|_{L^{\infty}} \\
& \quad+c \int_{0}^{t}\left[\varepsilon^{\frac{s-r_{1}}{4}}\left(1+\|K\|_{L^{\infty}}\right) e^{\left[c c_{0}^{\tau}\left(1+\|K\|_{L^{\infty}}^{2}\right) d e\right]}\right. \\
& \left.+1+\|K\|_{L^{\infty}}^{2}\right] d \tau
\end{aligned}
$$

admits a unique solution $K(t) \in C[0, T]$. We cite the results from $[66]$ and derive that there must have two constants $c>0$ and $T>0$, which do not depend on $\varepsilon$ and $\left\|u_{x}(t, x)\right\|_{L^{\infty}} \leq K(t) \leq c$ for every $t \in[0, T]$. The proof is completed.

## Proof of Theorem 5.1.

Assume that $u_{\varepsilon}$ is the solution of problem (5.32). Making use of Lemmas 5.3 and 5.5 , (5.15), (5.16), Gronwall's inequality and the notation $u_{\varepsilon}=u$, we have the conclusions

$$
\begin{equation*}
\left\|u_{\varepsilon}\right\|_{H^{r}} \leq\left\|u_{\varepsilon}\right\|_{H^{r+1}} \leq c e^{c \int_{0}^{t}\left(1+\left\|u_{x}\right\|_{L^{\infty}++\left\|u_{x}\right\|_{L}^{2} \infty}^{2}\right) d \tau} \leq c \tag{5.48}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\|u_{\varepsilon t}\right\|_{H^{r_{1}}} \leq c\|u\|_{H^{1}}\|u\|_{H^{r_{1}+1}}\left\|u_{x}\right\|_{L^{\infty}} \leq c, \tag{5.49}
\end{equation*}
$$

where $t \in[0, T)$ and $r_{1} \in(0, s-1], r \in(0, s]$.
Applying Aubin's compactness theorem, (5.48) and (5.49), we derive that there exists a subsequence of $\left\{u_{\varepsilon}\right\}$, represented by $\left\{u_{\varepsilon_{j}}\right\}, \quad \varepsilon_{j} \rightarrow 0$ when $j \rightarrow \infty$, to ensure that $\left\{u_{\varepsilon_{j}}\right\}$ converges weakly to $u(t, x)$ in $L^{2}\left([0, T], H^{s}(\mathbb{R})\right)$ and its time derivative $\left\{u_{\varepsilon_{j} t}\right\}$ converges weakly to a function $u_{t}(t, x)$ in $L^{2}\left([0, T], H^{s-1}(\mathbb{R})\right)$. In addition, for every constant $C_{1}>0$, we know that $\left\{u_{\varepsilon_{j}}\right\}$ converges strongly to $u(t, x)$ in $L^{2}\left([0, T], H^{r}\left(-C_{1}, C_{1}\right)\right)$ and $\left\{u_{\varepsilon_{j} t}\right\}$ converges strongly to $u_{t}(t, x)$ in
$L^{2}\left([0, T], H^{r_{1}}\left(-C_{1}, C_{1}\right)\right)$.
Using the conclusion in Lemma 5.5, we obtain that $\left\{u_{\varepsilon_{j} x}\right\}\left(\varepsilon_{j} \rightarrow 0\right)$ is bounded in $L^{\infty}(\mathbb{R})$. For any $r_{1} \in[0, s-1)$, it is derived that the sequences $\left\{u_{\varepsilon_{j} x}\right\}$ and $\left\{u_{\varepsilon_{j} x}^{2}\right\}$ converge weakly to $u_{x}$ and $u_{x}^{2}$ in $L^{2}[0, T], H^{r_{1}}\left(-C_{1}, C_{1}\right)$, respectively. Using integration by parts, from problem (5.3), we have

$$
\begin{aligned}
& \left.\int_{0}^{T} \int_{\mathbb{R}}\left(u_{t} g\right) d x d t-\int_{0}^{T} \int_{\mathbb{R}} u_{t} g_{x x}\right) d x d t=\int_{0}^{T} \int_{\mathbb{R}}\left[-\frac{2}{3} u^{3} g_{x}-\frac{\alpha}{3} u^{3} g_{x}\right. \\
& \left.\quad-\alpha u u_{x}^{2} g-\frac{\alpha^{2}}{3} u^{3} g_{x x x}+\alpha^{2} u u_{x}^{2} g_{x}\right] d x d t,
\end{aligned}
$$

where $g \in C_{0}^{\infty}$ and $u(0, x)=u_{0}(x)$. Since $\left\{u_{\varepsilon_{j} x}\right\}$ is a bounded sequence in $L^{\infty}([0, T] \times \mathbb{R})$ and the Banach space $L^{1}([0, T] \times \mathbb{R})$ is separable, we conclude that there must exist a subsequence of $\left\{u_{\varepsilon_{j} x}\right\}$, still represented by $\left\{u_{\varepsilon_{j} x}\right\}$, weakly star converges to a function $U(t, x)$ in $L^{\infty}([0, T] \times \mathbb{R})$. Using the fact that $\left\{u_{\varepsilon_{j} x}\right\}$ converges weakly to $u_{x}$ in the space $L^{2}([0, T] \times \mathbb{R})$, we obtain $u_{x}=U(x)$ almost everywhere. Furthermore, we acquire $u_{x} \in L^{\infty}([0, T] \times \mathbb{R})$. The proof is completed.

### 5.3 Local strong solutions

Here we use the ideas presented in [66] to handle the well-posedness for Eq.(5.1). We give the conclusion.

Theorem 5.6. Let $|\alpha|>\frac{\sqrt{2}}{2}, s>\frac{3}{2}$ and $u_{0}(x) \in H^{s}(\mathbb{R})$. Then there exists a $T>0$, which depends on $\left\|u_{0}\right\|_{H^{s}}$, to guarantee that (5.2) has a unique solution u satisfying

$$
u(t, x) \in C\left([0, T] ; H^{s}(\mathbb{R})\right) \cap C^{1}\left([0, T] ; H^{s-1}(\mathbb{R})\right)
$$

Lemma 5.7 ( [66]). If functions $v_{1}$ and $v_{2}$ are in $H^{r+1} \cap\left\{\left\|\frac{\partial v_{1}(x)}{\partial x}\right\|_{L^{\infty}}<\infty\right\}$, then

$$
\left|\int_{\mathbb{R}} \Lambda^{r} v_{1} \Lambda^{r}\left(v_{1} v_{2}\right)_{x} d x\right| \leq\left\{\begin{array}{l}
c_{q}\left\|v_{1}\right\|_{H^{r}}^{2}\left\|v_{2}\right\|_{H^{r+1}}, \quad r \in\left(\frac{1}{2}, 1\right]  \tag{5.50}\\
c_{q}\left(\left\|v_{1}\right\|_{H^{r}}\left\|v_{1}\right\|_{L_{\infty}}\left\|v_{2}\right\|_{H^{r+1}}\right. \\
+\left\|\frac{\partial v_{2}}{\partial x}\right\|_{L_{\infty}}\left\|v_{1}\right\|_{H^{r}}^{2} \\
\left.+\left\|v_{1}\right\|_{H^{r}}\left\|\frac{\partial v_{1}}{\partial x}\right\|_{L_{\infty}}\left\|v_{2}\right\|_{H^{r}}\right) \\
r \in(0, \infty)
\end{array}\right.
$$

Lemma 5.8 ( $[66])$. Assume $s>\frac{3}{2}, u_{0} \in H^{s}(\mathbb{R})$ and let the solution $u_{\varepsilon}(t, x)$ satisfy system (5.32). Then it holds that

$$
\begin{align*}
& \left\|u_{\varepsilon}\right\|_{H^{s}} \leq M e^{c t},  \tag{5.51}\\
& \left\|u_{\varepsilon}\right\|_{H^{s+k_{1}}} \leq \varepsilon^{-\frac{k_{1}}{4}} M e^{c t}, \quad k_{1}>0  \tag{5.52}\\
& \left\|u_{\varepsilon t}\right\|_{H^{s+k_{1}}} \leq \varepsilon^{-\frac{\left(k_{1}+1\right)}{4}} M e^{c t}, \quad k_{1}>-1, \tag{5.53}
\end{align*}
$$

in which the constants $M>0$ and $c>0$ do not depend on $\varepsilon, t \in[0, T)$, and $\varepsilon$ is small enough.

Lemma 5.9 ([59]). If $u, v \in H^{s}(\mathbb{R}), s>\frac{3}{2}, w=u-v, r>\frac{1}{2}$, then the inequality

$$
\left|\int_{\mathbb{R}} \Lambda^{s} w \Lambda^{s}\left(u^{3}-v^{3}\right)_{x} d x\right| \leq c\left(\|w\|_{H^{s}}\|w\|_{H^{r}}\|v\|_{H^{s+1}}+\|w\|_{H^{s}}^{2}\right)
$$

holds.

Lemma 5.10 ([59]). If $s>\frac{3}{2}$ and $\frac{1}{2}<r<\min \{1, s-1\}$, for functions $f, w$,
the two inequalities

$$
\begin{align*}
& \left|\int_{\mathbb{R}} \Lambda^{r} w \Lambda^{r-2}(w f)_{x} d x\right| \leq c\|w\|_{H^{r}}^{2}\|f\|_{H^{r}},  \tag{5.54}\\
& \left|\int_{\mathbb{R}} \Lambda^{r} w \Lambda^{r-2}\left(w_{x} f_{x}\right)_{x} d x\right| \leq c\|w\|_{H^{r}}^{2}\|f\|_{H^{s}} \tag{5.55}
\end{align*}
$$

hold.

Now, we shall demonstrate that the solution $u_{\varepsilon}$ of problem (5.32) is a Cauchy sequence. Assume that $u_{\varepsilon}$ and $u_{\delta}$ are two solutions of problem (5.32), corresponding to the initial values $u_{\varepsilon, 0}$ and $u_{\delta, 0}$, respectively. Let $w_{0}(x)=u_{\varepsilon, 0}(x)-u_{\delta, 0}(x)$. We assume $0<\varepsilon<\delta<\min \left(\frac{1}{4}, \alpha^{2}-\frac{1}{2}\right),|\alpha|>\frac{\sqrt{2}}{2}$ and set $w=u_{\varepsilon}-u_{\delta}$. Using (5.24) and $\partial_{x}^{2}=1-\Lambda^{2}$, we have

$$
\left\{\begin{array}{l}
\left(\alpha^{2}-\varepsilon\right) w_{t}-\varepsilon w_{t x x}+(\delta-\varepsilon)\left(u_{\delta t}+u_{\delta t x x}\right)  \tag{5.56}\\
\quad=\frac{\alpha}{3}\left(u_{\varepsilon}^{3}-u_{\delta}^{3}\right)-\frac{\alpha^{2}}{3}\left[\left(u_{\varepsilon}^{3}\right)_{x}-\left(u_{\delta}^{3}\right)_{x}\right] \\
+\Lambda^{-2}\left[-\left(1-\alpha^{2}+\varepsilon\right) w_{t}+(\delta-\varepsilon) u_{\delta t}-\frac{2-\alpha^{2}}{3}\left(u_{\varepsilon}^{3}-u_{\delta}^{3}\right)_{x}-\frac{\alpha}{3}\left(u_{\varepsilon}^{3}-v_{\delta}^{3}\right)\right. \\
\left.-\alpha\left(u_{\varepsilon} u_{\varepsilon x}^{2}-u_{\delta} u_{\delta x}^{2}\right)-\alpha^{2}\left(u_{\varepsilon} u_{\varepsilon x}^{2}-u_{\delta} u_{\delta x}^{2}\right)_{x}\right], \\
w(0, x)=w_{0}(x) .
\end{array}\right.
$$

Lemma 5.11. Let $|\alpha|>\frac{\sqrt{2}}{2}, s>\frac{3}{2}$ and $u_{0}(x) \in H^{s}(\mathbb{R})$. Let $u_{\varepsilon}(t, x)$ be the solution of problem (5.32). Then, there must exist a $T>0$ to guarantee that $u_{\varepsilon}(t, x)$ is a Cauchy sequence in the space

$$
C\left([0, T] ; H^{s}(\mathbb{R})\right) \cap C^{1}\left([0, T] ; H^{s-1}(\mathbb{R})\right) .
$$

Proof. Letting $r$ satisfy $\frac{1}{2}<r<\min (1, s-1)$, we apply $\Lambda^{r} w \Lambda^{r}$ to multiply the first equation of problem (5.56). Subsequently, for the obtained equation, using integration by parts about variable $x$, we get

$$
\begin{align*}
& \frac{1}{2} \frac{d}{d t} \int_{\mathbb{R}}\left[\left(\alpha^{2}-\varepsilon\right)\left(\Lambda^{r} w\right)^{2}+\varepsilon\left(\Lambda^{r} w_{x}\right)^{2}\right] d x \\
& =(\varepsilon-\delta) \int_{\mathbb{R}}\left(\Lambda^{r} w\right)\left[\left(\Lambda^{r} u_{\delta t}\right)+\left(\Lambda^{r} u_{\delta x x t}\right)\right] d x-\left(1-\alpha^{2}+\varepsilon\right) \int_{\mathbb{R}} \Lambda^{r} w \Lambda^{r-2} w_{t} d x \\
& +(\delta-\varepsilon) \int_{\mathbb{R}} \Lambda^{r} w \Lambda^{r-2} u_{\delta t} d x \\
& -\frac{\alpha^{2}}{3} \int_{\mathbb{R}}\left(\Lambda^{r} w\right) \Lambda^{r}\left(u_{\varepsilon}^{3}-u_{\delta}^{3}\right)_{x} d x+\frac{\alpha}{3} \int_{\mathbb{R}} \Lambda^{r} w \Lambda^{r}\left(u_{\varepsilon}^{3}-u_{\delta}^{3}\right) d x \\
& +\int_{\mathbb{R}}\left(\Lambda^{r} w\right) \Lambda^{r-2}\left[-\frac{2-\alpha^{2}}{3}\left(u_{\varepsilon}^{3}-u_{\delta}^{3}\right)_{x}\right. \\
& \left.-\frac{\alpha}{3}\left(u_{\varepsilon}^{3}-v_{\delta}^{3}\right)-\alpha\left(u_{\varepsilon} u_{\varepsilon x}^{2}-u_{\delta} u_{\delta x}^{2}\right)-\alpha^{2}\left(u_{\varepsilon} u_{\varepsilon x}^{2}-u_{\delta} u_{\delta x}^{2}\right)_{x}\right] d x \tag{5.57}
\end{align*}
$$

Applying the Schwarz inequality to (5.57) yields

$$
\begin{align*}
& \frac{d}{d t} \int\left[\left(\alpha^{2}-\varepsilon\right)\left(\Lambda^{r} w\right)^{2}+\varepsilon\left(\Lambda^{r} w_{x}\right)^{2}\right] d x \\
& \leq c\left\{\| \Lambda ^ { r } w \| _ { L ^ { 2 } } \left[(\delta-\varepsilon)\left(\left\|\Lambda^{r} u_{\delta t}\right\|_{L^{2}}+\left\|\Lambda^{r} u_{\delta x x t}\right\|_{L^{2}}\right)\right.\right. \\
& \left.+\left|1-\alpha^{2}+\varepsilon\right|\left\|\Lambda^{r-2} w_{t}\right\|_{L^{2}}+(\delta-\varepsilon)\left\|\Lambda^{r-2} u_{\delta t}\right\|_{L^{2}}\right] \\
& +\left|\int_{\mathbb{R}} \Lambda^{r} w \Lambda^{r}\left(u_{\varepsilon}^{3}-u_{\delta}^{3}\right)_{x} d x\right|+\left|\int_{\mathbb{R}} \Lambda^{r} w \Lambda^{r}\left(u_{\varepsilon}^{3}-u_{\delta}^{3}\right) d x\right| \\
& +\left\lvert\, \int_{\mathbb{R}} \Lambda^{r} w \Lambda^{r-2}\left[-\frac{2-\alpha^{2}}{3}\left(u_{\varepsilon}^{3}-u_{\delta}^{3}\right)_{x}\right.\right. \\
& \left.\left.-\frac{\alpha}{3}\left(u_{\varepsilon}^{3}-v_{\delta}^{3}\right)-\alpha\left(u_{\varepsilon} u_{\varepsilon x}^{2}-u_{\delta} u_{\delta x}^{2}\right)-\alpha^{2}\left(u_{\varepsilon} u_{\varepsilon x}^{2}-u_{\delta} u_{\delta x}^{2}\right)_{x}\right] d x \mid\right\} . \tag{5.58}
\end{align*}
$$

Making use of the first inequality in Lemma 5.7 gives rise to

$$
\begin{align*}
& \left|\int_{\mathbb{R}} \Lambda^{r} w \Lambda^{r}\left(u_{\varepsilon}^{3}-u_{\delta}^{3}\right)_{x} d x\right| \\
& =\left|\int_{\mathbb{R}} \Lambda^{r} w \Lambda^{r}(w g)_{x} d x\right| \\
& \leq c\|w\|_{H^{r}}^{2}\|g\|_{H^{r+1}} \tag{5.59}
\end{align*}
$$

and

$$
\begin{align*}
& \left|\int_{\mathbb{R}} \Lambda^{r} w \Lambda^{r}\left(u_{\varepsilon}^{3}-u_{\delta}^{3}\right) d x\right| \\
& =\left|\int_{\mathbb{R}} \Lambda^{r} w \Lambda^{r}(w g) d x\right| \\
& \leq c\|w\|_{H^{r}}^{2}\|g\|_{H^{r}}, \tag{5.60}
\end{align*}
$$

where $g=\sum_{i=0}^{3} u_{\varepsilon}^{3-i} u_{\delta}^{i}$. Furthermore, we have

$$
\begin{align*}
& \left|\int_{\mathbb{R}} \Lambda^{r} w \Lambda^{r-2}\left(u_{\varepsilon}^{3}-u_{\delta}^{3}\right)_{x} d x\right| \\
& =\left|\int_{\mathbb{R}} \Lambda^{r} w \Lambda^{r-2}(w g)_{x} d x\right| \\
& \leq c\|g\|_{H^{r}}\|w\|_{H^{r}}^{2} \tag{5.61}
\end{align*}
$$

and

$$
\begin{align*}
& \left|\int_{\mathbb{R}} \Lambda^{r} w \Lambda^{r-2}\left(u_{\varepsilon}^{3}-u_{\delta}^{3}\right) d x\right| \\
& =\left|\int_{\mathbb{R}} \Lambda^{r} w \Lambda^{r-2}(w g) d x\right| \\
& \leq c\|g\|_{H^{r}}\|w\|_{H^{r}}^{2} . \tag{5.62}
\end{align*}
$$

We know the identity

$$
\begin{equation*}
\left(u_{\varepsilon} u_{\varepsilon x}^{2}-u_{\delta} u_{\delta x}^{2}\right)_{x}=\left[w u_{\varepsilon x}^{2}+u_{\delta} w_{x}\left(u_{\varepsilon x}+u_{\delta x}\right)\right]_{x} . \tag{5.63}
\end{equation*}
$$

Using Lemma 5.10 and the multiplying property of $H^{s_{0}}(\mathbb{R})$ with $s_{0}>\frac{1}{2}$, we
get

$$
\begin{align*}
& \left|\int_{\mathbb{R}} \Lambda^{r} w \Lambda^{r}\left(1-\alpha^{2} \partial_{x}^{2}\right)^{-1}\left[u_{\delta}\left(u_{\varepsilon x}+u_{\delta x}\right) \partial_{x} w\right]_{x} d x\right| \\
& \leq c\left|\int_{\mathbb{R}} \Lambda^{r} w \Lambda^{r-2}\left[u_{\delta}\left(u_{\varepsilon x}+u_{\delta x}\right) \partial_{x} w\right]_{x} d x\right| \\
& \leq c\|w\|_{H^{r}}^{2}\left\|u_{\varepsilon}\right\|_{H^{s}}^{2}, \tag{5.64}
\end{align*}
$$

$$
\begin{align*}
& \left|\int_{\mathbb{R}} \Lambda^{r} w \Lambda^{r}\left(1-\alpha^{2} \partial_{x}^{2}\right)^{-1}\left[w u_{\varepsilon x}^{2}\right]_{x} d x\right| \\
& \leq c\left|\int_{\mathbb{R}} \Lambda^{r} w \Lambda^{r-2}\left[w u_{\varepsilon x}^{2}\right]_{x} d x\right| \\
& \leq c\|w\|_{H^{r}}^{2}\left\|u_{\varepsilon}\right\|_{H^{s}}^{2} . \tag{5.65}
\end{align*}
$$

Similarly, we have

$$
\begin{align*}
& \left|\int_{\mathbb{R}} \Lambda^{r} w \Lambda^{r-2}\left(u_{\varepsilon} u_{\varepsilon x}^{2}-u_{\delta} u_{\delta x}^{2}\right) d x\right| \\
& \leq c\left|\int_{\mathbb{R}} \Lambda^{r} w \Lambda^{r-2}\left(u_{\varepsilon} u_{\varepsilon x}^{2}-u_{\delta} u_{\delta x}^{2}\right) d x\right| \\
& \leq c\|w\|_{H^{r}}^{2}\left\|u_{\varepsilon}\right\|_{H^{s}}^{2} . \tag{5.66}
\end{align*}
$$

We derive the inequality

$$
\begin{align*}
& \left|\int_{\mathbb{R}} \Lambda^{r} w \Lambda^{r-2}\left(u_{\varepsilon}^{3}-u_{\delta}^{3}\right)_{x} d x\right| \\
& =\left|\int_{\mathbb{R}} \Lambda^{r} w \Lambda^{r-2}(w g)_{x} d x\right| \\
& \leq c\|g\|_{H^{r}}\|w\|_{H^{r}}^{2}, \tag{5.67}
\end{align*}
$$

where $g=\sum_{i=0}^{3} u_{\varepsilon}^{3-i} u_{\delta}^{i}$. Making use of the multiplying property of $H^{r}\left(r>\frac{1}{2}\right)$, $r+1<s$ and Lemma 5.8, we get

$$
\|g\|_{H^{r+1}} \leq c, \quad \text { if } \quad t \in(0, \widetilde{T}] .
$$

From Lemma 5.8 and (5.58)-(5.67), we get that there must exist a constant $c$ depending on $\widetilde{T}, t \in[0, \widetilde{T})$, to ensure that the inequality

$$
\begin{equation*}
\frac{d}{d t} \int_{\mathbb{R}}\left[\left(\alpha^{2}-\varepsilon\right)\left(\Lambda^{r} w\right)^{2}+\varepsilon\left(\Lambda^{r} w_{x}\right)^{2}\right] d x \leq c\left(\delta^{\gamma}\|w\|_{H^{r}}+\|w\|_{H^{r}}^{2}\right) \tag{5.68}
\end{equation*}
$$

holds. In (5.68), we let $\gamma=\frac{1+s-r}{4}$ if $s<3+r ; \gamma=1$ if $s \geq 3+r$. From (5.68), we obtain

$$
\begin{align*}
& \|w\|_{H^{r}}^{2}=\int_{\mathbb{R}}\left(\Lambda^{r} w\right)^{2} d x \\
& \quad \leq c_{0} \int_{\mathbb{R}}\left[\left(\alpha^{2}-\varepsilon\right)\left(\Lambda^{r} w\right)^{2}+\varepsilon\left(\Lambda^{r} w\right)^{2}\right] d x \\
& \quad \leq c_{0} \int_{\mathbb{R}}\left[\left(\Lambda^{r} w_{0}\right)^{2}+\varepsilon\left(\Lambda^{r} w_{0 x}\right)^{2}\right] d x+c_{0} \int_{0}^{t}\left(\delta^{\gamma}\|w\|_{H^{r}}+\|w\|_{H^{r}}^{2}\right) d \tau \tag{5.69}
\end{align*}
$$

where $c_{0}$ depends on $\alpha$.
Applying the Gronswall inequality and Lemma 5.8 results in

$$
\begin{equation*}
\|u\|_{H^{r}} \leq c \delta^{\frac{s-r}{4}} e^{c t}+\delta^{\gamma}\left(e^{c t}-1\right) \tag{5.70}
\end{equation*}
$$

for every $t \in[0, \widetilde{T})$.
We now utilize $\Lambda^{s} w \Lambda^{s}$ to multiply the first equation of (5.56). For the obtained equation, we have

$$
\begin{align*}
& \frac{1}{2} \frac{d}{d t} \int_{\mathbb{R}}\left[\left(\alpha^{2}-\varepsilon\right)\left(\Lambda^{s} w\right)^{2}+\varepsilon\left(\Lambda^{s} w_{x}\right)^{2}\right] d x \\
& =(\varepsilon-\delta) \int_{\mathbb{R}}\left(\Lambda^{s} w\right)\left[\left(\Lambda^{s} u_{\delta t}\right)+\left(\Lambda^{s} u_{\delta x x t}\right)\right] d x-\left(1-\alpha^{2}+\varepsilon\right) \int_{\mathbb{R}} \Lambda^{s} w \Lambda^{s-2} w_{t} d x \\
& +(\delta-\varepsilon) \int_{\mathbb{R}} \Lambda^{s} w \Lambda^{s-2} u_{\delta t} d x \\
& -\frac{\alpha^{2}}{3} \int_{\mathbb{R}}\left(\Lambda^{s} w\right) \Lambda^{s}\left(u_{\varepsilon}^{3}-u_{\delta}^{3}\right)_{x} d x+\frac{\alpha}{3} \int_{\mathbb{R}} \Lambda^{s} w \Lambda^{s}\left(u_{\varepsilon}^{3}-u_{\delta}^{3}\right) d x \\
& +\int_{\mathbb{R}}\left(\Lambda^{s} w\right) \Lambda^{s-2}\left[-\frac{2-\alpha^{2}}{3}\left(u_{\varepsilon}^{3}-u_{\delta}^{3}\right)_{x}\right. \\
& \left.-\frac{\alpha}{3}\left(u_{\varepsilon}^{3}-v_{\delta}^{3}\right)-\alpha\left(u_{\varepsilon} u_{\varepsilon x}^{2}-u_{\delta} u_{\delta x}^{2}\right)-\alpha^{2}\left(u_{\varepsilon} u_{\varepsilon x}^{2}-u_{\delta} u_{\delta x}^{2}\right)_{x}\right] d x \tag{5.71}
\end{align*}
$$

Using the Schwarz inequality for (5.71) yields

$$
\begin{align*}
& \frac{d}{d t} \int\left[\left(\alpha^{2}-\varepsilon\right)\left(\Lambda^{s} w\right)^{2}+\varepsilon\left(\Lambda^{s} w_{x}\right)^{2}\right] d x \\
& \leq c\left\{\| \Lambda ^ { s } w \| _ { L ^ { 2 } } \left[(\delta-\varepsilon)\left(\left\|\Lambda^{s} u_{\delta t}\right\|_{L^{2}}+\left\|\Lambda^{s} u_{\delta x x t}\right\|_{L^{2}}\right)\right.\right. \\
& \left.+\left|1-\alpha^{2}+\varepsilon\right|\left\|\Lambda^{s-2} w_{t}\right\|_{L^{2}}+(\delta-\varepsilon)\left\|\Lambda^{s-2} u_{\delta t}\right\|_{L^{2}}\right] \\
& +\left|\int_{\mathbb{R}} \Lambda^{s} w \Lambda^{s}\left(u_{\varepsilon}^{3}-u_{\delta}^{3}\right)_{x} d x\right|+\left|\int_{\mathbb{R}} \Lambda^{s} w \Lambda^{s}\left(u_{\varepsilon}^{3}-u_{\delta}^{3}\right) d x\right| \\
& +\left\lvert\, \int_{\mathbb{R}} \Lambda^{s} w \Lambda^{s-2}\left[-\frac{2-\alpha^{2}}{3}\left(u_{\varepsilon}^{3}-u_{\delta}^{3}\right)_{x}\right.\right. \\
& \left.\left.-\frac{\alpha}{3}\left(u_{\varepsilon}^{3}-v_{\delta}^{3}\right)-\alpha\left(u_{\varepsilon} u_{\varepsilon x}^{2}-u_{\delta} u_{\delta x}^{2}\right)-\alpha^{2}\left(u_{\varepsilon} u_{\varepsilon x}^{2}-u_{\delta} u_{\delta x}^{2}\right)_{x}\right] d x \mid\right\} \tag{5.72}
\end{align*}
$$

Using Lemma 5.9 gives rise to

$$
\begin{equation*}
\left|\int_{\mathbb{R}} \Lambda^{s} w \Lambda^{s-2}\left(u_{\varepsilon}^{3}-u_{\delta}^{3}\right)_{x} d x\right| \leq c_{3}\|g\|_{H^{s}}\|w\|_{H^{s}}^{2} \tag{5.73}
\end{equation*}
$$

where $g=\sum_{i=0}^{3} u_{\varepsilon}^{i} u_{\delta}^{3-i}$.

Applying Lemma 5.9 derives that

$$
\begin{align*}
& \left|\int_{\mathbb{R}} \Lambda^{s} w \Lambda^{s}\left(u_{\varepsilon}^{3}-u_{\delta}^{3}\right)_{x} d x\right| \\
& \leq c\left(\|w\|_{H^{s}}\|w\|_{H^{r}}\left\|u_{\delta}\right\|_{H^{s+1}}+\|w\|_{H^{s}}^{2}\right) \tag{5.74}
\end{align*}
$$

For $s>\frac{3}{2}$, the algebra property of $H^{s_{0}}(\mathbb{R})\left(s_{0}>\frac{1}{2}\right)$ and the Cauchy-Schwartz inequality are used to derive that

$$
\begin{align*}
& \left|\int_{\mathbb{R}} \Lambda^{s} w \Lambda^{s}\left(1-\alpha^{2} \partial_{x}^{2}\right)^{-1}\left[u_{\varepsilon} u_{\varepsilon x}^{2}-u_{\delta} u_{\delta x}^{2}\right]_{x} d x\right| \\
& \leq c\left\|\Lambda^{s} w\right\|_{L^{2}}\left\|\Lambda^{s-2}\left[u_{\varepsilon} u_{\varepsilon x}^{2}-u_{\delta} u_{\delta x}^{2}\right]_{x}\right\|_{L^{2}} \\
& \leq c\|w\|_{H^{s}}\left\|\partial_{x}\left(u_{\varepsilon}\right) \partial_{x} w\right\|_{H^{s-1}} \\
& \leq c\left\|u_{\varepsilon}\right\|_{H^{s}}\|w\|_{H^{s}}^{2},  \tag{5.75}\\
& \left|\int_{\mathbb{R}} \Lambda^{s} w \Lambda^{s}\left(1-\alpha^{2} \partial_{x}^{2}\right)^{-1}\left[u_{\varepsilon} u_{\varepsilon x}^{2}-u_{\delta} u_{\delta x}^{2}\right] d x\right| \\
& \leq c\left\|\Lambda^{s} w\right\|_{L^{2}}\left\|\Lambda^{s-2}\left[u_{\varepsilon} u_{\varepsilon x}^{2}-u_{\delta} u_{\delta x}^{2}\right]\right\|_{L^{2}} \\
& \leq c\|w\|_{H^{s}}\left\|\partial_{x}\left(u_{\varepsilon}\right) \partial_{x} w\right\|_{H^{s-1}} \\
& \leq c\left\|u_{\varepsilon}\right\|_{H^{s}}\|w\|_{H^{s}}^{2} \tag{5.76}
\end{align*}
$$

and

$$
\begin{align*}
& \left|\int_{\mathbb{R}} \Lambda^{s} w \Lambda^{s}\left(1-\alpha^{2} \partial_{x}^{2}\right)^{-1}\left[-\frac{1}{3}\left(u_{\varepsilon}^{3}-u_{\delta}^{3}\right)_{x}-\frac{1}{3 \alpha}\left(u_{\varepsilon}^{3}-u_{\delta}^{3}\right)\right] d x\right| \\
& \leq c\left\|u_{\varepsilon}\right\|_{H^{s}}\|w\|_{H^{s}}^{2} \tag{5.77}
\end{align*}
$$

Applying the bounded property of $\left\|u_{\varepsilon}\right\|_{H^{s}}$ and $\left\|u_{\delta}\right\|_{H^{s}}$ (see Lemma 5.8 and
(5.33)), it follows from (5.70)-(5.77), Lemmas 5.3 and 5.5 that

$$
\begin{align*}
& \frac{d}{d t} \int_{\mathbb{R}}\left[\left(\alpha^{2}-\varepsilon\right)\left(\Lambda^{s} w\right)^{2}+\varepsilon\left(\Lambda^{s} w_{x}\right)^{2}\right] d x \\
& \leq 2 \delta\left(\left\|u_{\delta t}\right\|_{H^{s}}+\left\|u_{\delta x x t}\right\|_{H^{s}}+\left\|\Lambda^{s-2} w_{t}\right\|_{L^{2}}+\left\|\Lambda^{s-2} u_{\delta t}\right\|\right)\|w\|_{H^{s}} \\
& \quad+c\left(\|w\|_{H^{s}}^{2}+\|w\|_{H^{r}}\|w\|_{H^{s}}\left\|u_{\delta}\right\|_{H^{s+1}}\right) \\
& \quad \leq c\left(\delta^{\gamma_{1}}\|w\|_{H^{s}}+\|w\|_{H^{s}}^{2}\right) \tag{5.78}
\end{align*}
$$

where $\gamma_{1}=\min \left(\frac{1}{4}, \frac{s-r-1}{4}\right)>0$ and $c$ does not depend on $\delta$ and $\varepsilon$.
Integrating (5.78) with respect to $t$, we get

$$
\begin{align*}
& \|w\|_{H^{s}}^{2} \leq c \int_{\mathbb{R}}\left[\left(\alpha^{2}-\varepsilon\right)\left(\Lambda^{s} w\right)^{2}+\varepsilon\left(\Lambda^{s} w_{x}\right)^{2}\right] d x \\
& \quad \leq c \int_{\mathbb{R}}\left[\left(\Lambda^{s} w_{0}\right)^{2}+\varepsilon\left(\Lambda^{s} w_{0 x}\right)^{2}\right] d x+c\left(\delta^{\gamma_{1}}\|w\|_{H^{s}}+\|w\|_{H^{s}}^{2}\right) . \tag{5.79}
\end{align*}
$$

Using the Gronwall inequality and (5.79) gives rise to

$$
\begin{align*}
& \|w\|_{H^{s}} \leq\left(c \int_{\mathbb{R}}\left[\left(\Lambda^{s} w_{0}\right)^{2}+\varepsilon\left(\Lambda^{s} w_{0 x}\right)^{2}\right] d x\right)^{\frac{1}{2}} e^{c t}+c \delta^{\gamma_{1}}\left(e^{c t}-1\right) \\
& \quad \leq c_{1}\left(\left\|w_{0}\right\|_{H^{s}}+\delta^{\frac{3}{4}}\right) e^{c t}+c_{1} \delta^{\gamma_{1}}\left(e^{c t}-1\right), \tag{5.80}
\end{align*}
$$

where the constant $c_{1}>0$ is independent of $\varepsilon$ and $\delta$. Therefore, from Lemma 4.13 and (5.80), we obtain

$$
\begin{equation*}
\|w\|_{H^{s}} \rightarrow 0, \quad \text { as } \quad \delta \rightarrow 0, \quad \varepsilon \rightarrow 0 \tag{5.81}
\end{equation*}
$$

Now, we deal with the convergence of $\left\{u_{\varepsilon t}\right\}$. Applying $\Lambda^{s-1} w_{t} \Lambda^{s-1}$ on the first
equation of (5.56) and integrating the obtained equation about $x$, we get

$$
\begin{align*}
& \frac{1}{2} \frac{d}{d t} \int_{\mathbb{R}}\left[\left(\alpha^{2}-\varepsilon\right)\left(\Lambda^{s-1} w\right)^{2}+\varepsilon\left(\Lambda^{s-1} w_{x}\right)^{2}\right] d x \\
&=(\varepsilon-\delta) \int_{\mathbb{R}}\left(\Lambda^{s-1} w\right)\left[\left(\Lambda^{s} u_{\delta t}\right)+\left(\Lambda^{s-1} u_{\delta x x t}\right)\right] d x \\
&-\left(1-\alpha^{2}+\varepsilon\right) \int_{\mathbb{R}} \Lambda^{s} w \Lambda^{s-3} w_{t} d x+(\delta-\varepsilon) \int_{\mathbb{R}} \Lambda^{s-1} w \Lambda^{s-3} u_{\delta t} d x \\
&- \frac{\alpha^{2}}{3} \int_{\mathbb{R}}\left(\Lambda^{s-1} w\right) \Lambda^{s-1}\left(u_{\varepsilon}^{3}-u_{\delta}^{3}\right)_{x} d x+\frac{\alpha}{3} \int_{\mathbb{R}} \Lambda^{s-1} w \Lambda^{s-1}\left(u_{\varepsilon}^{3}-u_{\delta}^{3}\right) d x \\
&+ \int_{\mathbb{R}}\left(\Lambda^{s-1} w\right) \Lambda^{s-3}\left[-\frac{2-\alpha^{2}}{3}\left(u_{\varepsilon}^{3}-u_{\delta}^{3}\right)_{x}\right. \\
&-\left.\frac{\alpha}{3}\left(u_{\varepsilon}^{3}-v_{\delta}^{3}\right)-\alpha\left(u_{\varepsilon} u_{\varepsilon x}^{2}-u_{\delta} u_{\delta x}^{2}\right)-\alpha^{2}\left(u_{\varepsilon} u_{\varepsilon x}^{2}-u_{\delta} u_{\delta x}^{2}\right)_{x}\right] d x . \tag{5.82}
\end{align*}
$$

Using Lemma 5.8 and the Schwartz inequality, by the similar proof of (5.80), we get that there must exist a constant $c>0$, depending on $\widetilde{T}$ and $\alpha$, to ensure that the inequality

$$
\begin{gather*}
\left(\alpha^{2}-\varepsilon\right)\left\|w_{t}\right\|_{H^{s-1}}^{2} \leq c\left(\delta^{\frac{1}{2}}+\|w\|_{H^{s}}+\|w\|_{s-1}\right)\left\|w_{t}\right\|_{H^{s-1}} \\
+\left|1-\alpha^{2}+\varepsilon\right|\left\|w_{t}\right\|_{H^{s-1}}^{2} \tag{5.83}
\end{gather*}
$$

holds.
Therefore, we have

$$
\begin{aligned}
\left\|w_{t}\right\|_{H^{s-1}}^{2} \leq & c\left\|w_{t}\right\|_{H^{s-1}}^{2} \\
& \leq c\left(\delta^{\frac{1}{2}}+\|w\|_{H^{s}}+\|w\|_{H^{s-1}}\right)\left\|w_{t}\right\|_{H^{s-1}}
\end{aligned}
$$

from which we obtain

$$
\begin{equation*}
\left\|w_{t}\right\|_{H^{s-1}} \leq c\left(\delta^{\frac{1}{2}}+\|w\|_{H^{s}}+\|w\|_{H^{s-1}}\right) . \tag{5.84}
\end{equation*}
$$

From (5.81) and (5.84), we get that $w_{t} \rightarrow 0$ as both $\varepsilon \rightarrow 0$ and $\delta \rightarrow 0$ in
$H^{s-1}(\mathbb{R})$. We conclude that $u_{\varepsilon}$ is a Cauchy sequence in the space

$$
C\left([0, T) ; H^{s}(\mathbb{R})\right) \cap C\left([0, T) ; H^{s-1}(\mathbb{R})\right)
$$

The proof of Lemma 5.11 is finished.
Proof of Theorem 5.6. Now we consider the system

$$
\left\{\begin{array}{l}
\left(\alpha^{2}-\varepsilon\right) u_{t}-\varepsilon u_{t x x}=\Lambda^{-2}\left[-\left(1-\alpha^{2}+\varepsilon\right) u_{t}-\frac{2}{3}\left(u^{3}\right)_{x}-\frac{\alpha}{3}\left(u^{3}\right)_{x x}\right.  \tag{5.85}\\
\left.-\alpha u u_{x}^{2}+\frac{\alpha^{2}}{3}\left(u^{3}\right)_{x x x}-\alpha^{2}\left(u u_{x}^{2}\right)_{x}\right] \\
u(0, x)=u_{\varepsilon, 0}(x)
\end{array}\right.
$$

Suppose that the sequence $u_{\varepsilon}$ has the limit $u(t, x)$. Letting $\varepsilon \rightarrow 0$ in problem (5.85) and using Lemma 5.11, we get that $u(t, x)$ satisfies

$$
\left\{\begin{array}{l}
\alpha^{2} u_{t}=\Lambda^{-2}\left[-\left(1-\alpha^{2}\right) u_{t}-\frac{2}{3}\left(u^{3}\right)_{x}-\frac{\alpha}{3}\left(u^{3}\right)_{x x}\right.  \tag{5.86}\\
\left.-\alpha u u_{x}^{2}+\frac{\alpha^{2}}{3}\left(u^{3}\right)_{x x x}-\alpha^{2}\left(u u_{x}^{2}\right)_{x}\right] \\
u(0, x)=u_{\varepsilon, 0}(x)
\end{array}\right.
$$

which means that we have proven the existence of local strong solutions.
Suppose that $v(t, x)$ and $u(t, x)$, belonging to $C\left([0, T) ; H^{s}(\mathbb{R})\right)$, are two solutions of (5.86) which have the same initial value $u_{0}(0, x)$. Setting $w=u-v$, we get that

$$
\left\{\begin{array}{l}
w_{t}=\frac{1}{\alpha^{2}} \Lambda^{-2}\left[-\frac{1}{3}\left(u^{3}-v^{3}\right)_{x}-\frac{1}{3 \alpha}\left(u^{3}-v^{3}\right)\right.  \tag{5.87}\\
\left.-\alpha\left(u u_{x}^{2}-v v_{x}^{2}\right)-\alpha\left(u u_{x}^{2}-v v_{x}^{2}\right)_{x}\right]-\frac{1}{3} \partial_{x}\left(u^{3}-v^{3}\right)+\frac{1}{3 \alpha}\left(u^{3}-v^{3}\right) \\
w(x, 0)=0
\end{array}\right.
$$

For the case $\frac{1}{2}<r<\min \{1, s-1\}$, we apply $\Lambda^{r} w \Lambda^{r}$ on the first equation of
(5.87), and then integrate the obtained equation about $x$ to get

$$
\begin{align*}
& \frac{1}{2} \frac{d}{d t}\|w\|_{H^{r}}^{2}=\frac{1}{\alpha^{2}} \int_{\mathbb{R}}\left(\Lambda^{r} w\right) \Lambda^{r}\left(1-\partial_{x}^{2}\right)^{-1}\left[-\frac{1}{3}\left(u^{3}-v^{3}\right)_{x}-\frac{1}{3 \alpha}\left(u^{3}-v^{3}\right)\right. \\
& \left.-\alpha\left(u u_{x}^{2}-v v_{x}^{2}\right)-\alpha\left(u u_{x}^{2}-v v_{x}^{2}\right)_{x}\right] d x \\
& \left.\quad+\int_{\mathbb{R}} \Lambda^{r} w\right) \Lambda^{r}\left[-\frac{1}{3} \partial_{x}\left(u^{3}-v^{3}\right)+\frac{1}{3 \alpha}\left(u^{3}-v^{3}\right)\right] d x . \tag{5.88}
\end{align*}
$$

Similar to the estimates derived in Lemma 5.11, we obtain

$$
\begin{equation*}
\frac{d}{d t}\|w\|_{H^{r}}^{2} \leq \widetilde{c}\|w\|_{H^{r}}^{2} \tag{5.89}
\end{equation*}
$$

Using the Gronwall inequality gives rise to

$$
\begin{equation*}
\|w\|_{H^{r}}=0, \quad \text { for } \quad t \in[0, \widetilde{T}) . \tag{5.90}
\end{equation*}
$$

The uniqueness is proved. Up to now, we obtain the desired result and finish the proof.

## CHAPTER 6

## Global weak solutions to a nonlinear

## Camassa-Holm type equation with

## quartic nonlinearities

In this chapter, we investigate global weak solutions to a nonlinear Camassa-Holm type equation with quartic nonlinearities. For the initial value $u_{0}(x) \in H^{1}(\mathbb{R})$ and $\left\|\frac{\partial u_{0}}{\partial x}\right\|_{L^{\infty}(\mathbb{R})}<\infty$, it is shown that the nonlinear equation has at least one global weak solution in $C([0, \infty) \times \mathbb{R}) \cap L^{\infty}\left([0, \infty) ; H^{1}(\mathbb{R})\right)$. We do not assume the initial value to satisfy the sign condition. Namely, our assumption is weaker than the sign condition. In previous works, the sign condition about the initial data is required to prove the existence of global weak solutions of the Camassa-Holmtype equations such as the Degasperis-Procesi equation and many generalized Camassa-Holm equations(see [36-38, 76-78]). The key elements for the proof in this chapter include establishing a space-time higher integrability estimate and a super bound estimate on the first order spatial derivative of the solution.

### 6.1 General

The following Camassa-Holm-type equation
$u_{t}-u_{t x x}+(a+1) u^{k} u_{x}=a u^{k-1} u_{x} u_{x x}+u^{k} u_{x x x}, \quad a \in \mathbb{R}, \quad$ integer $\quad k \geq 1(6.1)$
was proposed by Grayshan and Himonas [41]. If $(a, k)=(2,1)$, Eq.(6.1) is the standard Camassa-Holm equation (CH) [19]. If $(a, k)=(3,1)$, Eq.(6.1) reduces to the Degasperis-Procesi equation (DP) [23]. Both the CH and DP models are integrable and possess quadratic nonlinearities and peaked solutions [13]. When $(a, k)=(3,2)$, Eq.(6.1) is turned into the Novikov equation, which is integrable with cubic nonlinearities [87]. In this chapter, we discuss global weak solutions of (6.1) in the case $(a, k)=(4,3)$. Namely, we investigate the following Camassa-Holm-type equation

$$
\begin{equation*}
u_{t}-u_{t x x}+5 u^{3} u_{x}=4 u^{2} u_{x} u_{x x}+u^{3} u_{x x x} . \tag{6.2}
\end{equation*}
$$

Here we mention that without the sign condition on the initial value, the existence of global weak solutions to Eq. (6.2) in $C([0, \infty) \times \mathbb{R}) \cap L^{\infty}\left([0, \infty) ; H^{1}(\mathbb{R})\right)$ has not been established yet (see recent work in $[40,76]$ ).

The approaches in [101] will be employed to prove our main result. After we prove the higher-integrability estimate (see Lemmas 6.3) and the one-sided super bound estimate (see Lemma 6.5), considering the derivative $q_{\varepsilon}=\frac{\partial u_{\varepsilon}(t, x)}{\partial x}$ (see (6.9)), which is only weakly compact, we will prove that $q_{\varepsilon}$ converges strongly. Namely, we will show that this weak convergence is equivalent to strong convergence.

The structure of this chapter is as follows. We provide the main result in section 6.2. Several lemmas about the viscous approximation problem are presented
in section 6.3. In section 6.4, we prove strong compactness of the derivative of the solutions for the approximation problem and give the proof of our main result.

### 6.2 Main results

We write the Cauchy problem for Eq.(6.2) in the form

$$
\left\{\begin{array}{l}
u_{t}-u_{t x x}+5 u^{3} u_{x}=4 u^{2} u_{x} u_{x x}+u^{3} u_{x x x}  \tag{6.3}\\
u(0, x)=u_{0}(x)
\end{array}\right.
$$

Applying the operator $\Lambda^{-2}=\left(1-\frac{\partial^{2}}{\partial x^{2}}\right)^{-1}$ on problem (6.3), we obtain

$$
\left\{\begin{array}{l}
u_{t}+u^{3} u_{x}+\frac{\partial H}{\partial x}=0  \tag{6.4}\\
\frac{\partial H}{\partial x}=\Lambda^{-2}\left[4 u^{3} u_{x}+3 \partial_{x}\left(u^{2} u_{x}^{2}\right)-u^{2} u_{x} u_{x x}\right] \\
u(0, x)=u_{0}(x)
\end{array}\right.
$$

In this chapter, we use the definition of global weak solutions similar to that of Definition 3.1 in chapter 3. Namely, it is defined as the solution $u(t, x)$ that satisfies (6.3) or (6.4) in the sense of distribution and the conditions (i) and (ii) in Definition 3.1 hold. Then, the main conclusion of this chapter is given below. Theorem 6.1. Let $u_{0}(x) \in H^{1}(\mathbb{R})$ and $\left\|u_{0 x}\right\|_{L^{\infty}(\mathbb{R})}<\infty$. Then, there exists at least one global weak solution $u(t, x)$ for problem (6.3) or (6.4) in the sense of distribution. In addition, the following results (a) and (b) hold. (a). For any time $T>0$, there exists a positive constant $C=C\left(\left\|u_{0}\right\|_{H^{1}(\mathbb{R})}, \|\right.$ $\left.u_{0 x} \|_{L^{\infty}(\mathbb{R})}\right)$ to ensure that the one-sided $L^{\infty}$ estimate

$$
\begin{equation*}
\frac{\partial u(t, x)}{\partial x} \leq C(1+t), \quad \text { for } t \in[0, T), x \in \mathbb{R} \tag{6.5}
\end{equation*}
$$

holds.
(b). For any $T>0$, there must exist a positive constant $C=C\left(\left\|u_{0}\right\|_{H^{1}(\mathbb{R})}, \|\right.$ $\left.u_{0 x} \|_{L^{\infty}(\mathbb{R})}\right)$ to guarantee that the space-time-higher integrability inequality

$$
\begin{equation*}
\int_{\mathbb{R}}\left|\frac{\partial u(t, x)}{\partial x}\right|^{6} d x \leq C(1+T) e^{C T}, \quad t \in[0, T) \tag{6.6}
\end{equation*}
$$

holds.

### 6.3 Viscous approximations

Assume $\psi(x)$ be defined in (3.10). we know that $\psi \in C^{\infty}$ has compact set $0 \leq$ $x \leq 1$. Set the smooth function $\psi_{\varepsilon}(x)=\varepsilon^{-\frac{1}{4}} \psi\left(\varepsilon^{-\frac{1}{4}} x\right)$ associated with $0<\varepsilon<\frac{1}{4}$. Let

$$
u_{\varepsilon, 0}=\int_{\mathbb{R}} \psi_{\varepsilon}(x-\varsigma) u_{0}(\varsigma) d \varsigma=\psi_{\varepsilon} \star u_{0}
$$

which has the property $u_{\varepsilon, 0} \in C^{\infty}$ for any $u_{0} \in H^{s}, s>0$ and

$$
\begin{equation*}
\left\|u_{\varepsilon, 0}\right\|_{H^{1}(\mathbb{R})} \leq\left\|u_{0}\right\|_{H^{1}(\mathbb{R})}, \quad \text { and } \quad u_{\varepsilon, 0} \rightarrow u_{0} \quad \text { in } \quad H^{1}(\mathbb{R}), \text { as } \quad \varepsilon \rightarrow 0 . \tag{6.7}
\end{equation*}
$$

Consider the following viscous approximation problem

$$
\left\{\begin{array}{l}
\frac{\partial u_{\varepsilon}}{\partial t}+u_{\varepsilon}^{3} \frac{\partial u_{\varepsilon}}{\partial x}+\frac{\partial H_{\varepsilon}}{\partial x}=\varepsilon \frac{\partial^{2} u_{\varepsilon}}{\partial x^{2}},  \tag{6.8}\\
u_{\varepsilon}(0, x)=u_{\varepsilon, 0}(x)
\end{array}\right.
$$

where

$$
\frac{\partial H_{\varepsilon}}{\partial x}=\Lambda^{-2}\left[4 u_{\varepsilon}^{3} \frac{\partial u_{\varepsilon}}{\partial x}+3 \partial_{x}\left(u_{\varepsilon}^{2}\left(\frac{\partial u_{\varepsilon}}{\partial x}\right)^{2}\right)-u_{\varepsilon}^{2} \frac{\partial u_{\varepsilon}}{\partial x} \frac{\partial^{2} u_{\varepsilon}}{\partial x^{2}}\right] .
$$

In order to establish the existence of global weak solutions for (6.4), we will investigate the compactness of a sequence of smooth differentiable functions $\left\{u_{\varepsilon}\right\}_{\varepsilon>0}$. Specifically, we will handle the factor $\frac{\partial u_{\varepsilon}(t, x)}{\partial x}$, which plays a key role in proving the existence of global weak solutions.

Letting $q_{\varepsilon}(t, x)=\frac{\partial u_{\varepsilon}(t, x)}{\partial x}$ and differentiating the first equation of (6.8) about variable $x$ yield

$$
\begin{equation*}
\frac{\partial q_{\varepsilon}}{\partial t}+u_{\varepsilon}^{3} \frac{\partial q_{\varepsilon}}{\partial x}+\frac{1}{2} u_{\varepsilon}^{2} q_{\varepsilon}^{2}-\varepsilon \frac{\partial^{2} q_{\varepsilon}}{\partial x^{2}}=u_{\varepsilon}^{4}-\Lambda^{-2}\left(u_{\varepsilon}^{4}+\frac{5}{2}\left(u_{\varepsilon}^{2} q_{\varepsilon}^{2}\right)+\left(u_{\varepsilon} q_{\varepsilon}^{3}\right)_{x}\right) \tag{6.9}
\end{equation*}
$$

In the following discussion of this chapter, we let

$$
\begin{equation*}
J_{\varepsilon}(t, x)=u_{\varepsilon}^{4}-\Lambda^{-2}\left(u_{\varepsilon}^{4}+\frac{5}{2}\left(u_{\varepsilon}^{2} q_{\varepsilon}^{2}\right)+\left(u_{\varepsilon} q_{\varepsilon}^{3}\right)_{x}\right) . \tag{6.10}
\end{equation*}
$$

For problem (6.8), we have the well-posedness conclusion.
Lemma 6.2. Provided that $u_{0} \in H^{1}(\mathbb{R})$ and $\kappa \geq 2$. Then system (6.8) admits a unique solution $u_{\varepsilon}(t, x) \in C\left([0, \infty) ; H^{\kappa}(\mathbb{R})\right)$. Moreover, the following identity holds

$$
\begin{align*}
& \int_{\mathbb{R}}\left(u_{\varepsilon}^{2}+\left(\frac{\partial u_{\varepsilon}}{\partial x}\right)^{2}\right) d x \\
& +2 \varepsilon \int_{0}^{t} \int_{\mathbb{R}}\left(\left(\frac{\partial u_{\varepsilon}}{\partial x}\right)^{2}+\left(\frac{\partial^{2} u_{\varepsilon}}{\partial x^{2}}\right)^{2}\right)(s, x) d x d s=\left\|u_{\varepsilon, 0}\right\|_{H^{1}(\mathbb{R})}^{2} \tag{6.11}
\end{align*}
$$

which is equivalent to

$$
\begin{equation*}
\left\|u_{\varepsilon}(t, \cdot)\right\|_{H^{1}(\mathbb{R})}^{2}+2 \varepsilon \int_{0}^{t}\left\|\frac{\partial u_{\varepsilon}}{\partial x}(s, \cdot)\right\|_{H^{1}(\mathbb{R})}^{2} d s=\left\|u_{\varepsilon, 0}\right\|_{H^{1}(\mathbb{R})}^{2} . \tag{6.12}
\end{equation*}
$$

Proof. For every $\kappa \geq 2$ and $u_{0} \in H^{1}(\mathbb{R})$, we obtain $u_{\varepsilon, 0} \in C\left([0, \infty) ; H^{\infty}(\mathbb{R})\right)$. Employing theorem 2.3 in [10], we get that system (6.8) has a unique solution $u_{\varepsilon} \in C\left([0, \infty) ; H^{\kappa}(\mathbb{R})\right)$.

According to system (6.8), we have

$$
\begin{equation*}
\frac{\partial u_{\varepsilon}}{\partial t}-\frac{\partial^{3} u_{\varepsilon}}{\partial t x^{2}}+5 u_{\varepsilon}^{3} \frac{\partial u_{\varepsilon}}{\partial x}=4 u_{\varepsilon}^{2} \frac{\partial u_{\varepsilon}}{\partial x} \frac{\partial^{2} u_{\varepsilon}}{\partial x^{2}}+u_{\varepsilon}^{3} \frac{\partial^{3} u_{\varepsilon}}{\partial x^{3}}+\varepsilon\left(\frac{\partial^{2} u_{\varepsilon}}{\partial x^{2}}-\frac{\partial^{4} u_{\varepsilon}}{\partial x^{4}}\right) . \tag{6.13}
\end{equation*}
$$

Taking $\kappa=5$, we obtain

$$
\begin{equation*}
u_{\varepsilon}(t, \pm \infty)=\frac{\partial u_{\varepsilon}(t, \pm \infty)}{\partial x}=\frac{\partial^{2} u_{\varepsilon}(t, \pm \infty)}{\partial x^{2}}=\frac{\partial^{3} u_{\varepsilon}(t, \pm \infty)}{\partial x^{3}}=0 . \tag{6.14}
\end{equation*}
$$

Using (6.13) and (6.14), we obtain the identity

$$
\begin{equation*}
\frac{1}{2} \frac{d}{d t} \int_{\mathbb{R}}\left(u_{\varepsilon}^{2}+\left(\frac{\partial u_{\varepsilon}}{\partial x}\right)^{2}\right) d x+\varepsilon \int_{\mathbb{R}}\left(\left(\frac{\partial u_{\varepsilon}}{\partial x}\right)^{2}+\left(\frac{\partial^{2} u_{\varepsilon}}{\partial x^{2}}\right)^{2}\right) d x=0 . \tag{6.15}
\end{equation*}
$$

The proof is completed.
Using (6.7) and Lemma 6.2 gives rise to

$$
\begin{equation*}
\left\|u_{\varepsilon}\right\|_{L^{\infty}(\mathbb{R})} \leq c\left\|u_{\varepsilon}\right\|_{H^{1}(\mathbb{R})} \leq c\left\|u_{\varepsilon, 0}\right\|_{H^{1}(\mathbb{R})} \leq c\left\|u_{0}\right\|_{H^{1}(\mathbb{R})} \leq c, \tag{6.16}
\end{equation*}
$$

where $c$ does not depend on the parameter $\varepsilon$.
Note that

$$
\begin{aligned}
& \Lambda^{-2}[g(x)]_{x}=\frac{1}{2} \int_{-\infty}^{\infty} e^{-|x-y|} \frac{\partial g(y)}{\partial y} d y \\
& \quad=\frac{1}{2} e^{-x} \int_{-\infty}^{x} e^{y} \frac{\partial g(y)}{\partial y} d y+\frac{1}{2} e^{x} \int_{x}^{\infty} e^{-y} \frac{\partial g(y)}{\partial y} d y \\
& \quad=-\frac{1}{2} e^{-x} \int_{-\infty}^{x} e^{y} g(y) d y+\frac{1}{2} e^{x} \int_{x}^{\infty} e^{-y} g(y) d y,
\end{aligned}
$$

from which we acquire

$$
\begin{equation*}
\left|\Lambda^{-2}[g(x)]_{x}\right| \leq \frac{1}{2} \int_{-\infty}^{\infty} e^{-|x-y|}|g(y)| d y . \tag{6.17}
\end{equation*}
$$

Lemma 6.3. Assume $\left\|\frac{\partial u_{0}}{\partial x}\right\|_{L^{\infty}}<\infty, 0<\varepsilon<\frac{1}{4}, 0<t<T$, and let $u_{\varepsilon}(t, x)$ be a solution of (6.8). Then, there exists a positive constant $c=c\left(\left\|u_{0}\right\|_{H^{1}(\mathbb{R})}, \|\right.$
$\left.\frac{\partial u_{0}}{\partial x} \|_{L^{\infty}}\right)$ such that

$$
\begin{equation*}
\int_{\mathbb{R}}\left(\frac{\partial u_{\varepsilon}}{\partial x}\right)^{6} d x d t \leq c(1+T) e^{c T} \tag{6.18}
\end{equation*}
$$

and

$$
\begin{equation*}
\varepsilon \int_{0}^{T} \int_{\mathbb{R}}\left(\frac{\partial u_{\varepsilon}}{\partial x}\right)^{4}\left(\frac{\partial^{2} u_{\varepsilon}}{\partial x^{2}}\right)^{2} d x d t \leq c(1+T) e^{c T} \tag{6.19}
\end{equation*}
$$

where $c$ does not depend on $\varepsilon$.
Proof. For conciseness, we write $u=u_{\varepsilon}$. Differentiating the first equation of problem (6.8) about $x$, we have

$$
\begin{equation*}
u_{t x}+\frac{1}{2} u^{2} u_{x}^{2}+u^{3} u_{x x}-\varepsilon u_{x x x}=u^{4}-\Lambda^{-2}\left[u^{4}+\frac{5}{2} u^{2} u_{x}^{2}+\partial_{x}\left(u u_{x}^{3}\right)\right] . \tag{6.20}
\end{equation*}
$$

Applying (6.14) and the identity

$$
\int_{\mathbb{R}} u_{x}^{5} u^{3} u_{x x} d x=\int_{\mathbb{R}} u_{x}^{5} u^{3} d u_{x}=-\int_{\mathbb{R}} u_{x}\left[5 u_{x}^{4} u_{x x} u^{3}+3 u^{2} u_{x}^{6}\right] d x
$$

yields

$$
6 \int_{\mathbb{R}} u^{3} u_{x}^{5} u_{x x} d x=-3 \int_{\mathbb{R}} u^{2} u_{x}^{7} d x
$$

from which we have

$$
\begin{equation*}
\int_{\mathbb{R}}\left(\frac{1}{2} u^{2} u_{x}^{2}+u^{3} u_{x x}\right) u_{x}^{5} d x=0 \tag{6.21}
\end{equation*}
$$

Multiplying (6.20) by $u_{x}^{5}$ and using (6.21), we obtain

$$
\begin{align*}
& \frac{1}{6} \frac{d}{d t} \int_{\mathbb{R}} u_{x}^{6} d x+5 \varepsilon \int_{\mathbb{R}} u_{x}^{4} u_{x x}^{2} d x \\
& \quad=\int_{\mathbb{R}} u^{4} u_{x}^{5} d x-\int_{\mathbb{R}} u_{x}^{5} \Lambda^{-2}\left[u^{4}+\frac{5}{2} u^{2} u_{x}^{2}+\left(u u_{x}^{3}\right)_{x}\right] d x . \tag{6.22}
\end{align*}
$$

Applying the Hölder inequality gives rise to

$$
\begin{align*}
\int_{\mathbb{R}}\left|u^{4} u_{x}^{5}\right| d x & \leq\left(\int_{\mathbb{R}} u_{x}^{6} d x\right)^{\frac{5}{6}}\left(\int_{\mathbb{R}} u^{24} d x\right)^{\frac{1}{6}} \\
& \leq\|u\|_{L^{\infty}}^{\frac{11}{3}}\left(\int_{\mathbb{R}} u_{x}^{6} d x\right)^{\frac{5}{6}}\left(\int_{\mathbb{R}} u^{2} d x\right)^{\frac{1}{6}} \\
& \leq c\left(1+\int_{\mathbb{R}} u_{x}^{6} d x\right), \tag{6.23}
\end{align*}
$$

in which we have used inequality (6.16). Using (6.16) and the Hölder inequality again, we have

$$
\begin{equation*}
\int_{\mathbb{R}}\left|u_{x}\right|^{4} d x \leq\left(\int_{\mathbb{R}} u_{x}^{6} d x\right)^{\frac{1}{2}}\left(\int_{\mathbb{R}} u_{x}^{2} d x\right)^{\frac{1}{2}} \leq c\left(1+\int_{\mathbb{R}}\left|u_{x}\right|^{6} d x\right) \tag{6.24}
\end{equation*}
$$

$$
\begin{align*}
\int_{\mathbb{R}}\left|u_{x}\right|^{3} d x & \leq\left(\int_{\mathbb{R}} u_{x}^{4} d x\right)^{\frac{1}{2}}\left(\int_{\mathbb{R}} u_{x}^{2} d x\right)^{\frac{1}{2}} \\
& \leq c\left(\int_{\mathbb{R}} u_{x}^{6} d x\right)^{\frac{1}{4}}\left(\int_{\mathbb{R}} u_{x}^{2} d x\right)^{\frac{1}{2}+\frac{1}{4}} \\
& \leq c\left(\int_{\mathbb{R}} u_{x}^{6} d x\right)^{\frac{1}{4}} \\
& \leq c\left(1+\int_{\mathbb{R}}\left|u_{x}\right|^{6} d x\right) \tag{6.25}
\end{align*}
$$

and

$$
\begin{align*}
& \int_{\mathbb{R}}\left|u_{x}\right|^{5} d x \leq\left(\int_{\mathbb{R}} u_{x}^{6} d x\right)^{\frac{1}{2}}\left(\int_{\mathbb{R}} u_{x}^{4} d x\right)^{\frac{1}{2}} \\
& \leq c\left(\int_{\mathbb{R}} u_{x}^{6} d x\right)^{\frac{1}{2}}\left(\int_{\mathbb{R}} u_{x}^{6} d x\right)^{\frac{1}{4}} \\
& \leq c\left(\int_{\mathbb{R}} u_{x}^{6} d x\right)^{\frac{3}{4}} \tag{6.26}
\end{align*}
$$

We then have

$$
\begin{gather*}
\left|\Lambda^{-2}\left[u^{4}+\frac{5}{2} u^{2} u_{x}^{2}\right]\right|=\left|\frac{1}{2} \int_{\mathbb{R}} e^{-|x-y|}\left(u^{4}+\frac{5}{2} u^{2} u_{y}^{2}\right) d y\right| \\
\leq c\left(1+\int_{\mathbb{R}} u_{y}^{2} d y\right) \leq c \tag{6.27}
\end{gather*}
$$

Using integration by parts yields

$$
\begin{align*}
\left|\Lambda^{-2}\left[u u_{x}^{3}\right]_{x}\right|=\left|\frac{1}{2} \int_{\mathbb{R}} e^{-|x-y|} \frac{\partial\left(u u_{y}^{3}\right)}{\partial y} d y\right| \\
\quad=\left|\frac{1}{2} e^{x} \int_{x}^{\infty} e^{-y} \frac{\partial\left(u u_{y}^{3}\right)}{\partial y} d y+\frac{1}{2} e^{-x} \int_{-\infty}^{x} e^{y} \frac{\partial\left(u u_{y}^{3}\right)}{\partial y} d y\right| \\
\quad=\left|\frac{1}{2} e^{x} \int_{x}^{\infty} e^{-y}\left(u u_{y}^{3}\right) d y-\frac{1}{2} e^{-x} \int_{-\infty}^{x} e^{y}\left(u u_{y}^{3}\right) d y\right| \\
\quad \leq \frac{1}{2} \int_{-\infty}^{\infty} e^{-|x-y|}\left|u u_{y}^{3}\right| d y \\
\quad \leq c \int_{-\infty}^{\infty}\left|u_{x}\right|^{3} d x \\
\quad \leq c\left(\int_{\mathbb{R}} u_{x}^{6} d x\right)^{\frac{1}{4}} \tag{6.28}
\end{align*}
$$

Using (6.26) and (6.28), we have

$$
\begin{align*}
& \int_{\mathbb{R}}\left|u_{x}^{5} \Lambda^{-2}\left(u u_{x}^{3}\right)_{x}\right| d x \\
& \leq \int_{\mathbb{R}}\left|u_{x}^{5}\right|\left|\Lambda^{-2}\left(u u_{x}^{3}\right)_{x}\right| d x \\
& \leq c\left(\int_{\mathbb{R}} u_{x}^{6} d x\right)^{\frac{3}{4}}\left(\int_{\mathbb{R}} u_{x}^{6} d x\right)^{\frac{1}{4}}=c \int_{\mathbb{R}} u_{x}^{6} d x . \tag{6.29}
\end{align*}
$$

Using (6.22)-(6.29) results in

$$
\begin{equation*}
\frac{d}{d t} \int_{\mathbb{R}} u_{x}^{6} d x \leq c\left(1+\int_{\mathbb{R}} u_{x}^{6} d x\right) \tag{6.30}
\end{equation*}
$$

from which we obtain

$$
\begin{align*}
\int_{\mathbb{R}} u_{x}^{6} d x & \leq\left(c T+\int_{\mathbb{R}} u_{0 x}^{6}(x) d x\right) e^{c T} \leq c e^{c T}\left(T+\left\|u_{0 x}\right\|_{L^{\infty}}^{2}\right) \\
& \leq c(1+T) e^{c T} . \tag{6.31}
\end{align*}
$$

Using (6.22) and (6.31) leads to (6.19). The proof is completed.
Lemma 6.4. Let $0<t<T$. Then there exists a constant $C>0$, which does not depend on $\varepsilon$ but may depend on $T,\left\|u_{0}\right\|_{H^{1}(\mathbb{R})}$ and $\left\|u_{0 x}\right\|$, such that

$$
\begin{align*}
& \left\|H_{\varepsilon}(t, \cdot)\right\|_{L^{\infty}(\mathbb{R})} \leq C,  \tag{6.32}\\
& \left\|\frac{\partial H_{\varepsilon}(t, \cdot)}{\partial x}\right\|_{L^{\infty}(\mathbb{R})} \leq C,  \tag{6.33}\\
& \left\|\frac{\partial H_{\varepsilon}(t, \cdot)}{\partial x}\right\|_{L^{1}(\mathbb{R})} \leq C,  \tag{6.34}\\
& \left\|\frac{\partial H_{\varepsilon}(t, \cdot)}{\partial x}\right\|_{L^{2}(\mathbb{R})} \leq C \tag{6.35}
\end{align*}
$$

and

$$
\begin{align*}
& \left\|J_{\varepsilon}(t, \cdot)\right\|_{L^{\infty}(\mathbb{R})} \leq C,  \tag{6.36}\\
& \left\|J_{\varepsilon}(t, \cdot)\right\|_{L^{1}(\mathbb{R})} \leq C,  \tag{6.37}\\
& \left\|J_{\varepsilon}(t, \cdot)\right\|_{L^{2}(\mathbb{R})} \leq C, \tag{6.38}
\end{align*}
$$

where $H_{\varepsilon}(t, x)$ and $J_{\varepsilon}(t, x)$ are defined in (6.8) and (6.10).
Proof. We write $u(t, x)=u_{\varepsilon}(t, x)$ concisely. Namely, we write

$$
\begin{equation*}
H_{\varepsilon}(t, x)=\Lambda^{-2}\left[u^{4}+3 u^{2} u_{x}^{2}-\frac{1}{2} \int_{-\infty}^{x} u^{2}\left(u_{\xi}^{2}\right)_{\xi} d \xi\right], \tag{6.39}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{\partial H_{\varepsilon}(t, x)}{\partial x}=\Lambda^{-2}\left[4 u^{3} u_{x}+3 \partial_{x}\left(u^{2} u_{x}^{2}\right)-u^{2} u_{x} u_{x x}\right] . \tag{6.40}
\end{equation*}
$$

Using (6.16) yields

$$
\begin{gather*}
\left|\Lambda^{-2}\left(u^{4}+3 u^{2} u_{x}^{2}\right)\right|=\left|\frac{1}{2} \int_{\mathbb{R}} e^{-|x-y|}\left(u^{4}+3 u^{2} u_{y}^{2}\right) d y\right| \\
\leq C\left(\int_{\mathbb{R}} e^{-|x-y|} u^{2} d y+\int_{\mathbb{R}} e^{-|x-y|} u_{y}^{2} d y\right), \tag{6.41}
\end{gather*}
$$

which leads to

$$
\begin{equation*}
\int_{\mathbb{R}}\left|\Lambda^{-2}\left(u^{3}+2 u u_{x}^{2}\right)\right| d x \leq C, \quad\left|\Lambda^{-2}\left(u^{3}+2 u u_{x}^{2}\right)\right| d x \leq C \tag{6.42}
\end{equation*}
$$

Using Lemma 6.3 and (6.16), we have

$$
\begin{equation*}
\Lambda^{-2}\left[\int_{-\infty}^{x} u^{2}\left(u_{\xi}^{2}\right)_{\xi} d \xi\right]=\frac{1}{2} \int_{\mathbb{R}} e^{-|x-y|}\left[u^{2} u_{x}^{2}-\int_{-\infty}^{x} 2 u u_{\xi}^{3} d \xi\right] d y \tag{6.43}
\end{equation*}
$$

Applying (6.18) and the Hölder inequality gives rise to

$$
\begin{equation*}
\left|\Lambda^{-2}\left[\int_{-\infty}^{x} u^{2}\left(u_{\xi}^{2}\right)_{\xi} d \xi\right]\right| \leq C \tag{6.44}
\end{equation*}
$$

Using (6.41) and (6.44), we prove that (6.32) holds.
From (6.17), we have

$$
\begin{align*}
&\left|\Lambda^{-2}\left[\left(u^{4}\right)_{x}\right]\right| \leq \int_{\mathbb{R}} e^{-|x-y|}|u|^{4} d y \\
& \leq\|u\|_{L^{\infty}}^{2} \int_{\mathbb{R}} u^{2} d x
\end{aligned} \quad \begin{aligned}
\mid \Lambda^{-2}\left[3\left(u^{2} u_{x}^{2}\right)_{x}\right] & \leq \frac{3}{2} \int_{\mathbb{R}} e^{-|x-y|}\left|u^{2} u_{y}^{2}\right| d y \tag{6.45}
\end{align*}
$$

and

$$
\begin{align*}
& \left|\Lambda^{-2}\left(u^{2} u_{x} u_{x x}\right)\right|=\left|\frac{1}{4} e^{-x} \int_{-\infty}^{x} e^{y} u^{2}\left(u_{y}^{2}\right)_{y} d y+\frac{1}{4} e^{x} \int_{x}^{\infty} e^{-y} u^{2}\left(u_{y}^{2}\right)_{y} d y\right| \\
& =\left\lvert\,-\frac{1}{4} e^{-x} \int_{-\infty}^{x} u_{y}^{2}\left[e^{y} u^{2}+2 u u_{y} e^{y}\right] d y\right. \\
& \left.\quad-\frac{1}{4} e^{x} \int_{x}^{\infty} u_{y}^{2} e^{-y}\left[-u^{2}+2 u u_{y}\right] d y \right\rvert\, \\
& \leq C \int_{\mathbb{R}} e^{-|x-y|}\left(\left|u^{2} u_{y}^{2}\right|+\left|u u_{y}^{3}\right|\right) d y \\
& \leq C \int_{\mathbb{R}} e^{-|x-y|}\left(\left|u_{y}^{2}\right|+\left|u_{y}^{3}\right|\right) d y \tag{6.47}
\end{align*}
$$

From (6.45) to (6.47), using (6.25) and and the Tonelli Theorem, we get that (6.33) and (6.34) hold.

Applying (6.33) and (6.34) yields

$$
\begin{equation*}
\left\|\frac{\partial H_{\varepsilon}(t, .)}{\partial x}\right\|_{L^{2}(\mathbb{R})}^{2} \leq\left\|\frac{\partial H_{\varepsilon}(t, .)}{\partial x}\right\|_{L^{\infty}}\left\|\frac{\partial H_{\varepsilon}(t, .)}{\partial x}\right\|_{L^{1}(\mathbb{R})} \leq C \tag{6.48}
\end{equation*}
$$

Now we prove (6.36)-(6.38). Using (6.16) gives rise to

$$
\begin{equation*}
\left\|u^{4}\right\|_{L^{\infty}} \leq C, \quad \int_{\mathbb{R}} u^{4} d x \leq C \tag{6.49}
\end{equation*}
$$

and

$$
\begin{equation*}
\left|\Lambda^{-2}\left[u^{4}+\frac{5}{2} u^{2} q^{2}\right]\right| \leq\left|\frac{1}{2} \int_{\mathbb{R}} e^{-|x-y|}\left[u^{4}+\frac{5}{2} u^{2} q^{2}\right] d y\right| \leq C, \tag{6.50}
\end{equation*}
$$

where $C>0$ does not depend on the parameter $\varepsilon$.
Employing (6.16) and (6.17) yields

$$
\begin{equation*}
\left|\Lambda^{-2}\left[u q^{3}\right]_{x}\right| \leq \int_{-\infty}^{\infty} e^{-|x-y|}|u q|^{3} d y \leq C \int_{\mathbb{R}}|q|^{3} d x \tag{6.51}
\end{equation*}
$$

From (6.10), we have

$$
\begin{equation*}
\frac{\partial J_{\varepsilon}(t, x)}{\partial x}=4 u^{3} q+u q^{3}-\Lambda^{-2}\left[\left(u^{4}+\frac{5}{2} u^{2} q^{2}\right)_{x}+u q^{3}\right] . \tag{6.52}
\end{equation*}
$$

From (6.16) and (6.18), we have

$$
\begin{align*}
\int_{\mathbb{R}}\left|u^{3} q\right| d x & \leq\left(\int_{\mathbb{R}}\left|u^{6}\right| d x\right)^{\frac{1}{2}}\left(\int_{\mathbb{R}} q^{2} d x\right)^{\frac{1}{2}} \leq C \\
\int_{\mathbb{R}}|u q|^{3} d x & \leq\left(\int_{\mathbb{R}} u^{2} d x\right)^{\frac{1}{2}}\left(\int_{\mathbb{R}} q^{6} d x\right)^{\frac{1}{2}} \leq C \tag{6.53}
\end{align*}
$$

$$
\begin{align*}
& \left|\Lambda^{-2}\left[\left(u^{4}+\frac{5}{2} u^{2} q^{2}\right)_{x}+u q^{3}\right]\right| \\
& =\left\lvert\, \frac{1}{2} e^{-x} \int_{-\infty}^{x} e^{y} \frac{\partial\left(u^{4}+\frac{5}{2} u^{2} q^{2}\right)}{\partial y} d y+\frac{1}{2} e^{x} \int_{x}^{\infty} e^{-y} \frac{\partial\left(u^{4}+\frac{5}{2} u^{2} q^{2}\right)}{\partial y} d y\right. \\
& \left.+\frac{1}{2} \int_{-\infty}^{\infty} e^{-|x-y|} u q^{3} d y \right\rvert\, \\
& =\left\lvert\,-\frac{1}{2} e^{-x} \int_{-\infty}^{x} e^{y}\left(u^{4}+\frac{5}{2} u^{2} q^{2}\right) d y+\frac{1}{2} e^{x} \int_{x}^{\infty} e^{-y}\left(u^{4}+\frac{5}{2} u^{2} q^{2}\right) d y\right. \\
& \left.\quad+\frac{1}{2} \int_{-\infty}^{\infty} e^{-|x-y|} u q^{3} d y \right\rvert\, \\
& \leq \int_{-\infty}^{\infty} e^{-|x-y|}\left|u^{4}+\frac{5}{2} u^{2} q^{2}\right| d y+\frac{C}{2} \int_{-\infty}^{\infty} e^{-|x-y|}|q|^{3} d y \tag{6.54}
\end{align*}
$$

Applying (6.16),(6.25), (6.52)-(6.54) and the Tonelli theorem, we get that (6.36) and (6.37) hold. The inequality (6.38) is directly derived by (6.36) and (6.37). The proof is completed.

Lemma 6.5. Suppose $u_{0}(x) \in H^{1}(\mathbb{R})$ and $\left\|u_{0 x}\right\|_{L^{\infty}(\mathbb{R})}<\infty$. For every $T>0$, then the following one-sided $L^{\infty}$ estimate holds

$$
\begin{equation*}
\frac{\partial u_{\varepsilon}(t, x)}{\partial x} \leq C(1+t), \quad \text { for } t \in[0, T), x \in \mathbb{R} \tag{6.55}
\end{equation*}
$$

in which the positive constant $C$ only depends on $\left\|u_{0}\right\|_{H^{1}(\mathbb{R})},\left\|u_{0 x}\right\|_{L^{\infty}(\mathbb{R})}$ and $T$.

Proof. From Lemma 6.4, we obtain $\left|J_{\varepsilon}\right| \leq C$ and

$$
\begin{equation*}
\frac{\partial q_{\varepsilon}}{\partial t}+u_{\varepsilon}^{3} \frac{\partial q_{\varepsilon}}{\partial x}+\frac{1}{2} u_{\varepsilon}^{2} q_{\varepsilon}^{2}-\varepsilon \frac{\partial^{2} q_{\varepsilon}}{\partial x^{2}}=J_{\varepsilon}(t, x) \leq C \tag{6.56}
\end{equation*}
$$

Assume that $h=h(t)$ is the solution of

$$
\begin{equation*}
\frac{d h}{d t}+\left(u_{\varepsilon}^{*}\right)^{2} h^{2}=C, \quad t>0, \quad h(0)=\left\|\frac{\partial u_{\varepsilon, 0}}{\partial x}\right\|_{L^{\infty}} \tag{6.57}
\end{equation*}
$$

Letting $u_{\varepsilon}^{*}$ be the value of $u_{\varepsilon}(t, x)$ when $\sup _{x \in R} q_{\varepsilon}(t, x)=h(t)$, we get that $h=$ $h(t)$ is a supersolution of the parabolic equation (6.56) with $u_{\varepsilon, 0}(x)$. Using the comparison principle for parabolic equations, we obtain

$$
\begin{equation*}
q_{\varepsilon}(t, x) \leq h(t) \tag{6.58}
\end{equation*}
$$

Let $K(t)=C t$. Consider that $\frac{d K(t)}{d t}+\left(u_{\varepsilon}^{*}\right)^{2} K^{2}(t)-C=\left(u_{\varepsilon}^{*}\right)^{2}(C t)^{2}>0$ for any $t>0$. Applying the comparison principle of ordinary differential equations, we know $h(t) \leq K(t)=C t+\left\|\frac{\partial u_{\varepsilon, 0}}{\partial x}\right\|_{L^{\infty}}$ for all $t>0$. Thus, we obtain the desired result.

Lemma 6.6. Suppose $u_{0}(x) \in H^{1}(\mathbb{R})$ and $\left\|u_{0 x}\right\|_{L^{\infty}(\mathbb{R})}<\infty$. For the solution $u_{\varepsilon}(t, x)$ of problem (6.8), then there exists a subsequence $\varepsilon_{i} \rightarrow 0$ as $i \rightarrow \infty$ and a function $u \in L^{\infty}\left([0, \infty) ; H^{1}(\mathbb{R})\right) \cap H^{1}([0, T] \times \mathbb{R})$, such that

$$
\begin{array}{ll}
u_{\varepsilon_{i}} \rightharpoonup u \quad \text { in } \quad H^{1}([0, T] \times \mathbb{R}), \quad \text { for every } \quad T \geq 0, \\
u_{\varepsilon_{i}} \rightarrow u \quad \text { in } \quad L_{\text {loc }}^{\infty}([0, \infty) \times \mathbb{R}) . \tag{6.60}
\end{array}
$$

Proof. We have

$$
\frac{\partial u_{\varepsilon}}{\partial t}+u^{3} \frac{\partial u_{\varepsilon}}{\partial x}+\frac{\partial H_{\varepsilon}}{\partial x}=\varepsilon \frac{\partial^{2} u_{\varepsilon}}{\partial x^{2}} .
$$

For every fixed $T>0$, Applying Lemmas 6.2 and 6.4 yields

$$
\begin{equation*}
\left\|\frac{\partial u_{\varepsilon}}{\partial t}\right\|_{L^{2}(\mathbb{R})}, \quad\left\|\frac{\partial u_{\varepsilon}}{\partial t}\right\|_{L^{2}([0, T] \times \mathbb{R})} \leq C_{0}\left(1+\sqrt{\varepsilon}\left\|u_{0}\right\|_{H^{1}(\mathbb{R})}\right) \tag{6.61}
\end{equation*}
$$

where $C_{0}$ depends on $\left\|u_{0 x}\right\|_{L^{\infty}(\mathbb{R})},\left\|u_{0}\right\|_{H^{1}(\mathbb{R})}$ and $T$. Consequently, we get that the solution $\left\{u_{\varepsilon}\right\}$ is uniformly bounded in the space $L^{\infty}\left([0, \infty) ; H^{1}(\mathbb{R})\right) \cap$ $H^{1}([0, T] \times \mathbb{R})$ and (6.59) holds.

Note that, for each $0 \leq s, t \leq T$,

$$
\begin{align*}
\left\|u_{\varepsilon}(t, .)-u_{\varepsilon}(s, .)\right\|_{L^{2}(\mathbb{R})}^{2} & =\int_{\mathbb{R}}\left(\int_{s}^{t} \frac{\partial u_{\varepsilon}}{\partial t}(\tau, x) d \tau\right)^{2} d x \\
& \leq|t-s| \int_{\mathbb{R}} \int_{0}^{T}\left(\frac{\partial u_{\varepsilon}}{\partial t}(\tau, x)\right)^{2} d \tau d x . \tag{6.62}
\end{align*}
$$

Therefore, $\left\{u_{\varepsilon}\right\}$ is uniformly bounded in $L^{\infty}\left([0, T] ; H^{1}(\mathbb{R})\right)$ and $H^{1}(\mathbb{R}) \subset$ $L_{l o c}^{\infty} \subset L_{l o c}^{2}(\mathbb{R})$. Applying the conclusions in [9], we get that (6.60) is valid (also see [101]).

Lemma 6.7. Suppose $\left\|u_{0 x}\right\|_{L^{\infty}(\mathbb{R})}<\infty$ and $u_{0}(x) \in H^{1}(\mathbb{R})$. Then, the sequence $J_{\varepsilon}(t, x)$ is uniformly bounded in $W_{\text {loc }}^{1,1}([0, \infty) \times \mathbb{R})$. Moreover, there exists a sequence $\varepsilon_{i} \rightarrow 0$ if $i \rightarrow \infty$ and a function $J \in L^{\infty}\left([0, \infty) ; W^{1, \infty}(\mathbb{R})\right)$ such that

$$
\begin{equation*}
J_{\varepsilon_{i}} \rightarrow J \quad \text { strongly in } \quad L_{l o c}^{p}([0, T) \times \mathbb{R}), \quad 1<p<\infty \tag{6.63}
\end{equation*}
$$

Proof. Applying notations $u=u_{\varepsilon}(t, x)$ and $q=q_{\varepsilon}$ for simplicity, we acquire

$$
\begin{align*}
& \frac{\partial J_{\varepsilon}}{\partial t}=4 u^{3} u_{t}-\Lambda^{-2}\left[4 u^{3} u_{t}+5 u u_{t} q^{2}+5 u^{2} q q_{t}+\partial_{x}\left(u_{t} q^{3}+3 u q^{2} q_{t}\right)\right] \\
& =4 u^{3} u_{t}-\Lambda^{-2}\left[\left(4 u^{3}+5 u q^{2}\right) u_{t}\right] \\
& \quad-\Lambda^{-2}\left[5 u^{2} q\left(J_{\varepsilon}-u^{3} q_{x}-\frac{1}{2} u^{2} q^{2}+\varepsilon q_{x x}\right)\right] \\
& \quad \quad-\Lambda^{-2}\left(\partial_{x}\left[u_{t} q^{3}+3 u q^{2} q_{t}\right]\right) \\
& =4 u^{3} u_{t}+Q_{1}+Q_{2}+Q_{3} \tag{6.64}
\end{align*}
$$

Applying Lemma 6.6 and (6.16) yields

$$
\begin{aligned}
\int_{\mathbb{R}}\left|u^{3} u_{t}\right| d x & \leq\left(\int_{\mathbb{R}} u^{6} d x\right)^{\frac{1}{2}}\left(\int_{\mathbb{R}} u_{t}^{2} d x\right)^{\frac{1}{2}} \\
& \leq\|u\|_{L^{\infty}(\mathbb{R})}^{2}\left(\int_{\mathbb{R}} u^{2} d x\right)^{\frac{1}{2}}\left(\int_{\mathbb{R}} u_{t}^{2} d x\right)^{\frac{1}{2}} \leq C .
\end{aligned}
$$

Using (6.16), (6.24) and Lemma 6.6 gives rise to

$$
\begin{align*}
\int_{\mathbb{R}}\left|Q_{1}\right| d x d t & \leq \int_{0}^{t}\left[\int_{\mathbb{R}} e^{-|x-y|}\left(\int_{\mathbb{R}}\left(4 u^{3}+5 u q^{2}\right)^{2} d y\right)^{\frac{1}{2}}\left(\int_{\mathbb{R}} u_{t}^{2} d y\right)^{\frac{1}{2}} d x\right] d t \\
& \leq C T \tag{6.65}
\end{align*}
$$

For $Q_{2}$, we have

$$
\begin{align*}
\left|Q_{2}\right| & \leq\left(\int_{\mathbb{R}} e^{-|x-y|}\left|5 u^{2} q J_{\varepsilon}-\frac{5}{2} u^{4} q^{3}\right| d y\right. \\
& \left.+\left|\int_{\mathbb{R}} e^{-|x-y|} 5 u^{5} q q_{y} d y\right|+\varepsilon\left|\int_{\mathbb{R}} e^{-|x-y|} 5 u^{2} q q_{y y} d y\right|\right) \\
\leq C & \left(\int_{\mathbb{R}} e^{-|x-y|}\left|5 u^{2} q J_{\varepsilon}-\frac{5}{2} u^{4} q^{3}\right| d y\right. \\
& +\frac{1}{2}\left|\int_{\mathbb{R}} e^{-|x-y|} q^{2}\left[25 u^{4} q+\operatorname{sign}(x-y) u^{5}\right] d y\right| \\
& \left.+\varepsilon\left|\int_{\mathbb{R}} e^{-|x-y|} q_{y}\left[10 u q^{2}+5 u^{2} q_{y}+\operatorname{sign}(x-y) 5 u^{2} q\right] d y\right|\right) \tag{6.66}
\end{align*}
$$

Using the Schwartz inequality, (6.16), (6.25) Lemmas 6.2 and 6.3 , we have

$$
\begin{gather*}
\int_{0}^{t} \int_{\mathbb{R}}\left|Q_{2}\right| d x d t \leq C\left(1+T\left\|u_{0}\right\|_{H^{1}(\mathbb{R})}+\int_{0}^{t} \int_{\mathbb{R}}|q|^{3} d y d t\right) \\
\quad+\varepsilon C \int_{0}^{t} \int_{\mathbb{R}}\left(\left|q q_{y}\right|+\left|q^{2} q_{y}\right|+\left|q_{y}\right|^{2}\right) d x d t \\
\leq C\left(1+T\left\|u_{0}\right\|_{H^{1}(\mathbb{R})}+\int_{0}^{t} \int_{\mathbb{R}}|q|^{3} d y d t\right) \\
+\varepsilon C \int_{0}^{t} \int_{\mathbb{R}}\left(|q|^{2}+q^{4}+3\left|q_{y}\right|^{2}\right) d x d t \\
\leq C(1+T) . \tag{6.67}
\end{gather*}
$$

For $Q_{3}$, we have

$$
\begin{align*}
Q_{3} & =\Lambda^{-2}\left[u_{t} q^{3}+3 u q^{2} q_{t}\right]_{x} \\
& =\Lambda^{-2}\left[u_{t} q^{3}+3 u q^{2}\left(J_{\varepsilon}-u^{3} q_{x}-\frac{1}{2} u^{2} q^{2}+\varepsilon q_{x x}\right)\right]_{x} \\
& =\Lambda^{-2}\left[u_{t} q^{3}+3 u q^{2} J_{\varepsilon}-\frac{3}{2} u^{3} q^{4}\right]_{x}-3 \Lambda^{-2}\left[u^{4} q^{2} q_{x}\right]_{x}+3 \varepsilon \Lambda^{-2}\left[u q^{2} q_{x x}\right]_{x} \\
& =I_{1}+I_{2}+I_{3} \tag{6.68}
\end{align*}
$$

Using (6.17), we get

$$
\begin{align*}
\left|I_{1}\right| & =\left|\frac{1}{2} \int_{-\infty}^{\infty} e^{-|x-y|}\left[u_{t} q^{3}+3 u q^{2} J_{\varepsilon}-\frac{3}{2} u^{3} q^{4}\right]_{y} d y\right| \\
& \leq \frac{1}{2} \int_{-\infty}^{\infty} e^{-|x-y|}\left|u_{t} q^{3}+3 u q^{2} J_{\varepsilon}-\frac{3}{2} u^{3} q^{4}\right| d y \tag{6.69}
\end{align*}
$$

$$
\begin{align*}
I_{2}= & -3 \Lambda^{-2}\left[u^{4} q^{2} q_{x}\right]_{x}=-\Lambda^{-2}\left[\left(u^{4} q^{3}\right)_{x}-\left(u^{4}\right)_{x} q^{3}\right]_{x} \\
& =-\Lambda^{-2}\left(1-\Lambda^{2}\right)\left(u^{4} q^{3}\right)+\Lambda^{-2}\left[4 u^{3} q^{4}\right]_{x} \\
& =-\Lambda^{-2}\left(u^{4} q^{3}\right)+4 \Lambda^{-2}\left[u^{3} q^{4}\right]_{x}+u^{4} q^{3} \tag{6.70}
\end{align*}
$$

and

$$
\begin{align*}
I_{3}= & 3 \varepsilon \Lambda^{-2}\left[\left(u q^{2} q_{x}\right)_{x}-\left(u q^{2}\right)_{x} q_{x}\right]_{x} \\
& =3 \varepsilon \Lambda^{-2}\left(1-\Lambda^{2}\right)\left[u q^{2} q_{x}\right]-3 \varepsilon \Lambda^{-2}\left[\left(q^{3}+2 u q q_{x}\right) q_{x}\right]_{x} \\
& =-3 \varepsilon\left(u q^{2} q_{x}\right)+3 \varepsilon \Lambda^{-2}\left[u q^{2} q_{x}\right]-3 \varepsilon \Lambda^{-2}\left[\left(q^{3}+2 u q q_{x}\right) q_{x}\right]_{x} . \tag{6.71}
\end{align*}
$$

Using (6.24), (6.25) and (6.61), we have

$$
\begin{align*}
& \int_{0}^{t} \int_{\mathbb{R}}\left|I_{1}\right| d x d t \\
& \leq C \int_{0}^{t}\left(1+\left(\int_{-\infty}^{\infty}\left(u_{t}\right)^{2} d y\right)^{\frac{1}{2}}\left(\int_{-\infty}^{\infty} q^{6} d y\right)^{\frac{1}{2}}+C\left(\int_{-\infty}^{\infty} q^{4} d y\right)\right) d t \\
& \leq C(1+T) \tag{6.72}
\end{align*}
$$

Applying inequalities (6.16), (6.17), (6.24), (6.25) and the Tonelli theorem yields

$$
\begin{equation*}
\int_{0}^{t} \int_{\mathbb{R}}\left|I_{2}\right| d x d t \leq C \int_{0}^{t}\left[1+\int_{\mathbb{R}}|q|^{3} d x+\int_{\mathbb{R}}|q|^{4} d x\right] d t \leq C(1+T) \tag{6.73}
\end{equation*}
$$

Using Lemmas 6.2 and 6.3, we have

$$
\begin{align*}
& \varepsilon \int_{0}^{t} \int_{\mathbb{R}}\left|\left(u q^{2} q_{x}\right)\right| d x d t \leq \varepsilon C \int_{0}^{t} \int_{\mathbb{R}}\left|q^{2} q_{x}\right| d x d t \\
& \quad \leq C \varepsilon \int_{0}^{t} \int_{\mathbb{R}}\left(q^{4}+q_{x}^{2}\right) d x d t \\
& \quad \leq C \tag{6.74}
\end{align*}
$$

Using (6.17) gives rise to

$$
\varepsilon\left|\Lambda^{-2}\left[\left(q^{3}+2 u q q_{x}\right) q_{x}\right]_{x}\right| \leq \varepsilon \int_{\mathbb{R}} e^{-|x-y|}\left|\left(q^{3}+2 u q q_{y}\right) q_{y}\right| d y .
$$

Note that

$$
\left|q q_{y}^{2}\right| \leq c\left[\left(q q_{y}\right)^{2}+q_{y}^{2}\right] \leq c\left[q_{y}^{2}+\left(q^{2} q_{y}\right)^{2}+q_{y}^{2}\right] \leq c\left[2 q_{y}^{2}+q^{4} q_{y}^{2}\right] .
$$

Using Lemmas 6.2 and 6.3, we have

$$
\begin{align*}
& \varepsilon \int_{0}^{t} \int_{\mathbb{R}}\left|\Lambda^{-2}\left[\left(q^{3}+2 u q q_{x}\right) q_{x}\right]_{x}\right| d x d t \\
& \quad \leq \varepsilon C \int_{0}^{t}\left(\int_{\mathbb{R}}\left|\left(q^{3}+2 u q q_{y}\right) q_{y}\right| d y \int_{\mathbb{R}} e^{-|x-y|} d x\right) d t \\
& \quad \leq \varepsilon C \int_{0}^{t} \int_{\mathbb{R}}\left|\left(q^{3}+2 u q q_{y}\right) q_{y}\right| d y d t \\
& \quad \leq \varepsilon C \int_{0}^{t} \int_{\mathbb{R}}\left(\left|q q^{2} q_{y}\right|+\left|q q_{y}^{2}\right| \mid\right) d y d t \\
& \quad \leq \varepsilon C \int_{0}^{t} \int_{\mathbb{R}}\left(q^{6}+q_{y}^{2}+q^{4} q_{y}^{2}\right) d y d t \\
& \quad \leq C . \tag{6.75}
\end{align*}
$$

From (6.69)-(6.75), we obtain

$$
\begin{equation*}
\int_{0}^{t} \int_{\mathbb{R}}\left|Q_{3}\right| d x d t \leq C(1+T) \tag{6.76}
\end{equation*}
$$

From (6.64)-(6.68), (6.73)-(6.74) and (6.76), we derive that $\frac{\partial J_{\varepsilon}}{\partial t}$ is uniformly bounded in $L_{\text {loc }}^{1}([0, \infty) \times \mathbb{R})$. Then we get that $J_{\varepsilon}$ is bounded in $W_{l o c}^{1,1}([0 . \infty) \times \mathbb{R})$ which together with Lemma 6.4 results in (6.63) (see [94]).

Throughout this chapter, for $1<r<3$, the overbars denote weak limits in the space $L^{r}([0, \infty) \times \mathbb{R})$. Let $\Omega_{+}=[0, \infty) \times \mathbb{R}$.

Lemma 6.8. There exists a subsequence $\varepsilon_{i} \rightarrow 0$ if $i \rightarrow \infty$ and two functions $q \in L_{\text {loc }}^{p}\left(\Omega_{+}\right), \overline{q^{2}} \in L_{\text {loc }}^{r}\left(\Omega_{+}\right)$such that, for every $1<p<6$ and $1<r<3$, the following conclusions

$$
\begin{align*}
& q_{\varepsilon_{i}} \rightharpoonup q \quad \text { in } \quad L_{l o c}^{p}\left(\Omega_{+}\right), \quad q_{\varepsilon_{i}} \stackrel{\star}{ } q \quad \text { in } \quad L_{l o c}^{\infty}\left([0, \infty) ; L^{2}(\mathbb{R})\right),  \tag{6.77}\\
& q_{\varepsilon_{i}}^{2} \rightharpoonup \overline{q^{2}} \quad \text { in } \quad L_{l o c}^{r}\left(\Omega_{+}\right) \tag{6.78}
\end{align*}
$$

hold. Moreover,

$$
\begin{equation*}
q^{2}(t, x) \leq \overline{q^{2}}(t, x) \quad \text { almost everywhere in } \quad(t, x) \in \Omega_{+}, \tag{6.79}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{\partial u}{\partial x}=q \text { in the sense of distributions on the domain } \Omega_{+} \text {. } \tag{6.80}
\end{equation*}
$$

Proof. Using Lemmas 6.2 and 6.3 leads to (6.77) and (6.78). Applying the weak convergence in (6.78), we have inequality (6.79). The definition of $q_{\varepsilon}$, Lemma 6.6 and (6.77) directly derives (6.80). The proof is completed.

For notational convenience and simplicity, we use $\left\{u_{\varepsilon}\right\}_{\varepsilon>0},\left\{q_{\varepsilon}\right\}_{\varepsilon>0}$ and $\left\{J_{\varepsilon}\right\}_{\varepsilon>0}$ to replace the sequence $\left\{u_{\varepsilon_{i}}\right\}_{i \in N},\left\{q_{\varepsilon_{i}}\right\}_{i \in N}$ and $\left\{J_{\varepsilon_{i}}\right\}_{i \in N}$ (where $N$ denotes all the nature numbers), respectively.

For every convex function $\phi \in C^{1}(\mathbb{R})$ associated with $\phi^{\prime}$ bounded, Lipschitz continuous on $\mathbb{R}$, using Lemma 6.8 yields

$$
\begin{align*}
& \phi\left(q_{\varepsilon}\right) \rightharpoonup \overline{\phi(q)} \text { in } L_{l o c}^{p}\left(\Omega_{+}\right), \quad 1<p<6,  \tag{6.81}\\
& \phi\left(q_{\varepsilon}\right) \stackrel{\star}{\rightharpoonup} \overline{\phi(q)} \text { in } L_{l o c}^{\infty}\left([0, \infty) ; L^{2}(\mathbb{R})\right) . \tag{6.82}
\end{align*}
$$

Multiplying the equation (6.9) by $\phi^{\prime}\left(q_{\varepsilon}\right)$ gives rise to

$$
\begin{align*}
\frac{\partial}{\partial t} \phi\left(q_{\varepsilon}\right) & +\frac{1}{3} \frac{\partial}{\partial x}\left(u_{\varepsilon}^{3} \phi\left(q_{\varepsilon}\right)\right)-\varepsilon \frac{\partial^{2} \phi\left(q_{\varepsilon}\right)}{\partial x^{2}}+\varepsilon \phi^{\prime \prime}\left(q_{\varepsilon}\right)\left(\frac{\partial q_{\varepsilon}}{\partial x}\right)^{2} \\
& =u_{\varepsilon}^{2} q_{\varepsilon} \phi\left(q_{\varepsilon}\right)-\frac{1}{2} u_{\varepsilon}^{2} \phi^{\prime}\left(q_{\varepsilon}\right) q_{\varepsilon}^{2}-\frac{2}{3} u_{\varepsilon}^{3} \frac{\partial \phi(q)}{\partial x}+J_{\varepsilon} \phi^{\prime}\left(q_{\varepsilon}\right) . \tag{6.83}
\end{align*}
$$

Lemma 6.9. Assume that all the assumptions in Theorem 6.1 hold. Then for
every convex $\phi \in C^{1}(\mathbb{R})$ associated with $\phi^{\prime}$ bounded, Lipschitz continuous on $\mathbb{R}$, the following inequality

$$
\begin{equation*}
\overline{\frac{\partial \phi(q)}{\partial t}}+\frac{1}{3} \frac{\partial}{\partial x}\left(u^{3} \overline{\phi(q)}\right) \leq u^{2} \overline{q \phi(q)}-\frac{1}{2} u^{2} \overline{\phi^{\prime}(q) q^{2}}-\frac{2}{3} u^{3} \frac{\overline{\partial \phi(q)}}{\partial x}+J \overline{\phi^{\prime}(q)} \tag{6.84}
\end{equation*}
$$

holds in the sense of distributions on the domain $\Omega_{+}$. Here $\overline{q \phi(q)}$ and $\overline{\phi^{\prime}(q) q^{2}}$ represent the weak limits of $q_{\varepsilon} \phi\left(q_{\varepsilon}\right)$ and $q_{\varepsilon}^{2} \phi^{\prime}\left(q_{\varepsilon}\right)$ in $L_{l o c}^{r}\left(\Omega_{+}\right), 1<r<3$, respectively. Proof. Applying Lemmas 6.6-6.8, the convexity of $\phi$ and taking the limits for $\varepsilon \rightarrow 0$ in (6.83), we obtain (6.84).

Remark 6.10. From (6.77) and (6.78), we have

$$
\begin{equation*}
q=q_{+}+q_{-}=\overline{q_{+}}+\overline{q_{-}}, \quad q^{2}=\left(q_{+}\right)^{2}+\left(q_{-}\right)^{2}, \quad \overline{q^{2}}=\overline{\left(q_{+}\right)^{2}}+\overline{\left(q_{-}\right)^{2}} \tag{6.85}
\end{equation*}
$$

almost everywhere in $\Omega_{+}$, where $\eta_{+}:=\eta_{\chi[0,+\infty)}(\eta), \eta_{-}:=\eta_{\chi(-\infty, 0]}(\eta)$ for $\eta \in \mathbb{R}$. Using Lemma 6.5 leads to

$$
\begin{equation*}
q_{\varepsilon}(t, x), \quad q(t, x) \leq C(1+t), \quad 0<t<T, \quad x \in \mathbb{R} \tag{6.86}
\end{equation*}
$$

where $C>0$ does not depend on the parameter $\varepsilon$.
Lemma 6.11. Assume that all the assumptions in Theorem 6.1 hold. In the sense of distributions on $\Omega_{+}$, then

$$
\begin{equation*}
\frac{\partial q}{\partial t}+\frac{1}{3} \frac{\partial}{\partial x}\left(u^{3} q\right)=\frac{1}{2} u^{2} \overline{q^{2}}-\frac{2}{3} u^{3} \frac{\partial q}{\partial x}+J . \tag{6.87}
\end{equation*}
$$

Proof. Using (6.9), Lemmas 6.6-6.8, and taking limits for $\varepsilon \rightarrow 0$ in (6.9), we get that (6.87) holds.

A generalized formulation of (6.87) is presented in the lemma below.

Lemma 6.12. Assume that all the assumptions in Theorem 6.1 hold. Then for every $\phi \in C^{1}(\mathbb{R})$ with $\phi^{\prime} \in L^{\infty}(\mathbb{R})$ and an arbitrary $T>0$, the following identity

$$
\begin{align*}
\frac{\partial \phi(q)}{\partial t} & +\frac{1}{3} \frac{\partial}{\partial x}\left(u^{3} \phi(q)\right) \\
& =u^{2} q \phi(q)-u^{2} q^{2} \phi^{\prime}(q)+\frac{1}{2} u^{2} \overline{q^{2}} \phi^{\prime}(q)-\frac{2}{3} u^{3} \frac{\partial \phi(q)}{\partial x}+J \phi^{\prime}(q) \tag{6.88}
\end{align*}
$$

holds in the sense of distributions on $[0, T) \times \mathbb{R}$.
Proof. Assume that $\left\{w_{\gamma}\right\}_{\gamma}$ is a family of mollifiers defined in $\mathbb{R}$. Set $q_{\gamma}(t, x):=$ $\left(q(t,.) \star w_{\gamma}\right)(x)$, where the notation $\star$ represents the convolution about the variable $x$. Multiplying (6.87) by $\phi^{\prime}\left(q_{\gamma}\right)$ gives rise to

$$
\begin{align*}
\frac{\partial \phi\left(q_{\gamma}\right)}{\partial t}= & \phi^{\prime}\left(q_{\gamma}\right) \frac{\partial q_{\gamma}}{\partial t}=\phi^{\prime}\left(q_{\gamma}\right)\left[-\frac{1}{3} \frac{\partial}{\partial x}\left(u^{3} q\right) \star w_{\gamma}+\frac{1}{2} u^{2} \overline{q^{2}} \star w_{\gamma}\right. \\
& \left.-\frac{2}{3} u^{3} \frac{\partial \phi(q)}{\partial x} \star w_{\gamma}+J \star w_{\gamma}\right] . \tag{6.89}
\end{align*}
$$

Using the boundedness of $\phi, \phi^{\prime}$ and letting $\gamma \rightarrow 0$ in (6.89), we have

$$
\begin{equation*}
\frac{\partial \phi(q)}{\partial t}+\frac{1}{3} u^{3} \frac{\partial \phi q}{\partial x}=-u^{2} q^{2} \phi^{\prime}(q)+\frac{1}{2} u^{2} \overline{q^{2}} \phi^{\prime}(q)-\frac{2}{3} u^{3} \frac{\partial \phi(q)}{\partial x}+J \phi^{\prime}(q), \tag{6.90}
\end{equation*}
$$

which leads to
$\frac{\partial \phi(q)}{\partial t}+\frac{1}{3} \frac{\left(\partial u^{3} \phi q\right)}{\partial x}=u^{2} q \phi(q)-u^{2} q^{2} \phi^{\prime}(q)+\frac{1}{2} u^{2} \overline{q^{2}} \phi^{\prime}(q)-\frac{2}{3} u^{3} \frac{\partial \phi(q)}{\partial x}+J \phi^{\prime}(q)$.

The proof is completed.

### 6.4 The proof of main results

Using the methods in [101] or [9] or the techniques in Chapter 3, we shall show that the weak convergence of $q_{\varepsilon}$ in (6.78) is equal to strong convergence. Subsequently,
we establish the existence of global weak solutions for problem (6.3).
In this section, we will use Lemmas 3.15,3.16,3.17 in chapter 3 to prove our results. All the notations used are the same as those in Lemmas 3.15-3.17.

Lemma 6.13. Assume $u_{0} \in H^{1}(\mathbb{R})$ and $\left\|u_{0 x}\right\|_{L^{\infty}}<\infty$. Then for almost all $t>0$, the inequality

$$
\begin{align*}
& \frac{1}{2} \int_{\mathbb{R}}\left(\overline{\left(q_{+}\right)^{2}}-q_{+}^{2}\right)(t, x) d x \leq-\frac{3}{2} \int_{0}^{t} \int_{\mathbb{R}} u^{3}\left(\frac{\overline{\partial \phi_{B}^{+}(q)}}{\partial x}-\frac{\partial \phi_{B}^{+}(q)}{\partial x}\right) d x d s \\
& +\int_{0}^{t} \int_{\mathbb{R}} J(s, x)\left[\overline{q_{+}}(s, x)-q_{+}(s, x)\right] d x d s \tag{6.91}
\end{align*}
$$

holds.
Proof. For any $T>0 t \in[0, T]$, we choose $B$ sufficiently large to satisfy $B>C$ (see Lemma 6.5). Employing Lemmas 6.9 and 6.12, and the entropy $\phi_{B}^{+}$(see Lemma 3.17) leads to

$$
\begin{align*}
& \frac{\partial}{\partial t}\left(\overline{\phi_{B}^{+}(q)}-\phi_{B}^{+}(q)\right)+\frac{1}{3} \frac{\partial}{\partial x}\left(u^{3}\left[\overline{\phi_{B}^{+}(q)}-\phi_{B}^{+}(q)\right]\right) \\
& \leq u^{2}\left(\overline{q \phi_{B}^{+}(q)}-q \phi_{B}^{+}(q)\right)-\frac{u^{2}}{2}\left(\overline{q^{2}\left(\phi_{B}^{+}\right)^{\prime}(q)}-q^{2}\left(\phi_{B}^{+}\right)^{\prime}(q)\right) \\
& -\frac{1}{2} u^{2}\left(\overline{q^{2}}-q^{2}\right)\left(\phi_{B}^{+}\right)^{\prime}(q)-\frac{2}{3} u^{3}\left(\frac{\overline{\partial \phi_{B}^{+}(q)}}{\partial x}-\frac{\partial \phi_{B}^{+}(q)}{\partial x}\right) \\
& \quad+J(t, x)\left(\overline{\left(\phi_{B}^{+}\right)^{\prime}(q)}-\left(\phi_{B}^{+}\right)^{\prime}(q)\right) . \tag{6.92}
\end{align*}
$$

Since $\phi_{B}^{+}$is increasing, from (6.79), we have

$$
\begin{equation*}
-u^{2}\left(\overline{q^{2}}-q^{2}\right)\left(\phi_{B}^{+}\right)^{\prime}(q) \leq 0 . \tag{6.93}
\end{equation*}
$$

Applying Lemma 3.17 results in

$$
\begin{align*}
& q \phi_{B}^{+}(q)-\frac{1}{2} q^{2}\left(\phi_{B}^{+}\right)^{\prime}(q)=-\frac{B}{2} q(B-q) \chi_{(B, \infty)}(q), \\
& q \phi_{B}^{+}(q) \tag{6.94}
\end{align*}-\frac{1}{2} \overline{q^{2}\left(\phi_{B}^{+}\right)^{\prime}(q)}=-\frac{B}{2} \overline{q(B-q) \chi_{(B, \infty)}(q)} .
$$

Using Remark 6.10, (6.86) and Lemma 6.5, we can choose sufficiently large $B>0$ to ensure $q<C(1+t)<B$. Let $\Upsilon_{B}=\left(0, \frac{B}{C}-1\right) \times \mathbb{R}$. From (6.86), we have

$$
\begin{equation*}
q \phi_{B}^{+}(q)-\frac{1}{2} q^{2}\left(\phi_{B}^{+}\right)^{\prime}(q)=\overline{q \phi_{B}^{+}(q)}-\frac{1}{2} \overline{q^{2}\left(\phi_{B}^{+}\right)^{\prime}(q)}=0, \quad \text { in } \quad \Upsilon_{B} . \tag{6.95}
\end{equation*}
$$

In $\left(0, \frac{B}{C}-1\right) \times \mathbb{R}$, it holds that

$$
\left\{\begin{array}{l}
\phi_{B}^{+}=\frac{1}{2}\left(q_{+}\right)^{2}, \quad\left(\phi_{B}^{+}\right)^{\prime}(q)=q_{+}  \tag{6.96}\\
\overline{\phi_{B}^{+}(q)}=\frac{1}{2} \overline{\left(q_{+}\right)^{2}}, \quad \overline{\left(\phi_{B}^{+}\right)^{\prime}(q)}=\overline{q_{+}}
\end{array}\right.
$$

Using (6.93)-(6.96), in the domain $\left(0, \frac{B}{C}-1\right) \times \mathbb{R}$, we have the following inequality

$$
\begin{align*}
& \frac{\partial}{\partial t}\left(\overline{\phi_{B}^{+}(q)}-\phi_{B}^{+}(q)\right)+\frac{1}{3} \frac{\partial}{\partial x}\left(u^{3}\left[\overline{\phi_{B}^{+}(q)}-\phi_{B}^{+}(q)\right]\right) \\
& \leq-\frac{2}{3} u^{3}\left(\frac{\partial \phi_{B}^{+}(q)}{\partial x}-\frac{\partial \phi_{B}^{+}(q)}{\partial x}\right)+J(t, x)\left(\overline{\left(\phi_{B}^{+}\right)^{\prime}(q)}-\left(\phi_{B}^{+}\right)^{\prime}(q)\right) \tag{6.97}
\end{align*}
$$

For almost all $0<t<\frac{B}{C}-1$, integrating (6.97) over $(0, t) \times \mathbb{R}$ produces

$$
\begin{gather*}
\frac{1}{2} \int_{\mathbb{R}}\left(\overline{\left(q_{+}\right)^{2}}-q_{+}^{2}(t, x)\right) d x \leq \lim _{t \rightarrow 0} \int_{\mathbb{R}}\left[\overline{\phi_{B}^{+}(q)}(t, x)-\phi_{B}^{+}(q)(t, x)\right] d x \\
\quad-\frac{2}{3} \int_{0}^{t} \int_{\mathbb{R}} u^{3}\left(\overline{\frac{\partial \phi_{B}^{+}(q)}{\partial x}}-\frac{\partial \phi_{B}^{+}(q)}{\partial x}\right) d x d s \\
+\int_{0}^{t} \int_{\mathbb{R}} J(s, x)\left[\overline{q_{+}}(s, x)-q_{+}(s, x)\right] d x d s . \tag{6.98}
\end{gather*}
$$

Letting $B \rightarrow \infty$ and using Lemma 3.16 complete the proof.

Lemma 6.14. Assume $u_{0} \in H^{1}(\mathbb{R})$ and $\left\|u_{0 x}\right\|_{L^{\infty}}<\infty$. For almost all $t>0$, then

$$
\begin{align*}
& \int_{\mathbb{R}}\left(\overline{\phi_{B}^{-}(q)}-\phi_{B}^{-}(q)\right)(t, x) d x \\
& \leq \frac{B^{2}}{2} \int_{0}^{t} \int_{\mathbb{R}} u^{2} \overline{(B+q) \chi_{(-\infty,-B)}(q)} d x d s \\
&-\frac{B^{2}}{2} \int_{0}^{t} \int_{\mathbb{R}} u^{2}(B+q) \chi_{(-\infty,-B)}(q) d x d s \\
&+B \int_{0}^{t} \int_{\mathbb{R}} u^{2}\left[\overline{\phi_{B}^{-}(q)}-\phi_{B}^{-}(q)\right] d x d s \\
&+\frac{B}{2} \int_{0}^{t} \int_{\mathbb{R}} u^{2}\left(\overline{q_{+}^{2}}-q_{+}^{2}\right) d x d s \\
&-\frac{2}{3} \int_{0}^{t} \int_{\mathbb{R}} u^{3}\left(\overline{\frac{\partial \phi_{B}^{-}(q)}{\partial x}}-\frac{\partial \phi_{B}^{-}(q)}{\partial x}\right) d x d s \\
&+\int_{0}^{t} \int_{\mathbb{R}} J(t, x)\left(\overline{\left(\phi_{B}^{-}\right)^{\prime}(q)}-\left(\phi_{B}^{-}\right)^{\prime}(q)\right) d x d s \tag{6.99}
\end{align*}
$$

where $B>0$ is sufficiently large.
Proof. From Lemmas 6.9 and 6.12 , choosing $B>0$ suitably large and using entropy $\phi_{B}^{-}$, we obtain

$$
\begin{align*}
& \frac{\partial}{\partial t}\left(\overline{\phi_{B}^{-}(q)}-\phi_{B}^{-}(q)\right)+\frac{1}{3} \frac{\partial}{\partial x}\left(u^{3}\left[\overline{\phi_{B}^{-}(q)}-\phi_{B}^{-}(q)\right]\right) \\
& \quad \leq u^{2}\left(\overline{q \phi_{B}^{-}(q)}-q \phi_{B}^{-}(q)\right)-\frac{u^{2}}{2}\left(\overline{q^{2}\left(\phi_{B}^{-}\right)^{\prime}(q)}-q^{2}\left(\phi_{B}^{-}\right)^{\prime}(q)\right) \\
& \quad-\frac{1}{2} u^{2}\left(\overline{q^{2}}-q^{2}\right)\left(\phi_{B}^{-}\right)^{\prime}(q)-\frac{2}{3} u^{3}\left(\overline{\frac{\partial \phi_{B}^{-}(q)}{\partial x}}-\frac{\partial \phi_{B}^{-}(q)}{\partial x}\right) \\
& \quad+J(t, x)\left(\overline{\left(\phi_{B}^{-}\right)^{\prime}(q)}-\left(\phi_{B}^{-}\right)^{\prime}(q)\right) . \tag{6.100}
\end{align*}
$$

As $-B \leq\left(\phi_{B}^{-}\right)^{\prime} \leq 0$ and $u^{2} \geq 0$, we obtain

$$
\begin{equation*}
-\frac{u^{2}}{2}\left(\overline{q^{2}}-q^{2}\right)\left(\phi_{B}^{-}\right)^{\prime}(q) \leq \frac{u^{2} B}{2}\left(\overline{q^{2}}-q^{2}\right), \tag{6.101}
\end{equation*}
$$

Using Remark 6.10 and Lemma 3.17 yields

$$
\begin{align*}
u^{2} q \phi_{B}^{-}(q)-\frac{u^{2}}{2} q^{2}\left(\phi_{B}^{-}\right)^{\prime}(q) & =-\frac{B u^{2}}{2} q(B+q) \chi_{(-\infty,-B)}(q)  \tag{6.102}\\
u^{2} \overline{q \phi_{B}^{-}(q)}-\frac{u^{2}}{2} \overline{q^{2}\left(\phi_{B}^{-}\right)^{\prime}(q)} & =-\frac{B u^{2}}{2} \overline{q(B+q) \chi_{(-\infty,-B)}(q)} \tag{6.103}
\end{align*}
$$

Applying (6.100), (6.101) and (6.103) leads to

$$
\left.\left.\begin{array}{rl}
\frac{\partial}{\partial t}\left(\overline{\phi_{B}^{-}(q)}\right. & \left.-\phi_{B}^{-}(q)\right)+\frac{1}{3} \frac{\partial}{\partial x}\left(u^{3}\left[\overline{\phi_{B}^{-}(q)}-\phi_{B}^{-}(q)\right]\right) \\
& \leq-\frac{1}{2} B u^{2} \overline{q(B+q) \chi_{(-\infty,-B)}(q)}+\frac{1}{2} B u^{2} q(B+q) \chi_{(-\infty,-B)}(q) \\
& +\frac{1}{2} B u^{2}\left(\overline{q^{2}}-q^{2}\right)-\frac{2}{3} u^{3}\left(\frac{\partial \phi_{B}^{-}(q)}{\partial x}\right.
\end{array}-\frac{\partial \phi_{B}^{-}(q)}{\partial x}\right)\right)
$$

Integrating (6.104) over $(0, t) \times \mathbb{R}$, we have

$$
\begin{align*}
& \int_{\mathbb{R}}\left(\overline{\phi_{B}^{-}(q)}-\phi_{B}^{-}(q)\right)(t, x) d x \\
& \quad \leq-\frac{B}{2} \int_{0}^{t} \int_{\mathbb{R}} u^{2} \overline{q(B+q) \chi_{(-\infty,-B)}(q)} d x d s \\
& \quad+\frac{B}{2} \int_{0}^{t} \int_{\mathbb{R}} u^{2} q(B+q) \chi_{(-\infty,-B)}(q) d x d s \\
& +\frac{B}{2} \int_{0}^{t} \int_{\mathbb{R}} u^{2}\left(\overline{q^{2}}-q^{2}\right) d x d s-\frac{2}{3} \int_{0}^{t} \int_{\mathbb{R}} u^{3}\left(\frac{\overline{\partial \phi_{B}^{-}(q)}}{\partial x}-\frac{\partial \phi_{B}^{-}(q)}{\partial x}\right) d x d s \\
& \quad+\int_{0}^{t} \int_{\mathbb{R}} J(t, x)\left(\overline{\left(\phi_{B}^{-}\right)^{\prime}(q)}-\left(\phi_{B}^{-}\right)^{\prime}(q)\right) d x d s . \tag{6.105}
\end{align*}
$$

Using Lemma 3.17 yields

$$
\begin{align*}
\overline{\phi_{B}^{-}(q)}-\phi_{B}^{-}(q)= & \frac{1}{2}\left(\overline{\left(q_{-}\right)^{2}}-\left(q_{-}\right)^{2}\right)+\frac{1}{2}(B+q)^{2} \chi_{(-\infty,-B)}(q) \\
& -\frac{1}{2} \overline{(B+q)^{2} \chi_{(-\infty,-B)}(q)} \tag{6.106}
\end{align*}
$$

which results in

$$
\begin{gather*}
B u^{2}\left[\overline{\phi_{B}^{-}(q)}-\phi_{B}^{-}(q)\right]=\frac{B}{2} u^{2}\left(\overline{\left(q_{-}\right)^{2}}-\left(q_{-}\right)^{2}\right)+\frac{B}{2} u^{2}(B+q)^{2} \chi_{(-\infty,-B)}(q) \\
-\frac{B}{2} u^{2} \frac{(B+q)^{2} \chi_{(-\infty,-B)}(q)}{} \tag{6.107}
\end{gather*}
$$

Making use of Remark 6.10, (6.105), (6.107), we acquire

$$
\begin{align*}
& \int_{\mathbb{R}}\left(\overline{\phi_{B}^{-}(q)}-\phi_{B}^{-}(q)\right)(t, x) d x \\
& \leq-\frac{B}{2} \int_{0}^{t} \int_{\mathbb{R}} u^{2} \overline{q(B+q) \chi_{(-\infty,-B)}(q)} d x d s \\
&+\frac{B}{2} \int_{0}^{t} \int_{\mathbb{R}} u^{2} q(B+q) \chi_{(-\infty,-B)}(q) d x d s \\
&+B \int_{0}^{t} \int_{\mathbb{R}} u^{2}\left[\overline{\phi_{B}^{-}(q)}-\phi_{B}^{-}(q)\right] d x d s \\
&+\frac{B}{2} \int_{0}^{t} \int_{\mathbb{R}} u^{2} \overline{(B+q)^{2} \chi_{(-\infty,-B)}(q)} d x d s \\
&-\frac{B}{2} \int_{0}^{t} \int_{\mathbb{R}} u^{2}(B+q)^{2} \chi_{(-\infty,-B)}(q) d x d s+\frac{B}{2} \int_{0}^{t} \int_{\mathbb{R}} u^{2}\left(\overline{q_{+}^{2}}-q_{+}^{2}\right) d x d s \\
&-\frac{2}{3} \int_{0}^{t} \int_{\mathbb{R}} u^{3}\left(\frac{\partial \phi_{B}^{-}(q)}{\partial x}-\frac{\partial \phi_{B}^{-}(q)}{\partial x}\right) d x d s \\
&+\int_{0}^{t} \int_{\mathbb{R}} J(t, x)\left(\overline{\left(\phi_{B}^{-}\right)^{\prime}(q)}-\left(\phi_{B}^{-}\right)^{\prime}(q)\right) d x d s . \tag{6.108}
\end{align*}
$$

Using the identity $B(B+q)^{2}-B q(B+q)=B^{2}(B+q)$, we obtain (6.99). The proof is completed.

Lemma 6.15. Suppose that all the assumptions in Theorem 6.1 hold. Then

$$
\begin{equation*}
\overline{q^{2}}=q^{2} \quad \text { almost everywhere in }[0, \infty) \times \mathbb{R} . \tag{6.109}
\end{equation*}
$$

Proof. From Lemmas 6.13 and 6.14, we have

$$
\begin{align*}
& \int_{\mathbb{R}}\left(\frac{1}{2}\left[\overline{\left[q_{+}\right)^{2}}-\left(q_{+}\right)^{2}\right]+\left[\overline{\phi_{\bar{B}}^{-}}-\phi_{B}^{-}\right]\right)(t, x) d x \\
& \leq \frac{B^{2}}{2} \int_{0}^{t} \int_{\mathbb{R}} u^{2}\left(\overline{B+q) \chi_{(-\infty,-B)}(q)} d x d s\right. \\
& \quad-\frac{B^{2}}{2} \int_{0}^{t} \int_{\mathbb{R}} u^{2}(B+q) \chi_{(-\infty,-B)}(q) d x d s \\
& \quad+B \int_{0}^{t} \int_{\mathbb{R}} u^{2}\left[\overline{\phi_{B}^{\bar{B}}(q)}-\phi_{B}^{-}(q)\right] d x d s \\
& \quad+\frac{B}{2} \int_{0}^{t} \int_{\mathbb{R}} u^{2}\left(\overline{q_{+}^{2}}-q_{+}^{2}\right) d x d s \\
& \quad-\frac{2}{3} \int_{0}^{t} \int_{\mathbb{R}} u^{3}\left(\frac{\overline{\partial \phi_{B}(q)}}{\partial x}-\frac{\partial \phi_{B}(q)}{\partial x}\right) d x d s \\
& +\int_{0}^{t} \int_{\mathbb{R}} J(s, x)\left(\left[\overline{q_{+}}-q_{+}\right]+\left[\overline{\left[\left(\phi_{B}^{\prime}\right)^{\prime}(q)\right.}-\left(\phi_{B}^{-}\right)^{\prime}(q)\right]\right) d x d s . \tag{6.110}
\end{align*}
$$

Using Lemma 6.7, for $0<t<T$, there exists a constant $K_{0}>0$, relying only on $\left\|u_{0 x}\right\|_{L^{\infty}},\left\|u_{0}\right\|_{H^{1}(\mathbb{R})}$, and $T$, such that

$$
\begin{equation*}
\|J(t, x)\|_{L^{\infty}([0, T) \times \mathbb{R})} \leq K_{0} . \tag{6.111}
\end{equation*}
$$

Employing Remark 6.10 and Lemma 3.17 yields

$$
\begin{align*}
& q_{+}+\left(\phi_{B}^{-}\right)^{\prime}(q)=q-(B+q) \chi_{(-\infty,-B)}, \\
& \overline{q_{+}}+\overline{\left(\phi_{B}^{-}\right)^{\prime}(q)}=q-\overline{(B+q) \chi_{(-\infty,-B)}(q)} . \tag{6.112}
\end{align*}
$$

Since the map $\eta \rightarrow \eta_{+}+\left(\phi_{B}^{-}\right)^{\prime}(\eta)$ is convex and concave, we obtain

$$
\begin{align*}
0 \leq & {\left[\overline{q_{+}}-q_{+}\right]+\left[\overline{\left(\phi_{B}^{-}\right)^{\prime}(q)}-\left(\phi_{B}^{-}\right)^{\prime}(q)\right] } \\
& =(B+q) \chi_{(-\infty,-B)}-\overline{(B+q) \chi_{(-\infty,-B)}(q)} . \tag{6.113}
\end{align*}
$$

It follows from (6.110) that

$$
\begin{align*}
& \int_{\mathbb{R}}\left(\frac{1}{2}\left[\overline{\left(q_{+}\right)^{2}}-\left(q_{+}\right)^{2}\right]+\left[\overline{\phi_{B}^{-}}-\phi_{B}^{-}\right]\right)(t, x) d x \\
& \leq B \int_{0}^{t} \int_{\mathbb{R}} u^{2}\left[\overline{\phi_{B}^{-}(q)}-\phi_{B}^{-}(q)\right] d x d s+\frac{B}{2} \int_{0}^{t} \int_{\mathbb{R}} u^{2}\left(\overline{q_{+}^{2}}-q_{+}^{2}\right) d x d s \\
&+\int_{0}^{t} \int_{\mathbb{R}} 2 u^{2} q\left(\overline{\phi_{B}(q)}-\phi_{B}(q)\right) d x d s . \tag{6.114}
\end{align*}
$$

Using Lemma 6.5, we get that there must exist a sufficiently large $B$ such that $u^{2} q \leq C B$. Thus, from Lemma 3.17 and (6.114), we acquire

$$
\begin{align*}
0 \leq & \int_{\mathbb{R}}\left(\frac{1}{2}\left[\overline{\left(q_{+}\right)^{2}}-\left(q_{+}\right)^{2}\right]+\left[\overline{\phi_{B}^{-}}-\phi_{B}^{-}\right]\right)(t, x) d x \\
& \leq C B \int_{0}^{t} \int_{\mathbb{R}}\left(\frac{1}{2}\left[\overline{\left(q_{+}\right)^{2}}-\left(q_{+}\right)^{2}\right]+\left[\overline{\phi_{B}^{-}}-\phi_{B}^{-}\right]\right)(t, x) d x d s . \tag{6.115}
\end{align*}
$$

For each $t>0$, the Gronwall inequality is used to produce

$$
0 \leq \int_{\mathbb{R}}\left(\frac{1}{2}\left[\overline{\left(q_{+}\right)^{2}}-\left(q_{+}\right)^{2}\right]+\left[\overline{\phi_{B}^{-}}-\phi_{B}^{-}\right]\right)(t, x) d x=0 .
$$

Using the Fatou lemma, (6.79) and Remark 6.10, we let $B \rightarrow \infty$ and obtain

$$
\begin{equation*}
0 \leq \int_{\mathbb{R}}\left(\overline{q^{2}}-q^{2}\right)(t, x) d x=0, \quad \text { for } \quad t>0 \tag{6.116}
\end{equation*}
$$

which completes the proof.
Proof of Theorem 6.1. Applying (6.7), (6.11) and Lemma 6.6, we get that the conditions (i) and (ii) in Definition 3.1 hold. Using Lemma 6.15 gives rise to

$$
\begin{equation*}
q_{\varepsilon} \rightarrow q \quad \text { in } \quad L_{l o c}^{2}([0, \infty) \times \mathbb{R}) \tag{6.117}
\end{equation*}
$$

From Lemmas 6.6 and 6.7, and (6.117), we get that $u$ is a distributional solution to system (6.3). Using Lemmas 6.3 and 6.5 , we obtain inequalities (6.5) and (6.6).

The proof of Theorem 6.1 is completed.

## CHAPTER 7

## Wave breaking to a nonlinear shallow

## water wave equation

This chapter considers a nonlinear shallow water wave model including the DegasperisProcesi equation. Several estimates, which are derived from the shallow water model itself, are established to discuss the wave breaking of its solutions.

### 7.1 General

Constantin and Lannes [13] derived the nonlinear equation

$$
\begin{equation*}
u_{t}+u_{x}+\frac{3}{2} \rho u u_{x}+\mu\left(\alpha u_{x x x}+\beta u_{t x x}\right)=\rho \mu\left(\gamma u_{x} u_{x x}+\delta u u_{x x x}\right), \tag{7.1}
\end{equation*}
$$

where the constants $\rho, \gamma, \delta, \alpha, \beta$ and $\mu$ are required to satisfy certain restrictions. Eq.(7.1) describes the propagation and motion of shallow water waves over a flat bed (see [13]). From [13], we know that Eq.(7.1) can be turned into the equation

$$
\begin{equation*}
u_{t}-u_{t x x}+k_{0} u_{x}+m u u_{x}=k_{1} u_{x} u_{x x}+k_{2} u u_{x x x} \tag{7.2}
\end{equation*}
$$

where $k_{0}, k_{1}, k_{2}$ and $m$ are constants. If $m=4, k_{1}=3, k_{2}=1$, Eq.(7.2) becomes the Degasperis-Procesi equation. For $m=3, k_{1}=2, k_{2}=1$, Eq.(7.2) reduces to
the Camassa-Holm equation (see [19]). When $k_{0}=-1, m=\frac{3}{2}, k_{1}=\frac{9}{2}, k_{2}=\frac{3}{2}$, Eq.(7.2) is turned into the Fornberg-Whitham (FW) equation (see [43,44]). The wave breaking of solutions and local strong solutions in $H^{s}(\mathbb{R})\left(s>\frac{3}{2}\right)$ for the Fornberg-Whitham equation are discussed in [43, 44].

Motivated by the recent work in [44] where the wave breaking for the FW equation is investigated, we study the wave breaking for a special case of Eq.(7.2), which has the form

$$
\begin{equation*}
u_{t}-u_{t x x}+k u_{x}+m u u_{x}=3 u_{x} u_{x x}+u u_{x x x}, \tag{7.3}
\end{equation*}
$$

where $m>0$ and $k$ are constants. As stated in [14], the wave breaking implies that the solution itself is bounded, but its slope remains unbounded as the time tends to a finite time. Assuming that the initial value $u_{0}(x) \in H^{2}(\mathbb{R})$, we shall discuss the wave breaking of Eq.(7.3).

For Eq.(7.3), Lai et al. [61] derive the conservation law

$$
\begin{equation*}
\int_{\mathbb{R}} \frac{1+\xi^{2}}{m+\xi^{2}}|\hat{u}(\xi)|^{2} d \xi=\int_{\mathbb{R}} \frac{1+\xi^{2}}{m+\xi^{2}}\left|\hat{u_{0}}(\xi)\right|^{2} d \xi \sim\left\|u_{0}\right\|_{L^{2}(\mathbb{R})} \tag{7.4}
\end{equation*}
$$

where $u_{0}=u(0, x) \in H^{2}(\mathbb{R})$.
Several Lemmas shall be given in section 7.2. The main results of this chapter and their proofs will be presented in section 7.3.

### 7.2 Lemmas

We write the Cauchy problem of Eq.(7.3) as follows

$$
\left\{\begin{array}{l}
u_{t}-u_{t x x}+k u_{x}+m u u_{x}=3 u_{x} u_{x x}+u u_{x x x}  \tag{7.5}\\
u(0, x)=u_{0}(x)
\end{array}\right.
$$

Multiplying the first equation of problem (7.5) by $\Lambda^{-2}=\left(1-\frac{\partial^{2}}{\partial x^{2}}\right)^{-1}$, we have

$$
\left\{\begin{array}{l}
u_{t}+u u_{x}=-k \Lambda^{-2} u_{x}-\frac{m-1}{2} \Lambda^{-2}\left(u^{2}\right)_{x}  \tag{7.6}\\
u(0, x)=u_{0}(x)
\end{array}\right.
$$

We shall address here that the operator $\Lambda^{-2}$ has also been used in chapter 3. For the classical solutions $u(t, x) \in H^{2}(\mathbb{R}) \in C^{1}(\mathbb{R})$, we have $u(t, \pm \infty)=0$.

Lemma 7.1 [61]. For problem (7.5), if $m>0$ and $u_{0}(x) \in H^{2}(\mathbb{R})$, it holds that

$$
\begin{equation*}
\int_{\mathbb{R}} y v d x=\int_{\mathbb{R}} \frac{1+\xi^{2}}{m+\xi^{2}}|\hat{u}(\xi)|^{2} d \xi=\int_{\mathbb{R}} \frac{1+\xi^{2}}{m+\xi^{2}}\left|\hat{u_{0}}(\xi)\right|^{2} d \xi \sim\left\|u_{0}\right\|_{L^{2}(\mathbb{R})} \tag{7.7}
\end{equation*}
$$

and

$$
c_{1}\left\|u_{0}\right\|_{L^{2}(\mathbb{R})} \leq c_{1}\|u\|_{L^{2}(\mathbb{R})} \leq c_{2}\left\|u_{0}\right\|_{L^{2}(\mathbb{R})}
$$

where $c_{1}, c_{2}$ are constants depending only on $m$.
Lemma $7.2[61]$. Let $s \geq 2, u_{0} \in H^{s}(\mathbb{R})$. Then there must exist $T=T\left(u_{0}\right)>0$ to guarantee that the problem (7.6) has a unique strong solution $u(t, x)$ and

$$
u \in C\left([0, T) ; H^{s}(\mathbb{R})\right) \cap C^{1}\left([0, T) ; H^{s-1}(\mathbb{R})\right)
$$

Lemma 7.3 [61]. Assume $s \geq 2, u_{0} \in H^{s}(\mathbb{R})$. If $T$ is the maximal existence time of solution to Eq.(7.3), then

$$
\begin{equation*}
\|u(t, x)\|_{L^{\infty}} \leq\left\|u_{0}\right\|_{L^{\infty}}+c_{0} t\left\|u_{0}\right\|_{L^{2}}^{2}, \quad \text { for } t \in[0, T] \tag{7.8}
\end{equation*}
$$

where $c_{0}$ only depends on $m$.
From this Lemma, we know that for all $t \in[0, \infty$ ), inequality (7.8) is still
valid.
Lemma 7.4. If $u(t, x) \in H^{2}(\mathbb{R})$, then

$$
\begin{equation*}
\int_{\mathbb{R}} u_{x} \Lambda^{-2} u d x=-\int_{\mathbb{R}} u \Lambda^{-2} u_{x} d x=0, \quad 0 \leq \int_{\mathbb{R}} \Lambda^{-2} u^{2} d x<\infty \tag{7.9}
\end{equation*}
$$

Proof. Letting $\Lambda^{-2} u=v$, we have

$$
u=v-v_{x x}
$$

which results in

$$
\begin{equation*}
\int_{\mathbb{R}} u \Lambda^{-2} u_{x} d x=\int_{\mathbb{R}}\left(v-v_{x x}\right) v_{x} d x=\int_{\mathbb{R}} v d v-\int_{\mathbb{R}} v_{x} d v_{x}=0 \tag{7.10}
\end{equation*}
$$

Applying

$$
\begin{align*}
& 0 \leq \int_{\mathbb{R}} \Lambda^{-2} u^{2} d x \\
&=\frac{1}{2} \int_{\mathbb{R}} \int_{\mathbb{R}} e^{-|x-y|} u^{2}(t, y) d y d x \\
&=\frac{1}{2} \int_{\mathbb{R}} u^{2}(t, y) d y \int_{\mathbb{R}} e^{-|x-y|} d x \tag{7.11}
\end{align*}
$$

and Lemma 7.1, we derive that

$$
0 \leq \int_{\mathbb{R}} \Lambda^{-2} u^{2} d x<\infty
$$

The proof is completed.

Lemma 7.5. If $u_{0} \in H^{2}(\mathbb{R})$ and $u(t, x)$ satisfies problem (7.5), then

$$
\begin{align*}
& \left|\Lambda^{-2} u^{2}\right|<c,  \tag{7.12}\\
& \left|\Lambda^{-2} \partial_{x}\left(u^{2}\right)\right|<c,  \tag{7.13}\\
& \left|\int_{\mathbb{R}} \Lambda^{-2} \partial_{x}\left(u^{2}\right) d x\right|<c,  \tag{7.14}\\
& \left|\int_{\mathbb{R}} u \Lambda^{-2}\left(u^{2}\right)_{x} d x\right|<c, \tag{7.15}
\end{align*}
$$

where constant $c>0$ is independent of time $t$.
proof. Since

$$
\begin{equation*}
\Lambda^{-2} u^{2} d x=\frac{1}{2} \int_{\mathbb{R}} e^{-|x-y|} u^{2}(t, y) d y \tag{7.16}
\end{equation*}
$$

and

$$
\Lambda^{-2} \partial_{x}\left(u^{2}\right)=-\frac{e^{-x}}{2} \int_{-\infty}^{x} e^{y} u^{2}(t, y) d y \quad+\frac{e^{x}}{2} \int_{x}^{\infty} e^{-y} u^{2}(t, y) d y
$$

using Lemma 7.1, we get

$$
\begin{align*}
\left|\Lambda^{-2} \partial_{x}\left(u^{2}\right)\right| & =\left|\frac{1}{2} \int_{\mathbb{R}} e^{-|x-y|} \operatorname{sign}(x-y) u^{2}(t, y) d y\right| \\
& \leq \frac{1}{2} \int_{\mathbb{R}} u^{2}(t, y) d y<\infty \tag{7.17}
\end{align*}
$$

and

$$
\begin{align*}
& \int_{\mathbb{R}}\left|\Lambda^{-2} \partial_{x}\left(u^{2}\right)\right| d x=\frac{1}{2} \int_{\mathbb{R}}\left|\int_{\mathbb{R}} e^{-|x-y|} \operatorname{sign}(x-y) u^{2}(t, y) d y\right| d x \\
& \quad=\frac{1}{2} \int_{\mathbb{R}} u^{2}(t, y) d y \int_{-\infty}^{\infty}\left|e^{-|x-y|} \operatorname{sign}(x-y)\right| d x \\
& \quad \leq \frac{1}{2} \int_{\mathbb{R}} u^{2}(t, y) d y \int_{-\infty}^{\infty} e^{-|x-y|} d x<\infty . \tag{7.18}
\end{align*}
$$

Using (7.17) yields

$$
\begin{align*}
& \left|\int_{\mathbb{R}} u \Lambda^{-2} \partial_{x}\left(u^{2}\right) d x\right| \leq\left(\int_{\mathbb{R}} u^{2} d x\right)^{\frac{1}{2}}\left(\int_{\mathbb{R}}\left[\Lambda^{-2} \partial_{x}\left(u^{2}\right)\right]^{2} d x\right)^{\frac{1}{2}} \\
& \quad \leq c\left(\int_{\mathbb{R}} u^{2} d x\right)^{\frac{1}{2}}\left(\int_{\mathbb{R}}\left|\Lambda^{-2} \partial_{x}\left(u^{2}\right)\right| d x\right)^{\frac{1}{2}} \\
& \quad \leq c . \tag{7.19}
\end{align*}
$$

From (7.16)-(7.19), we complete the proof.

### 7.3 Blow-up criteria

If the maximal existence time $T>0$ for problem (7.5) is finite and $u_{0}(x) \in H^{2}(\mathbb{R})$, from Lemmas 7.2 and 7.3, we get that

$$
\sup _{(t, x) \in[0, T) \times \mathbb{R}}|u(t, x)|<\infty
$$

and

$$
\lim _{t \rightarrow T}\left\|u_{x}\right\|_{H^{2}(\mathbb{R})}=\infty
$$

We will prove that $\sup _{(t, x) \in[0, T) \times \mathbb{R}}\left|u_{x}(t, x)\right|=\infty$, which means that the wave breaking of equation (7.3) occurs. For detailed discussions of wave breaking, the readers are referred to [14].

Theorem 7.6. Let $u_{0}(x) \in H^{2}(\mathbb{R})$. If the maximal existence time $T$ is finite, then the solution of problem (7.5) or problem (7.6) blows up if and only if

$$
\begin{equation*}
\lim _{t \rightarrow T} \inf \left[u_{x}(t, x)\right]=-\infty \tag{7.20}
\end{equation*}
$$

proof. It follows from Lemma 7.2 that there exists $u(t, x) \in C\left([0, T), H^{2}(\mathbb{R})\right) \cap$ $C^{1}\left([0, T), H^{1}(\mathbb{R})\right)$. We shall use the classical energy estimates in our proof. We multiply the first equation of problem (7.6) by $u(t, x)$ and integrate the resultant
equation on $\mathbb{R}$ to acquire

$$
\begin{align*}
\frac{1}{2} \frac{d}{d t} \int_{\mathbb{R}} u^{2} d x & =-\int_{\mathbb{R}} u^{2} u_{x} d x-k \int_{\mathbb{R}} u \Lambda^{-2} u_{x}-\frac{m-1}{2} \int_{\mathbb{R}} u \Lambda^{-2}\left(u^{2}\right)_{x} d x \\
& =-\frac{m-1}{2} \int_{\mathbb{R}} u \Lambda^{-2}\left(u^{2}\right)_{x} d x \tag{7.21}
\end{align*}
$$

in which we have used Lemma 7.4.
We differentiate the first equation of (7.6) about $x$ and get

$$
\begin{align*}
u_{t x}+\left(u u_{x}\right)_{x} & =-k \Lambda^{-2} u_{x x}-\frac{m-1}{2} \Lambda^{-2}\left(u^{2}\right)_{x x} \\
= & -k \Lambda^{-2}\left(1-\Lambda^{2}\right) u-\frac{m-1}{2} \Lambda^{-2}\left(1-\Lambda^{2}\right) u^{2} \\
= & -k \Lambda^{-2} u+k u-\frac{m-1}{2} \Lambda^{-2} u^{2}+\frac{m-1}{2} u^{2} \tag{7.22}
\end{align*}
$$

Multiplying Eq.(7.22) by $u_{x}$ and using Lemma 7.4, we obtain

$$
\begin{gather*}
\frac{1}{2} \frac{d}{d t} \int_{\mathbb{R}} u_{x}^{2} d x=-\int_{\mathbb{R}} u_{x}\left(u u_{x}\right)_{x}-\frac{m-1}{2} \int_{\mathbb{R}} u_{x} \Lambda^{-2} u^{2} d x \\
=-\frac{1}{2} \int_{\mathbb{R}} u_{x}^{3} d x+\frac{m-1}{2} \int_{\mathbb{R}} u \Lambda^{-2}\left(u^{2}\right)_{x} d x \tag{7.23}
\end{gather*}
$$

Differentiating (7.22) again with respect to $x$, we get

$$
\begin{gather*}
u_{t x x}=-\left(u u_{x}\right)_{x x}-k \Lambda^{-2} u_{x}+k u_{x}-\frac{m-1}{2} \Lambda^{-2}\left(u^{2}\right)_{x} \\
+\frac{m-1}{2}\left(u^{2}\right)_{x} . \tag{7.24}
\end{gather*}
$$

Using Lemma 7.4, we have

$$
\begin{equation*}
\int_{\mathbb{R}} u_{x x} \Lambda^{-2} u_{x} d x=-\int_{\mathbb{R}} u_{x} \Lambda^{-2} u_{x x} d x=-\int_{\mathbb{R}} u_{x}\left(\Lambda^{-2} u-u\right) d x=0 \tag{7.25}
\end{equation*}
$$

and

$$
\begin{align*}
& \int_{\mathbb{R}} u_{x x} \Lambda^{-2}\left(u^{2}\right)_{x} d x=-\int_{\mathbb{R}} u_{x} \Lambda^{-2}\left(u^{2}\right)_{x x} d x \\
&=-\int_{\mathbb{R}} u_{x}\left(\Lambda^{-2} u^{2}-u^{2}\right) d x=-\int_{\mathbb{R}} u_{x}\left(\Lambda^{-2} u^{2}\right) d x . \tag{7.26}
\end{align*}
$$

We multiply (7.24) by $u_{x x}$, integrate the obtained equation over $\mathbb{R}$ and get

$$
\begin{align*}
& \frac{1}{2} \frac{d}{d t} \int_{\mathbb{R}} u_{x x}^{2} d x=-\int_{\mathbb{R}} u_{x x}\left(u u_{x}\right)_{x x} d x-k \int_{\mathbb{R}} u_{x x} \Lambda^{-2} u_{x} d x \\
& \quad-\frac{m-1}{2} \int_{\mathbb{R}} u_{x x} \Lambda^{-2}\left(u^{2}\right)_{x}+\frac{m-1}{2} \int_{\mathbb{R}} u_{x x}\left(u^{2}\right)_{x} d x \\
& =-\frac{5}{2} \int_{\mathbb{R}} u_{x} u_{x x}^{2} d x-\frac{m-1}{2} \int_{\mathbb{R}} u_{x}^{3} d x+\frac{m-1}{2} \int_{\mathbb{R}} u_{x} \Lambda^{-2} u^{2} d x \\
& =-\frac{5}{2} \int_{\mathbb{R}} u_{x} u_{x x}^{2} d x-\frac{m-1}{2} \int_{\mathbb{R}} u_{x}^{3} d x-\frac{m-1}{2} \int_{\mathbb{R}} u \Lambda^{-2}\left(u^{2}\right)_{x} d x . \tag{7.27}
\end{align*}
$$

From (7.21), (7.23) and (7.27), we have

$$
\begin{align*}
& \frac{1}{2}\left[\frac{d}{d t} \int_{\mathbb{R}} u^{2} d x+\frac{d}{d t} \int_{\mathbb{R}} u_{x}^{2} d x+\frac{d}{d t} \int_{\mathbb{R}} u_{x x}^{2} d x\right] \\
& \quad=-\frac{5}{2} \int_{\mathbb{R}} u_{x} u_{x x}^{2} d x-\frac{m}{2} \int_{\mathbb{R}} u_{x}^{3} d x-\frac{m-1}{2} \int_{\mathbb{R}} u \Lambda^{-2}\left(u^{2}\right)_{x} d x . \tag{7.28}
\end{align*}
$$

Assume that we can choose a constant $C>0$ to satisfy

$$
\begin{equation*}
u_{x}(t, x) \geq-C, \quad t \in[0, T), \quad x \in \mathbb{R} \tag{7.29}
\end{equation*}
$$

From (7.28) and Lemma 7.5, we have

$$
\begin{align*}
& \frac{1}{2}\left[\frac{d}{d t} \int_{\mathbb{R}} u^{2} d x+\frac{d}{d t} \int_{\mathbb{R}} u_{x}^{2} d x+\frac{d}{d t} \int_{\mathbb{R}} u_{x x}^{2} d x\right] \\
& \quad \leq \max \left(\frac{5 C}{2}, \frac{m C}{2}\right)\left(\int_{\mathbb{R}} u^{2} d x+\int_{\mathbb{R}} u_{x}^{2} d x+\int_{\mathbb{R}} u_{x x}^{2} d x\right)+c . \tag{7.30}
\end{align*}
$$

Letting

$$
\begin{equation*}
E(t)=\int_{\mathbb{R}}\left(u^{2}+u_{x}^{2}+u_{x x}^{2}\right) d x \tag{7.31}
\end{equation*}
$$

and using (7.30), we get

$$
\begin{equation*}
E(t) \leq \max (5 C, m C) \int_{0}^{t} E(\tau) d \tau+2 c t+E(0) \tag{7.32}
\end{equation*}
$$

from which together with the Gronwall inequality, we have

$$
\begin{equation*}
E(t) \leq(2 c t+E(0)) e^{\max (5 C, m C) t} \tag{7.33}
\end{equation*}
$$

which derives $u(t, x) \in H^{2}(\mathbb{R})$. Since $L^{\infty}(\mathbb{R}) \in H^{1}(\mathbb{R})$, we get $u_{x}(t, x) \in L^{\infty}(\mathbb{R})$. Thus we have shown that the bound of $u_{x}(t, x)$ from below for $(t, x) \in[0, T) \times \mathbb{R}$, which contradicts the assumption of the theorem. The proof is completed.

Theorem 7.7. Assume $u_{0}(x) \in H^{s}(\mathbb{R})$ with $s \geq 2$. If $\lim _{t \rightarrow T}\|u\|_{H^{s}(\mathbb{R})}=\infty$ and $T<\infty$, then

$$
\begin{equation*}
\int_{0}^{T}\left\|u_{x}(\tau, x)\right\|_{L^{\infty}} d \tau=\infty \tag{7.34}
\end{equation*}
$$

Proof. We write

$$
\begin{equation*}
u_{t}-u_{t x x}+k u_{x}+m u u_{x}=\left(u u_{x}\right)_{x x}=\left(1-\Lambda^{2}\right)\left(u u_{x}\right) . \tag{7.35}
\end{equation*}
$$

Applying $\left(\Lambda^{s-1} u\right) \Lambda^{s-1}$ to both sides of (7.35) and using integration by parts, we
derive the inequality

$$
\begin{align*}
& \frac{1}{2} \frac{d}{d t} \int_{\mathbb{R}}\left[\left(\Lambda^{s-1} u\right)^{2}+\left(\Lambda^{s-1} u_{x}\right)^{2}\right] d x \\
& \quad \leq|k|\left|\int_{\mathbb{R}}\left(\Lambda^{s-1} u\right) \Lambda^{s-1}\left(u_{x}\right) d x\right|+|m-1|\left|\int_{\mathbb{R}}\left(\Lambda^{s-1} u\right) \Lambda^{s-1}\left(u u_{x}\right) d x\right| \\
& \quad+\left|\int_{\mathbb{R}} \Lambda^{s-1} u \Lambda^{s+1}\left(u u_{x}\right) d x\right| \\
& \leq c\left(\left|\int_{\mathbb{R}}\left(\Lambda^{s-1} u\right) \Lambda^{s-1}\left(u_{x}\right) d x\right|+\left|\int_{\mathbb{R}}\left(\Lambda^{s-1} u\right) \Lambda^{s-1}\left(u u_{x}\right) d x\right|\right. \\
& \left.\quad+\left|\int_{\mathbb{R}} \Lambda^{s} u \Lambda^{s}\left(u u_{x}\right) d x\right|\right) \\
& \quad=c\left(K_{1}+K_{2}+K_{3}\right) \tag{7.36}
\end{align*}
$$

where $c$ depends on $k$ and $m$.
Using the Cauchy-Schwartz inequality results in the inequality

$$
\begin{equation*}
\left|K_{1}\right| \leq c\|u\|_{H^{s-1}}\|u\|_{H^{s}} \tag{7.37}
\end{equation*}
$$

Applying Lemmas 4.10 and 4.11, we get

$$
\begin{align*}
& \left|\int_{\mathbb{R}}\left(\Lambda^{s} u\right) \Lambda^{s}\left(u u_{x}\right) d x\right|=\mid \int_{\mathbb{R}}\left(\Lambda^{s} u\right)\left[\Lambda^{s}\left(u u_{x}\right)-u \Lambda^{s} u_{x}\right] d x \\
& \quad+\int_{\mathbb{R}}\left(\Lambda^{s} u\right) u \Lambda^{s} u_{x} d x \mid \\
& \quad \leq c\|u\|_{H^{s}}\left(\|u\|_{H^{s-1}}\left\|u_{x}\right\|_{L^{\infty}}+\|u\|_{H^{s}}\|u\|_{L^{\infty}}\right)+ \\
& \quad+\left\|u_{x}\right\|_{L^{\infty}}\left\|\Lambda^{s} u\right\|_{L^{2}} \\
& \quad \leq c\left(\|u\|_{L^{\infty}}+\left\|u_{x}\right\|_{L^{\infty}}\right)\|u\|_{H^{s}}^{2} \tag{7.38}
\end{align*}
$$

which results in

$$
\begin{equation*}
\left|K_{3}\right| \leq c\left(\|u\|_{L^{\infty}}+\left\|u_{x}\right\|_{L^{\infty}}\right)\|u\|_{H^{s}}^{2} . \tag{7.39}
\end{equation*}
$$

Similarly, we get

$$
\begin{equation*}
\left|K_{2}\right| \leq c\|u\|_{H^{s-1}}^{2}\left(\|u\|_{L^{\infty}}+\left\|u_{x}\right\|_{L^{\infty}}\right) \tag{7.40}
\end{equation*}
$$

It follows from (7.37), (7.39) and (7.40) that

$$
\begin{align*}
& \frac{1}{2} \frac{d}{d t} \int_{-\infty}^{\infty}\left[\left(\Lambda^{s-1} u\right)^{2}+\left(\Lambda^{s-1} u_{x}\right)^{2}\right] d x \\
& \quad \leq c\left(\|u\|_{H^{s-1}(\mathbb{R})}^{2}+\|u\|_{H^{s}(\mathbb{R})}^{2}\right) \\
& \quad \times\left(1+\|u\|_{L^{\infty}(\mathbb{R})}+\left\|u_{x}\right\|_{L^{\infty}(\mathbb{R})}\right), \tag{7.41}
\end{align*}
$$

where $c>0$ is a constant. From (7.41), we get

$$
\begin{equation*}
\|u\|_{H^{s}} \leq c\left\|u_{0}\right\|_{H^{s}} e^{\int_{0}^{t}\left(1+\|u\|_{L^{\infty}}+\left\|u_{x}\right\|_{L^{\infty}}\right)} d t . \tag{7.42}
\end{equation*}
$$

If $\lim _{t \rightarrow T}\|u\|_{H^{s}(\mathbb{R})}=\infty$ and $T<\infty$, using (7.42), we obtain

$$
\begin{equation*}
\int_{0}^{T}\left\|u_{x}(\tau, x)\right\|_{L^{\infty}} d \tau=\infty \tag{7.43}
\end{equation*}
$$

The proof is completed.

## CHAPTER 8

## Summary and future research

### 8.1 Summary

In this paper, a generalized Benjamin-Bona-Mahony-Burgers equation(GBBMB), a generalized Degasperis-Procesi equation, and three integrable non-evolutionary equations with quadratic, cubic and quartic nonlinearities, respectively, have been investigated. Various dynamical properties of the five nonlinear equations have been derived. Specifically, we obtain the following results.
(1). For a generalized Benjamin-Bona-Mahony-Burgers equation with third order spatial derivative, which takes the form

$$
u_{t}-u_{t x x}-a u_{x x}+b u_{x}+u^{p} u_{x}+k u_{x x x}=0, \quad a \geq 0
$$

we prove that for any $T>0,\|u\|_{L^{\infty}(\mathbb{R})} \leq c\left\|u_{0}\right\|_{H^{1}(\mathbb{R})}$, and derive the onesided $L^{\infty}$ estimate on the first order spatial derivative $\frac{\partial u(t, x)}{\partial x} \leq c_{0}\left(1+e^{-a t}\right)$ and the estimate $\int_{0}^{t} \int_{-\infty}^{\infty}\left|\frac{\partial u(t, x)}{\partial x}\right|^{4} d x d t \leq c_{1} T e^{c_{1} T}, \quad t \in[0, T]$, where $c_{0}$ and $c_{1}$ only depend on the coefficients $a, b, p, k$ and the norm $\left\|u_{0}\right\|_{H^{1}(\mathbb{R})}$. Making use of the method in Xin and Zhang [101], we prove that the GBBMB model has global weak solutions in $C([0, \infty) \times \mathbb{R}) \cap L^{\infty}\left([0, \infty) ; H^{1}(\mathbb{R})\right)$. If the GBBMB equation exists strong solution and its initial data satisfy certain assumptions, the $L^{1}(\mathbb{R})$ local
stability of solutions to the GBBMB equation is established by using Kruzkov's techniques of doubling the space variables.
(2). For an integrable non-evolutionary partial differential equation with quadratic nonlinearities and quasi-local higher symmetries, using the Kato theorem, we prove the existence and uniqueness of local strong solutions to the equation in the space $C\left([0, T) ; H^{s}(\mathbb{R})\right) \cap C^{1}\left([0, T) ; H^{s-1}(\mathbb{R})\right)$ where $s>\frac{3}{2}$. The blow-up condition is given under certain assumptions. If $1 \leq s \leq \frac{3}{2}$, using Aubin's compactness theorem and various estimates of the solutions, we prove the existence of local weak solutions in $H^{s}(\mathbb{R})$.
(3). For an integrable non-evolutionary partial differential equation with cubic nonlinearities and quasi-local higher symmetries, imposing certain restrictions on the initial value and using Aubin's compactness theorem and various estimates of the solutions, we prove that the equation possesses local weak solutions in $L^{2}\left([0, T], H^{s}(\mathbb{R})\right), 1<s \leq \frac{3}{2}$ in the sense of distribution. Constructing a Cauchy sequence of the solutions in $C\left([0, T) ; H^{s}(\mathbb{R})\right) \cap C^{1}\left([0, T) ; H^{s-1}(\mathbb{R})\right)$ with $s>\frac{3}{2}$, we show that the equation has a unique local strong solution.
(4). The existence of global weak solutions to the Cauchy problem for a nonlinear Camassa-Holm type equation with quartic nonlinearities is proved in $C([0, \infty) \times \mathbb{R}) \cap L^{\infty}\left([0, \infty) ; H^{1}(R)\right)$ by assuming that initial value satisfy $u_{0}(x) \in$ $H^{1}(R)$ and $\left\|\frac{\partial u_{0}(x)}{\partial x}\right\|_{L^{\infty}(R)}<\infty$. We do not assume that the initial value satisfies the sign condition. Namely, our assumption is weaker than the sign condition. The key contributions in this chapter include establishing a space-time higher integrability estimate and a super bound estimate on the first order spatial derivative of the solution.
(5). For a generalized Degasperis-Procesi equation(GDP), we derive conditions for which the local strong solutions of the GDP equation blow up in finite time. The wave breaking of solutions to the equation is investigated.

### 8.2 Future research

For the GBBMB equation discussed in chapter 3, we only prove the existence of global weak solutions and the $L^{1}$ local stability if the initial data satisfy certain conditions. However, we do not prove the uniqueness of global weak solutions and the uniformly $L^{p}(\mathbb{R}) \quad(1 \leq p<\infty)$ stability of the solution. These problems remain to be investigated in our future works.

For the two integrable nonlinear partial differential equations we investigated in Chapters 4 and 5, we only establish the well-posedness of local strong solutions in $C\left([0, T) ; H^{s}(\mathbb{R})\right) \cap C^{1}\left([0, T) ; H^{s-1}(\mathbb{R})\right)\left(s>\frac{3}{2}\right)$. Establishing conditions on the initial data to ensure the existence of global strong solution for the two equations in $C\left([0, T) ; H^{s}(\mathbb{R})\right) \cap C^{1}\left([0, T) ; H^{s-1}(\mathbb{R})\right)\left(s>\frac{3}{2}\right)$ is a challenging problem. We shall consider this problem by adding certain assumptions on the initial value in future studies.

For the nonlinear Camassa-Holm-type equation with quartic nonlinearities in Chapter 6 , we only prove the existence of global weak solutions in $C([0, \infty) \times$ $\mathbb{R}) \cap L^{\infty}\left([0, \infty) ; H^{1}(\mathbb{R})\right)$. The uniqueness of the global weak solutions remains unexplored. Establishing conditions to ensure the uniqueness of the global weak solutions could be considered in further studies.

For the generalized Degasperis-Procesi equation discussed in Chapter 7, other blow-up criteria need to be found to further study the equation. Establishing suitable conditions to ensure the existence of the global solution in the Sobolev space also constitutes our future research.
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