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Abstract. Inspired by the need for improving the reliability and safety of complex dynamic systems, this paper tackles the multiple faults detection problem using Dynamic Programming (DP) based methods under the Bayesian framework. These methods include (i) Maximum-A-Posteriori (MAP) estimator approach, (ii) Monte Carlo Markov Chain (MCMC) posteriors, (iii) Set Membership (SM) approach, (iv) probability of fault and (v) alternative methods. Using Bernoulli and Poisson priors, the Bayesian DP-type MAP estimate of all unknown parameters is presented. To derive the posterior distributions of Bayesian point estimations, the MCMC method is applied. For the SM approach, the Bayesian feasible parameter space is derived, as Bayesian confidence interval. The SM criteria are proposed to detect multiple faults which also reduces the Bayesian complexity of MAP estimator. For online fault detection, using the Bayesian model selection technique and the MAP estimator, the DP-based probability of faults is given, serving as a Bayesian early warning system. Since running DP algorithms is a time-consuming, alternative methods are also proposed using the modified MAP estimator. These methods use iterative approximations of MAP estimates, via the application of an iterative Expectation–Maximization algorithm technique. Numerical simulations are conducted and analysed to evaluate the performance of the proposed methods.
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1 Introduction.
Industrial dynamic plants, especially those that operate in harsh environments, are prone to fault occurrence, which in turn leads to performance degradation, shut down, or catastrophic breakdown [1]. Accordingly, the automated Fault Detection and Identification (FDI) techniques have been widely exploited in recent decades and applied to industrial plants, such as wind turbines [2, 3], induction motors [4] and aircraft landing systems [5]. It is worth noting that FDI plays a crucial role in preventive maintenance, in which the estimated fault information can be used to plan the maintenance procedures. Consequently, the required downtime and maintenance costs are reduced. On the other hand, timely and accurate FDI may prevent catastrophic failure events, so improving the overall system safety and reliability. The main problem still to be addressed for FDI application on complex nonlinear systems is the presence of uncertainty and disturbance on the nominal model, which might cause false/missed detections [6]. Accordingly, several FDI approaches have been proposed to cope with this issue, such as fuzzy FDI [7], residual filter, robust sliding mode observer [8] and neural networks.

From a mathematical point of view, the FDI problem can be addressed as change-point analysis, which can be outlined as the estimation of parameter changes in statistical distribution functions of the observed data series [9]. In this regard, FDI and change-point analysis are used interchangeably. In the signal processing context, the problem of multiple change-points is of interest, in which the number of changes (segments) and locations of changes are unknown parameters. For this purpose, the most widely adopted technique is the maximum likelihood estimate. The change-point modelling involves three main steps: choice of parametric forms, segment boundaries and number of changes [10].

The widely-adopted approach of change-point analysis is binary splitting in which the data set is split into two or more subsequences considering a predictor. This procedure is continued recursively until the subsequences are no longer separable. This is a greedy approach such that it usually fails to optimally split the data set. The multiple change-points problem can be considered as an optimal identification of segment neighborhood in the system identification context [11]. In [12], an optimal multi-way splitting algorithm for an exponential family model was proposed using the Dynamic Programming (DP) algorithm. The DP algorithm has an execution time that is linear with the number of segments and quadratic for the number of potential change-points. DP methods for detection of multiple change-points in multivariate data were considered in [13]. In [14] the DP method was applied to compute the critical values of multiple change-points tested in a regression setting. A pruned DP for optimal multiple change-points detection was proposed in [15]. A fast segmentation procedure based on DP algorithm for multiple change-points detection was studied in [16].

In addition to deterministic model characterization, which leads to the worst-case scenario and hard bound on the uncertainty region, stochastic models lead to probabilistic uncertainty regions. Particularly, the Bayesian inferential setting in FDI has been increasingly adopted which enables the implementation of expert’s knowledge [17]. The Bayesian binary segmentation procedure for a Poisson process with multiple change-points was studied in [18]. The exact and efficient Bayesian estimators for the number of change-points and their locations was also evaluated in [19]. A Bayesian setting in [20] was proposed giving an optimal FDI with a
linear computational cost. The main unique characteristics of the Bayesian setting is that the belief degree is augmented into the likelihood. On the other hand, it can deal with the dynamics that are nonlinear in parameters. Also, this setting is suitable for small amounts of data, as prior distribution is obtained using an expert’s knowledge. It is worth noting that there are considerable works on the application of the Bayesian inferential setting in system identification problems. However, the difficulty in the calculation of the posterior distribution is the main problem to be addressed. The Markov Chain Monte Carlo (MCMC) method has been proposed as an advanced simulation technique to eliminate this difficulty [21]. The application of MCMC in multiple change-point detection was considered in [22]. The CpfnGLM, a new R-package, to evaluate the performance of the DP method using MCMC was proposed in [23]. The EM algorithm could be applied to approximate posteriors and overcome the DP time consuming difficulties (see [24]).

The Set Membership (SM) technique is another approach to reduce the Bayesian FDI computational complexity and is widely used in the system identification field. Computation of variance and bias is referred to as the error modeling approach which is applied mostly in the SM method [25]. An advantage of the SM method is that it does not need to identify the functional form of the underlying model, for example, the regression model, and it permits one to specify the optimal system identification (see [26] and references therein). When performing the SM method, it is hypothesized that the error of identification is unknown but bounded. This hypothesis leads to a convex polytope or in some cases a much more complicated shape called the Feasible Parameter Set (FPS). For computational purposes, some recursive set-based formulas for the FPS are derived. The optimal functional form of, for example, the regression model is derived by minimizing the identification error throughout the FPS [27]. As mentioned in [28], the SM method is applicable in FDI. A fault is detected if at some points the FPS becomes empty, that is FPS = ∅. In [27], FDI using the SM approach under the Bayesian setting was studied, in which the Bayesian credible set (Bayesian confidence interval) played the role of the FPS and some necessary and sufficient conditions were derived for checking the hypothesis of no change-point. These methods are offline manner of multiple faults detection. Some measures such as average run lengths and probability of faults compute the delay in fault detection and the location of possible future faults of dynamical system, respectively. The second measure plays the role of an early warning system (EWS) [29]. Indeed, the locations of faults specifies structure of mathematical model of dynamical system and some techniques such as Bayesian model section (BMS) may be applied to compute the probability of faults [30]. The probability of fault as the main indicator, is studied in [2, 9].

Motivated by the aforementioned considerations, the main contribution of this paper can be outlined as follows.

1- The FDI problem is considered in a Bayesian setting and the DP approach is adopted for finding MAP estimates of unknown parameters using prior's information.

2- In contrast to [12], where the exponential distribution family was considered, in this paper a general distribution family is considered. This assumption allows us to consider the change point analysis in the presence of heavy tailed observations, which appears frequently in the FDI context [31].

3- To reduce the overall computational complexity, the DP method is applied in the MCMC framework.

4- SM technique is adopted as the Bayesian’s belief set, into which DP is implemented. Accordingly, SM criteria are obtained.

5- The BMS is utilized to compute the fault probability as an EWS, as a useful online tool to detect the gradual faults in uncertain dynamic systems.

6- To compare the numerical results, the alternative methods, based on iterative Maximum-A-Posteriori (MAP) estimators are proposed. Consequently, different practical systems are numerically considered, and the performance of the proposed method is investigated.

The rest of paper is organized as follows. In the Section 2, the Bayesian DP FDI technique is derived under two different types of priors. Also, MCMC is used to approximate the posterior density function. To this end, the DP method is applied. The DP-based SM FDI in the Bayesian setting is given, and corresponding criteria are derived. Using the BMS technique, probabilities of faults as EWS are computed, in two cases of abrupt and gradual types of change point models. In Section 3, an alternative method is described on which basis the results are compared. For running the iterative MAP algorithm, the Expectation–Maximization (EM) algorithm is used. In Section 4, the numerical simulations are conducted which includes illustrative examples, practical systems and comparisons. Finally, the conclusions are given in Section 5.

2 DP-based methods for multiple FDI

In this section, the multiple FDI problems are studied under the Bayesian inference setting and using the DP method. DP methods are divided in three categories. The first category contains methods which use the Bayesian point estimations. These methods are MAP estimators and MCMC posterior. Indeed, the MAP estimates of the fault locations are derived, and it is seen that they are the penalized contrast estimators (see [13]). Also, the posterior approximations of the MCMC method are derived using the DP method. Indeed, the
DP posterior density functions, as exact solutions for posterior density functions, are derived. The second category contains the SM technique, as a Bayesian FPS, according to [27]. Then, SM methods are developed in which the FPS can be interpreted as a Bayesian credible (confidence) interval, which is an alternative method to the Bayesian point estimations, considered in the second category. Finally, using the BMS, the online version of multiple fault detection is studied, by deriving the probability of possible future faults, which can be used as an EWS.

Suppose that the density function of vector valued variable \( X \) denoted by \( f(x, \theta) \) and a random sample of size \( n \), \( X_1, \ldots, X_n \) from \( f(x, \theta) \) are given. The parameter \( \theta \) is vector valued. A typical multiple change-points problem is proposed as follows.

There are \( R - 1 \) number of change-points \( \tau_1, \ldots, \tau_{R-1} \) such that variables \( X_j \) come from \( f(\cdot, \theta_{i-1}) \), for \( \tau_{i-1} + 1 \leq j \leq \tau_i \), \( i = 2, \ldots, R \). Let \( \tau_1 = 1, \tau_R = n \) and \( l_i = \tau_i - \tau_{i-1} \).

2.1 DP method in MAP estimators. Here, the non-Bayesian DP method of Hawkins [12] for multiple change-points is extended to the Bayesian setting of DP method. Bayesian methods have advantages such as updating parameters, a useful technique for involving expert opinion to the problem at hand, as well as for finding a practical solution when there is no enough available data [30]. Also, in the mathematical framework, the exponential family of distributions, considered in [14], is replaced by a general class of distributions, since some other types of distributions such as Weibull, Rayleigh and logistic distributions with fat tails appear as disturbance distributions in FDI [31]. To compare the performances of the DP method with other proposed methods, the normal distribution is applied; however, a comparison for non-normal distribution is also given.

The likelihood function of parameters \( \theta_1, \ldots, \theta_R, \tau_1, \ldots, \tau_{R-1}, R \) is given by

\[
L(\theta_1, \ldots, \theta_R, \tau_1, \ldots, \tau_{R-1}, R) = \prod_{i=1}^{R} \prod_{j=\tau_{i-1}+1}^{\tau_i} f(x_j, \theta_i)
\]

(1)

where the notation \( \log \) means the logarithm in natural base. Let \( \pi_i(\theta_i) \) be the prior information about \( \theta_i \). Thus, given \( \tau_1, \ldots, \tau_{R-1} \), the posterior \( \theta_i \) is proportional to

\[
\prod_{i=1}^{R} \exp \left( \pi_i(\theta_i) + \sum_{j=\tau_{i-1}+1}^{\tau_i} \log \left( f(x_j, \theta_i) \right) \right)
\]

(2)

Let \( \hat{\theta}_i \) be the MAP estimate of \( \theta_i \), given \( \tau_1, \ldots, \tau_{R-1} \) based on observations \( X_i \) of \( i \)-th segment \( \tau_{i-1}+1 \leq j \leq \tau_i \), assuming \( \tau_{i-1} \) and \( \tau_i \) are known (see [24]). Therefore, the profile pseudo-likelihood of \( \tau_1, \ldots, \tau_{R-1} \) based on the Bayesian posterior in (2) is given as follows [12].

\[
L(\tau_1, \ldots, \tau_{R-1}) = \prod_{i=1}^{R} \exp \left( \pi_i(\hat{\theta}_i) + \sum_{j=\tau_{i-1}+1}^{\tau_i} \log \left( f(x_j, \hat{\theta}_i) \right) \right)
\]

(3)

where \( l_i = \tau_i - \tau_{i-1} \). \( y_{ij} = \log \left( f(x_j, \hat{\theta}_i) \right) \), and \( \bar{y}_{ij} = \left( \sum_{j=\tau_{i-1}+1}^{\tau_i} y_{ij} \right) / l_i \). Omitting useless terms in (3), Hawkins [12] proposed a DP recursive algorithm for maximum \(-2\ln \left( L(l_1, \ldots, l_R, R) \right) \) over \( \tau_1, \ldots, \tau_{R-1}, R \). The full posterior function is obtained by considering appropriate priors \( p(\tau_1, \ldots, \tau_{R-1}) \). Notice that any prior \( p(\tau_1, \ldots, \tau_{R-1}) \) can be represented as prior \( p(l_1, \ldots, l_R) \). Two important classes of priors are Class (i). The Poisson process for \( \tau_i, i = 1, \ldots, R \) of [30] at which it is assumed that \( l_i \)'s are independent with common Poisson distribution with intensity parameter \( \gamma > 0 \).

Class (ii). The Bernoulli process for \( r_t, t = 1, \ldots, n \) of [32] where \( r_t \) is one if a change has occurred at time \( t \) and zero otherwise. Assuming \( P(r_t = 1) = \pi \), then the prior \( P(l_t = x) \) is proportional to \((1 - \pi)^x \cdot x = 0, 1, 2, \ldots \). Hence, the posterior function of \( l_1, \ldots, l_R \) or \( r_1, \ldots, r_{R-1} \) is proportional to

\[
p(l_1, \ldots, l_R) \exp \left( \frac{\pi_i(\hat{\theta}_i)}{\pi_i(\hat{\theta}_i)} + \sum_{i=1}^{R} l_i \bar{y}_{ij} \right) = 0 \exp \left( \frac{\sum_{i=1}^{R} (l_i \bar{y}_{ij} + \log(\pi_i(\hat{\theta}_i)))}{\log(p(l_1, \ldots, l_R))} \right)
\]

(4)

The MAP estimates of \( l_1, \ldots, l_R \) are derived by maximizing (4). When, the \( l_i \)'s are assumed to be independent having density functions \( p_i(l_i) \) for each \( i \)'s, then (4) is reduced to

\[
\exp \left( \sum_{i=1}^{R} (l_i \bar{y}_{ij} + \log(p_i(l_i)) + \log(\pi_i(\hat{\theta}_i))) \right)
\]

(5)

Eq. (5) is a penalized contrast approach for estimating the number of faults in a multiple faults problem. Similar works are [33] with the Schwartz criterion, [32] with normal distribution and [34] with the non-Bayesian penalized contrasts approach. For example, assuming the normal distribution for observations and Bernoulli process for fault points \( \tau_j \)'s, the results of [32] are derived. Under non-informative priors and under the exponential family of distributions, the work of [12] is derived. For example, assuming uninformative prior \( \pi_i \), consider the symmetric location family of distributions represented by density function

\[
f(x, \theta) = g(x - \theta),
\]

(6)

where \( g \) is a symmetric density function about zero. A natural estimator \( \hat{\theta}_i \) is \( \hat{x}_i = \left( \sum_{j=\tau_{i-1}+1}^{\tau_i} x_j \right) / l_i \). Then,
\[ y_{ij} = \log \left( g(x_j - \bar{x}_i) \right) + \log p_i(l_i). \]  

For the scale family distributions, where
\[ f(x, \theta) = \frac{1}{\theta} g(x/\theta), \]  
then
\[ y_{ij} = -\log(\hat{\theta}_i) + \log p_i(l_i), \]

at which a proxy for \( \hat{\theta}_i \) is \( \left( \sum_{j=1}^{r_i} x_j \right)/l_i \). For the exponential family of distributions, 
\[ f(x, \theta) = \exp\{-\theta x + d(\theta) - c(x)\}, \]  

omitting the useless term \( c(x) \), the first term of posterior density function corresponds to the results of [12].

Here, for finding the MAP estimators, the DP algorithm is performed under two formulations for prior’s classes \( i \) and \( ii \). Following [12], let \( G(r, m) \) be the negative of maximized log posterior for \( r \)-segments configuration fitted to sequence \( X_1, ..., X_m \). Then, following [12], it is seen that
\[ G(R, n) = -\max_{r \leq k \leq n} \sum_{l=1}^{k} Q(\tau_{l-1}, \tau_l). \]  

For the case of class \( i \), with varying intensity parameter \( \gamma_i \) from one segment to the next, then
\[ Q(\tau_{l-1}, \tau_l) = \{ g_i(\gamma_i) + \log(\pi_i(\theta_i)) \} - \gamma_i + l_i \log \gamma_i - \log(l_i!)). \]  

Removing the unwanted second term \( \gamma_i \) from the Q function expression, it is seen that
\[ Q(\tau_{l-1}, \tau_l) = \{ g_i(\gamma_i) + \log(\pi_i(\theta_i)) \} + l_i \log \gamma_i - \log(l_i!)). \]  

For the case of class \( ii \), the \( Q \) function is given by
\[ Q(\tau_{l-1}, \tau_l) = g_i(\gamma_i) + \log(\pi_i(\theta_i)) - (l_i - 1) \log(1 - \pi_i). \]

**Proposition 1.** (a) and (b) are true.
(a) \( G(1, m) = Q(0, m) \).
(b) \( G(r, m) = \min_{0 < c < m} G(r - 1, h) + Q(h, m) \).

Since the same result of [12] is derived, then Hawkins method ([12], page 326) is applicable, here. Therefore, using a backward approach (see [12]) and assuming \( \tau_R = n \) all fault times \( \tau_k \)'s and the number of faults \( R \) are estimated. As follows, \( G(R, n) \) is compared to \( F(R, n) \) defined by Hawkins [12]. To this end, following [12], let \( F(R, n) \) be the \((-1)\) times to the maximized log likelihood. Then, Proposition 2 is presented.

**Proposition 2.** Assuming non-informative prior for \( \theta_i \), then (a)-(c) are true.
(a) \( F(R, n) - G(R, n) = \sum_{l=1}^{R} \log p_i(l_i). \)
(b) Under the Lavielle and Lebarbiere's prior [32], assuming \( p_1 = p = p_n > 0.5 \) and \( (n - 1) \log (p_n/1 - p_n) \) goes to zero for large sample sizes \( n \), then \( |F(R, n) - G(R, n)| \to 0 \), as \( n \to \infty \).
(c) Under the Djafarri and Ferron’s prior [30], assuming \( \gamma_i = \gamma_{n} \) and \( n \log(n \gamma_{n} e^{-n\gamma_{n}}) \to 0 \), then \( |F(R, n) - G(R, n)| \to 0 \), as \( n \to \infty \).

### 2.2 DP in MCMC posterior

Here, like [32] in the case of normal distribution, the MCMC is presented to approximate the posterior function in the general class of distributions. A difference between our method and the work of [32] is that the DP method is applied to find the families of full conditional distributions which are necessary to perform the MCMC.

The full posterior is proportional to
\[ \prod_{i=1}^{n} \prod_{j=1}^{r_i} f(x_j, \theta_j) \pi_i(\theta_i) p_i(l_i). \]  

The families of full conditional distributions are \( \{ \pi(\theta_1, ..., \theta_R | l_i = 1, ..., R, x_j, j = 1, 2, ..., n) \} \) and \( \{ \pi(l_i = 1, ..., R, \theta_1, ..., \theta_R | x_j, j = 1, 2, ..., n) \} \). In the case of scalar parameter \( \theta_1 \), assume the \( j \)-th observation of the \( i \)-th segment has \( (\theta_1, \sigma^2) \) distribution and instead of estimating \( \theta_1 \), suppose that it has normal \( \mathcal{N}(\mu_1, \nu_1^2) \) distribution, then the posterior of \( \theta_1 \) given \( l_i \) is given by \( \mathcal{N}(\alpha_1 \mu_1 + (1 - \alpha_1) \bar{x}_i, \alpha_1 \nu_1^2) \) where \( \alpha_1 = \sigma^2/(\sigma^2 + \nu_1^2) \).

Finally, a MCMC method is applied to approximate the joint posterior of \( \theta_i \) and \( l_i \) given observations \( x_j, j = 1, 2, ..., n \).

Here, the DP method is suggested to derive the family of distributions of \( \{ \pi(l_i = 1, ..., R, \theta_1, ..., \theta_R | x_j, j = 1, 2, ..., n) \} \). The full conditional densities are
\[ \pi(\theta_1, ..., \theta_R | l_i = 1, ..., R) = \prod_{i=1}^{n} \prod_{j=1}^{r_i} f(x_j, \theta_j) \pi_i(\theta_i). \]
\[ \pi(l_i = 1, ..., R | \theta_1, ..., \theta_R) = \prod_{i=1}^{n} \prod_{j=1}^{r_i} f(x_j, \theta_j) p_i(l_i). \]

Starting with initial values \( l_i^0, i = 1, 2, ..., R \), the MAP estimates of \( \theta_i^0, i = 1, 2, ..., R \) are obtained. Then, the MAP estimates of \( l_i^0, i = 1, 2, ..., R \) are obtained by maximizing \( \pi(l_i | l_i = 1, ..., R, \theta_1^0, ..., \theta_R^0) \) with respect to \( l_i, i = 1, ..., R \). This procedure is repeated until it converges. A DP algorithm for obtaining the MAP estimates of
Proposition 3. (a’) and (b’) are true.

(a’) $H(1, m) = Q'(0, m)$.

(b’) $H(r, m) = mn_{ach}m_{H}(r - 1, h) + Q'(h, m)$, where $Q'(r_{1-1}, r_{1}) = \sum_{i=1}^{H-1} \log (f(x_{1}, \theta_{k}^{i}))p_{i}(l_{i})$.

2.3 SM FDI. The introduced model of Section 2 for FDI purposes contains the uncertainty. Interval sets are usually the simple way to define uncertainties. To this end, it is enough to enclose a lower and upper bound for error estimation and then find an FPS for the parameter that should be estimated. The Bayesian method gives a similar result using the credible set based on confidence interval using posterior distribution. In this section, following [27], the Bayesian SM method is proposed for the multiple faults detection problem. To this end, first, some SM criteria are given under the null hypothesis of no change-point. Then, these criteria are extended to detect the fault in at most one change-point (AMOC) models. Finally, the Bayesian SM methods are given for multiple change-points detection.

2.3.1 Deriving SM criteria. A modified version of the least square method for estimating unknown parameters to fit the generalized beta distribution is proposed in [35]. To describe more, suppose that $F_{0}$ is the distribution function of random variables $X_{1}, ..., X_{n}$ under the null hypothesis of no change-point. Let

$$Z_{j} = F_{0}(x_{(j)}), j = 1, 2, ..., n,$$

where $X_{(j)}$ is the $j$-th ordered statistic. It is easy to see that $Z_{j}$ has the beta distribution with parameters $j, n-j+1$. Hence, $E(Z_{j}) = j/(n + 1)$. Therefore, in a form of regression, write

$$\frac{1}{n+1}= Z_{j} + \varepsilon_{j} = F_{0}(x_{(j)}) + \varepsilon_{j},$$

where $\varepsilon_{j} = 0$, for $j = 1, 2, ..., n$. The least square estimate of $\theta$ is derived by minimizing the object function $\sum_{j=1}^{n}(Z_{j} - j/(n + 1))^{2}$ with respect to $\theta$. AbouRizk [35] used the weighted least square method to estimate $\theta$ by minimizing the object function $\sum_{j=1}^{n}w_{j}(Z_{j} - j/(n + 1))^{2}$, where $w_{j} = (n+1)^{2}(n+2)/(n-j+1)$. Two other object functions are $T_{a} = \max_{t \in [s, n]} \varepsilon_{t}$ and $T_{s} = \max_{t \in [s, n]} \varepsilon_{t}/\sqrt{w_{t}}$. In [27], variables $j/(n+1)$’s are data and $Z_{j}$ are the unknown regression functional form. Let $\theta_{0}$ be the initial parameter space of $\theta$. Notice that the set of all $\theta$’s in $\theta_{0}$ for which the error terms $\varepsilon_{t}, t = 1, ..., n$ are bounded, constitutes the FPS. That is,

$$FPS(n) = \{\theta \in \theta_{0}, T_{a} < s\},$$

for some thresholds $s > 0$. Notice that, $T_{a} = \max(T_{a-1}, |\varepsilon_{t}|)$, and hence,

$$FPS(n) = FPS(n-1) \cap S(n),$$

where

$$S(n) = \{\theta \in \theta_{0}, |Z_{s} - F_{0}(x_{(j)})| < s, s = n\}.$$

The weighted SM approach may be used to construct the modified FPS which is given by

$$FPS^{w}(n) = \{\theta \in \theta_{0}, T_{a}^{w} < s\}. (22)$$

To consider the correlations between $T_{a}$’s (or, $T_{s}$’s) the Autoregressive to Anything (ARTA) process technique of [36] is applied. These models are useful to study stationary time series having arbitrary marginal distributions and autocorrelation structures. An ARTA(1) model proposed for $T_{a}$ may be given by

$$T_{a} = \rho T_{a-1} + \xi_{n},$$

for some suitable white noise sequence $\xi_{n}$. Here, the parameter $\rho$ is estimated by the least square method as follows

$$\hat{\rho}_{n} = \frac{\sum_{j=1}^{n}T_{a} - T_{a-1}}{\sum_{j=1}^{n}T_{a-1}}.$$ (24)

The ARTA(1) model extracts the recursive relation between $FPS(n)$ and $FPS(n-1)$.

The following proposition summarizes the above discussion for estimated parameters. To this end, let $\hat{\theta}$ be the least square estimate of $\theta$ under the null hypothesis of no faults obtained by minimizing objective function $\sum_{j=1}^{n}(\frac{j}{n+1} - F_{0}(x_{(j)}))^{2}$, where $X_{(j)}$ is $j$-th ordered statistics and $F_{0}$ be the common distribution function of $X_{j}, 1 \leq j \leq n$. Assume that $\hat{\varepsilon}_{j} = \frac{j}{n+1} - F_{0}(x_{(j)}), \hat{\varepsilon}_{n} = \max_{t \in [s, n]} |\varepsilon_{t}|$ and $FPS(n) = \{\theta \in \theta_{0}, T_{a} < s\}$, for some thresholds $s > 0$.

Proposition 4. (a)-(c) are correct.

(a) There are some faults among the first $n$ observations if and only if $FPS(n) = \emptyset$. 

\( (b) \) Suppose that \( \hat{T}^*_n = \max_{1 \leq t \leq n} [\hat{\varepsilon}_t / \sqrt{w_t}] \), \( w_j = \frac{(n+1)(n+2)}{j(n-j+1)} \) and \( F\bar{P}S^*(n) = \{ \theta \in \theta_0, \hat{T}^*_n < \sigma \} \) be the weighted SM criteria. There are some faults among the first observations if and only if \( F\bar{P}S^*(n) = \{ \theta \in \theta_0, \hat{T}^*_n < \sigma \} \).

\( (c) \) Let \( \bar{\delta}_n = \frac{\sum_{i=1}^n \tilde{T}^*_n - 1}{\sum_{j=2}^n \tilde{T}^*_n} \). Then, the ARTA(1) model \( \hat{T}_n = \bar{\delta}_n \hat{T}_{n-1} + \tilde{\zeta}_n \) verifies the nested relation \( F\bar{P}S(n) \leq F\bar{P}S(n-1) \). Similar result is correct for \( F\bar{P}S^*(n) \) by replacing \( \hat{T}_n \) with \( \hat{T}^*_n \).

So far, the ordered statistics are used to construct the FPS’s. However, an alternative simple method exists and is given as follows. Define \( \Delta_i = F_{\theta}(X_i), i = 1, 2, ..., n \), where \( F_{\theta} \) is the initial distribution function of \( X_i \)'s before any changes. Then, \( \Delta_i 's \) are independent and identically uniformly distributed on \( (0, 1) \) random variables under the null hypothesis of no change-point. Thus, \( \Delta_1 = 0.5 + \varepsilon_i \), \( \Delta_2 = 0.5 + \varepsilon_i \), etc. Here, the FPS is \( \{ \theta \in \theta_0, \Delta_{\max} < \sigma \} \). Let \( \hat{\Delta}^*_i = \Phi^{-1}(\hat{\Delta}_i), i = 1, 2, ..., n \), where \( \Phi^{-1} \) is the inverse of a distribution function of standard normal distribution. Then, under the null hypothesis of no change-point, \( \hat{\Delta}_i 's \) are independent and standard normally distributed random variables. Therefore, there is no change-point if \( \max_1 \leq \max \hat{\Delta}_i < \sigma \).

The following remark summarizes the above discussion in estimated parameters version.

Remark 1. Let \( \Delta_i = F_\theta(X_i), i = 1, 2, ..., n \). Then, there are some faults among \( n \) observations if and only if the feasible parameter space \( \{ \theta \in \theta_0, \hat{T}^*_n < \sigma \} \) is empty where \( \hat{T}^*_n = \max_{1 \leq t \leq n} \hat{\Delta}_i - 0.5 \). Let \( \hat{\Delta}^*_i = \Phi^{-1}(\hat{\Delta}_i), i = 1, 2, ..., n \). Therefore, there is no change-point if \( \max_1 \leq \max \hat{\Delta}_i < \sigma \).

Here, the above criteria are extended to AMOC models. Suppose that there is a change at unknown time point \( t^* \) and parameters before and after the change are \( \theta_1 \) and \( \theta_2 \), respectively. Following \([14]\), assuming \( \theta_1 \) and \( \theta_2 \) are known, the square estimate of \( t^* \) is the minimizer of
\[
\sum_{i=1}^{t^*} \left( F_{\theta_1}(X_i) - \frac{1}{t^*+1} \right)^2 + \sum_{i=t^*+1}^{n} \left( F_{\theta_2}(X^*_i) - \frac{i-t^*}{n-t^*} \right)^2.
\]
(25) Where \( X^*_i \) is the \( i \)-th ordered statistic of \( X_1, ..., X_n \) and \( X^*_{\max} \) is the \( i \)-th ordered statistic of \( X_1, ..., X_n \). When \( \theta_1 \) and \( \theta_2 \) are unknown, they are replaced with their estimates based on observations of the corresponding segments. Similarly, the SM criteria is the minimizer of
\[
SM_t = \max( max_{1 \leq i \leq t} \left| z_i^* \right|, max_{t+1 \leq s \leq n} \left| z_s^* \right|).
\]
(26) Where \( Z_t = F_{\theta_1}(X_t) - \frac{1}{(t+1)} \) and \( Z_n = F_{\theta_2}(X^*_n) - \frac{i}{(n-t^*)+1} \).

The following proposition summarizes the above discussion.

**Proposition 5.** At AMOC model, the location of fault is estimated by minimizer of \( SM_t \) defined by formula (26) where \( Z_t = F_{\theta_1}(X_t) - \frac{1}{(t+1)} \) and \( Z_n = F_{\theta_2}(X^*_n) - \frac{i}{(n-t^*)+1} \).

Here, the Bayesian SM criteria based on credible sets are studied. The recursive relation for FPS constitutes a set-based adaptive filter for online FDI. Indeed, as soon as \( FPS(t^*) \) is empty, then there is a fault at \( t^* \). In this way, multiple faults can be detected sequentially.

Under their three simplifier conditions including (i), (ii) and (iii), given as below, Fernández-Cantó et al \([27]\) conclude that the Bayesian FPS is the set of all \( \theta \)'s for which the likelihood function is not zero for every \( x \) in the support of underlying distribution and as soon as the likelihood function is zero a fault is detected. The simplifier conditions are

(i) non-informative multivariate prior distribution for \( \theta \),

(ii) uniform distribution \( U(-\sigma, \sigma) \) for \( \varepsilon_t \), and

(iii) equation-error assumption.

Under conditions (i), (ii), and (iii), a change is seen as detected when the likelihood of \( (\varepsilon_1 / \sqrt{w_1}, ..., \varepsilon_t / \sqrt{w_t}) \) is zero. Indeed, the fault occurs at time \( t \), where the likelihood
\[
\prod_{i=1}^{t} U(-\sigma, \sigma) \left( \frac{\varepsilon_i}{\sqrt{w_i}} \right) = U(0, \sigma)(|T_{i+1}^*|).
\]
(27) is zero where \( U(-\sigma, \sigma)(x) = 1/2\sigma \) for \( x \in (-\sigma, \sigma) \) and zero otherwise. A similar criterion is based on \( \Delta_i 's \). Then, there is a fault at time \( t \) if the likelihood \( \prod_{i=1}^{t} U(-\sigma, \sigma)(\Delta_i - 0.5) = U(0, \sigma)(|T_{i+1}^*|) \) is zero.

It is seen that the multiple change-points detection using a SM method is a sequential procedure. To detect all change-points simultaneously, one can see that the change-point estimates are the optimizers of the following objective function
\[
\sum_{i=1}^{R} \sum_{j=t_{i-1}+1}^{t_i} (F_{\theta_j}(X_{i,j}) - \frac{1}{l_{i+1}})^2,
\]
(28) where \( l_t = t_t - t_{i-1} \) is the latest squares of \( \theta_t \) based on observations \( x_{k_t} = t_t - 1 + 1, ..., t_t \) and \( x_{j(t)} \) is the \( j \)-th ordered statistics among observations \( x_{k_t} = t_t - 1 + 1, ..., t_t \) (i.e., \( i \)-th segment), \( i = 1, 2, ..., R \). To find \( \theta_i 's \)
for \( i = 1, 2, ..., R \), it is enough to apply the time consuming DP method. The following proposition summarizes the above discussion.

**Proposition 6.** (a)-(b) are correct.

(a) Under above mentioned Bayesian SM conditions (i)-(iii), the fault occurs at time \( t \), if and only if the likelihood \( U_{\theta_0}(\{T^*_t\}) \) is zero where \( U_{\theta}(x) = 1/2\sigma \) for \( x \in (-\sigma, \sigma) \) and \( T^*_n = \max_{1 \leq i \leq n} |x_i/\sqrt{w_i}| \).

(b) Using method of (a), the multiple faults are detected, sequentially. To estimate all faults, simultaneously, minimize objective function of (28) using a dynamic programming.

2.3.2 DP-based SM. In proposition 6, the DP method presented to solve the multiple faults detection problem. Here, an alternative type of SM approach based on likelihood ratio and applying the DP algorithm is presented. As it was stated in Section 2.3.1, according to [27] and the three simplifier conditions, the likelihood process
\[
\prod_{i=1}^n f(x_j, \theta_j), t = 1, 2, ..., n
\]
becomes zero at \( t = t^* \) if \( t^* \) is a change-point, at which \( f_{\theta_0} \) is the density of observations before any change. As soon as a change is detected at \( k^* \), the next change is searched by
\[
\prod_{j=t^*+1}^n f(x_j, \theta_j), t = t^* + 1, ..., n. \]
This procedure is continued until all changes and change number are estimated. The likelihood for all observations under the null hypothesis of no change-point is
\[
\prod_{j=1}^n f(x_j, \theta_1), \text{ which is zero when there is at least one fault. The likelihood for multiple change-points is}
\]
\[
\prod_{i=1}^R \prod_{j=t_i+1}^n f(x_j, \theta_i) \text{ which is applied to detect all faults. To integrate both methods, the likelihood ratio criterion is given by}
\]
\[
A = \frac{\prod_{i=1}^R \prod_{j=t_i+1}^n f(x_j, \theta_i)}{\prod_{j=1}^n f(x_j, \theta_1)} = \prod_{i=1}^R \prod_{j=t_i+1}^n f(x_j, \theta_i),
\]
(30)
which is large if the null hypothesis of no fault is wrong and it is small if the null hypothesis is correct. The logarithm of \( A \), i.e., \( \delta = \log (A) \) given by
\[
\delta = \sum_{i=1}^R \sum_{j=t_i+1}^n \{ \log (f(x_j, \theta_i)) - \log (f(x_j, \theta_1)) \}.
\]
Here, \( \theta_1, i = 1, 2, ..., R \) are estimated by their maximum likelihood estimates (MLE). When the priors are uninformative, then the MAP estimates are MLEs. Replacing \( \log (f(x_j, \theta_i)) \) with \( \{ \log f(x_j, \theta_i) - \log (f(x_j, \theta_1)) \} \) in Proposition 1, a DP based method is obtained for \( \delta \), the log-likelihood ratio test statistic. Next, the limiting local behavior of \( \delta \), under the null hypothesis of no change-point, is studied. To this end, suppose that \( \theta_i = \theta_1 + w_i \gamma \) and \( \gamma \rightarrow 0 \) for some \( w_i > 0 \). Then, \( \delta \) is approximated by
\[
\delta = \sum_{i=1}^R w_i \sum_{j=t_i+1}^n \frac{\partial}{\partial \theta_1} \left[ \log (f(x_j, \theta_1)) \right].
\]
(31)
For some values like \( w_1 = 1/R \), as \( n \rightarrow \infty \), using the central limit theorem, it is seen that
\[
n^{-0.5} \bar{R} \delta \rightarrow d N(0,1) \text{,}
\]
(32)
where the \( I(\theta_1) \) is the Fisher information computed in \( \theta_1 \) (see [24]). Using the Skutsky theorem (see [24]), it is seen that
\[
n^{-0.5} I(\hat{\theta}_1)^{-0.5} \bar{R} \delta \rightarrow d N(0,1).
\]
(33)
The above approach can be extended, using marginal likelihood function [24]. One can see that in the presence of multiple change-points, then the marginal log-likelihood is partitioned as follows:
\[
\sum_{i=1}^R \sum_{j=t_i+1}^n \int \log \theta_1 (x_j) \pi_i(\theta_0) d\theta_0.
\]
(34)
Let \( Q^*(\tau_{i-1}, \tau_i) = \sum_{i=1}^R \sum_{j=t_{i-1}+1}^n \int \log \theta_1 (x_j) \pi_i(\theta_0) d\theta_0 \). Then, (34) reduces to a DP problem as,
\[
\max_{\tau_{i-1}, \tau_i} \sum_{i=1}^R Q^*(\tau_{i-1}, \tau_i).
\]
(35)
Thus, again, the DP algorithm is applied to derive the true change-points estimates.
The following proposition summarizes the above discussion.

**Proposition 7.** (a)-(d) are correct.

(a) The null hypothesis of no fault is rejected if and only if values of \( \delta \) of exact formula (30) or approximated formula (31) is large.

(b) Replacing \( \log (f(x_j, \theta_i)) \) with \( \{ \log f(x_j, \theta_i) - \log (f(x_j, \theta_1)) \} \) in Proposition 1, a DP estimate of \( \delta \) is obtained.

(c) Under the null hypothesis of no fault, then \( n^{-0.5} I(\hat{\theta}_1)^{-0.5} \bar{R} \delta \rightarrow d N(0,1) \), where the \( I(\theta_1) \) is the Fisher information computed in \( \theta_1 \).

(d) The DP algorithm of Proposition 1 may be applied by replacing \( Q(\tau_{i-1}, \tau_i) \) with \( Q^*(\tau_{i-1}, \tau_i) \) of formula (34).
2.4 Probability of fault. The probability of a fault is a useful indicator for alarming the existence of a change. This tool can be used as an EWS [37], as studied in Section 4.3.4. In this section, using the BMS and DP approaches, the probability of the fault is derived for the multiple change-points case. Then, the DP approach is applied to extend the proposed method to multiple change-points cases. The BMS applies the Bayesian inferential framework for model selection. This method can be integrated to Bayesian model averaging and applied in cases where there are uncertainties in models and parameters, both of which should be estimated. Traditionally, the BMS method addresses model uncertainty regression problems by considering different subsets of independent variables. Then, the most probable subset of independent variables (models) based on posterior probabilities assigned to each model is selected. Indeed, this method is a type of Bayesian variable selection. There are many practical situations where choosing a unique model is a risky work. As a motivating example, consider the data concerning cancer of the esophagus. Some modelling work should be done to make sure the existence of cancer is correctly detected. As another example, consider that to specify the correct model to be developed for political science research, then, the uncertainties can be high. However, this paper applies the BMS method in a different way. Here, it is not interested to find the best subset of independent variables, instead, different locations of change-points (for example, in AMOC case) defines different potential volunteers for the correct model. Indeed, in this section, the change-point detection is interpreted as selection of a piecewise model. In this way, the Bayesian posterior probability of the fault is derived. The fault probabilities are given in three types of faults, including sharp change and gradual change in an offline manner, and the online case.

(a) Sharp change. Suppose that \(X_i, i = 1, 2, ..., \tau_1 \) come from density \(f_{\theta_1}\) and the remaining observations \(X_i, i = \tau_1 + 1, ..., n\) have common density \(f_{\theta_2}\) where \(\theta_1 \neq \theta_2\). Consider the two priors \(\pi_i(\theta_1)\) for \(\theta_1, i = 1, 2\). Next, consider \(n - 1\) models \(M_j; \tau_1 = j, j = 1, 2, ..., n - 1\). Under the \(j\)-th model, allocating equal prior probability \(1/(n - 1)\) to every model, the marginal log-likelihood based on BMS technique is given \(l_j = \sum_{i=1}^{\tau_1} \log f_{\theta_1}(x_i) + \sum_{\tau_1+1}^{n} \log f_{\theta_2}(x_i)\). Then, the normalized \(l_j\) gives the probability of fault \(p_j = l_j/\sum_{j=1}^{n-1} l_j\). Practically, the transformation \(p_j = (p_j - \min(p_j))/(\max(p_j) - \min(p_j))\) gives a better representation for the probability of the fault.

Next suppose that there are \(R - 1\) change-points. The log-posterior function is proportional to

\[
\sum_{i=1}^{R} \sum_{\pi_i(\theta_1)} \log f(x_i, \theta_1) \pi_i(\theta_1)
\]

Under models \(M_j; \tau_k = j\), (that is \(\tau_k\) is known value of \(j\)) for some fixed \(k\), the maximized format of (36) is

\[
\sum_{i=1}^{R} \sum_{\pi_i(\theta_1)} \log f(x_i, \theta_1) \pi_i(\theta_1)
\]

at which \(\hat{\tau}_i, i = 1, ..., k - 1, k + 1, ..., R\) are MAP estimates of \(\tau_i\) and \(\hat{\tau}_k = \tau_k\) is known. Therefore, the DP algorithm of Section 2.1 is applied to find \(R\)-2 change-points and again the posterior fault probability of \(\tau_k = j\) is given by \(p_j\). Similarly, the joint probability of faults \(\tau_k = j_1 & \tau_k = j_2\) is obtainable under the model \(M_{j_1, j_2; \tau_k = j_1 & \tau_k = j_2}\). Alternative approaches to compute the probability of the fault can be found in [2, 29].

(b) Gradual change. All the previous FDI models are abrupt change type at which a parameter (some parameters) of interest changes suddenly at some unknown time points. For example, an abrupt change may occur in the coefficients of the system sensors. However, the gradual change type may happen slowly, for example, as the change in mean or variance of statistical distribution of a specified parameter. Indeed, the mean or variance is a function of the considered system parameter which is not fixed. As time goes on, the system parameter gradually changes which leads to a gradual change of the mean or variance. For the sake of problem simplicity, random variables are assumed to be univariate. Multivariate cases are argued similarly. Following [38], suppose that \(x_i, i = 1, 2, ..., n\) are independent random variables where \(x_i\) is distributed as \(N(\theta_i, \sigma^2)\) where \(\theta_i = \theta + d_i\theta\) at which \(d_i = c_i, i = 1, 2, ..., n\) and is one for \(i = \tau + 1, ..., n\). Here, \(c_i\) is an increasing sequence of positive numbers such that \(c_i \in (0,1)\). This is a gradual type of change point where \(\theta_1\) starts to get large with slope \(\delta\) and intercept \(\theta\) before the change time \(\tau\). Here, \(c_i\) can be interpreted as time varying characteristic measures of a mechanical component. However, after \(\tau\), it changes to the higher level \(\theta + \delta\). Here, with loss of generality, it is assumed that the magnitude of change \(\delta\) is positive. In these cases, the effects of change on the system performance are not considerable at the early stages. However, it may lead to a catastrophic effect on the system as it gradually increases. Accordingly, the fault probability can be used as an EWS, to alarm a gradual change on the system, while the traditional FDI techniques fail to detect it as early as possible, until the change time is obvious. These types of EWS are widely used in detecting financial crises as well as in the quality control field.

(c) Online fault probability. Here, the online fault probability algorithm, based on a new format of BMS, is proposed for EWS purposes. Suppose that \(x_1, ..., x_n, n \geq 1\) is observed and there is no change among them.
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They come from $N(\theta_2, \sigma^2)$ and observation $x_{n+1}$ is suspected to change its mean such that it has $N(\theta_2, \sigma^2)$ where $\theta_2 \neq \theta_1$. To run the BMS, the proposal model is $M_n$: $\tau_1 = n + 1$. Thus, the log-likelihood is given by $l_n = \sum_{i=1}^{n} f_{\theta_i, \sigma^2}(x_i)$. Assuming equal priors for all models, then, the posterior probability of the probable model, which can be interpreted as the probability of existence of the change at the $n$th time point is proportional to $l_n$. For the sake of distinct visualization, the transformation $(\ln - \min_{1\leq i \leq n})/ (\max_{1\leq i \leq n} - \min_{1\leq i \leq n})$ is given as the probability of the fault. The unknown parameters $\theta_1, \sigma^2$ are replaced with their sample estimates.

3 Alternative methods.

The high computational expense and time consumption are the main reported downsides of the DP-based methods, regardless of accuracy in performance. To overcome this difficulty, an approximate method is proposed in this section. Using the notation of Section 2.1, four iterative procedures are presented here to obtain the MAP estimates of location of faults under the above-mentioned types of prior distributions. These methods are referred to as iterative methods in the next sections.

(a) Poisson prior. Suppose that $l_1, ..., l_k$ have Poisson distributions with time varying intensity parameter $\gamma_i$ and consider an uninformative prior for $\theta_i$, the posterior of $l_1, ..., l_k$ is proportional to

$$
\propto \prod_{i=1}^{k} (e^{\gamma_i})^{l_i} \prod_{i=1}^{k} e^{L_i l_i}.
$$

which has the Poisson distribution with parameter $\gamma_ie^{\psi_i}$. The MAP estimate of $l_i$ is the integer value of $\gamma_ie^{\psi_i}$, i.e., $\gamma_i$ (the mode of Poisson posterior distribution). However, since the length of mean $\bar{y}_i$ depends on $l_i$, thus, the $\bar{y}_i$ plays the role of a missing value. To remove this difficulty, three different iterated procedures are proposed as follows.

Procedure 1) In iteration $k$, the posterior $l_i^k$ has posterior Poisson law with intensity parameter $\gamma_i e^{\psi_i}$, where $\bar{y}_i^k$ is calculated in iteration $k-1$. By repeating this procedure $K$ times, the average of $l_i^K$, $k=1, 2, ..., K$ is considered as a Bayesian estimate of actual $l_i$. The simulation results show that by choosing suitable hyper-parameters $\gamma$, the change-point estimates are accurate. In a simulation study, $\gamma_i$’s are obtained using the trial and error method. However, in practical situations, a response surface methodology may be used to derive a specified formula for $\gamma_i$ as a function of $l_i$.

Procedure 2) As it is stated, the posterior is a Poisson distribution with parameter $\gamma_i e^{\psi_i}$. Assuming all $\gamma_i$’s be equal to $\gamma$. Then, one can show that the maximum likelihood estimation of $\gamma$ equals to

$$
\hat{\gamma} = \frac{1}{n} \sum_{i=1}^{n} e^{\psi_i}.
$$

(39)

First, using a pre-determined segmentation, $\gamma$ is estimated and then the change-point locations are derived. Again, $\hat{\gamma}$ is re-estimated and locations of change-points are derived again. This iterated procedure is repeated until it converges. As well as, one can show that the EM algorithm estimate of $\gamma$ is given by (40), as follows.

$$
\hat{\gamma}_{i+1} = \frac{1}{l_i^{k+1}} \sum_{i=1}^{l_i^{k+1}} e^{\psi_i}.
$$

(40)

where $E_{\gamma_i}(e^{\psi_i})$ is the expectation of $e^{\psi_i}$ at where $l_i$ has a Poisson distribution with parameter $\gamma_i$ and the observations $y_{ij}$’s of the i-th partitions (i.e. $j = \tau_{i-1} + 1, ..., \tau_i$) are kept fixed.

Procedure 3) For implementing the EM algorithm, the logarithm of posterior is given by

$$
\sum_{i=1}^{n} l_i \log (\gamma_i) + l_i \bar{y}_i - \log (l_i).
$$

(41)

Take the expectation of (41) where $l_i = l_i^k$. Then,

$$
\sum_{i=1}^{n} l_i \log (\gamma_i) + l_i E_{\gamma_i}(\bar{y}_i) - \log (l_i).
$$

(42)

Optimizing (42) with respect to $l_i$ yields an update estimate of $l_i$ as follows

$$
l_i^{k+1} = \left[ \frac{E(\bar{y}_i)}{\gamma_i e^{\psi_i}} \right].
$$

(43)

To perform this iterative method, the hyper-parameters $\gamma_i$ are substituted by its empirical estimate which is the MAP estimates $l_i^k$.

(b) Bernoulli prior. Under uninformative prior for $\theta_i$, the posterior of $l_i$ is proportional to

$$
\propto \prod_{i=1}^{k} (e^{\psi_i})^{l_i} \prod_{i=1}^{k} (1 - \pi)^{l_i}
\propto \prod_{i=1}^{R} e^{-\psi_i},
$$

(44)

where $\psi = -\ln(1 - \pi) - \bar{y}_i$. To make sure that $\psi$ is positive, it is enough to suppose that $\pi > 1 - e^{\bar{y}_i}$. If $\bar{y}_i$ is small, then $\psi > \bar{y}_i$. Then, the posterior has exponential distribution with parameter $1/\psi$. This iterated procedure is presented in another way, as follows.

Procedure 4) The posterior is proportional to the

$$
\prod_{i=1}^{R} \exp \{ l_i \bar{y}_i + \log p_i(l_i) \}.
$$

(45)
The MAP estimation of $l_i$ is found by
\[ \bar{y}_{i+} + \frac{\partial}{\partial l_i} \log p_i(l_i) = 0. \] (46)
For the prior of class (ii), then (46) is reduced to the
\[ \bar{y}_{i+} + \log(1 - \pi_i) = 0. \] (47)
Hence,
\[ \sum_{j=\tau_{i-1}+1}^{\tau_i} y_{ij} + (\tau_i - \tau_{i-1}) \log(1 - \pi_i) = 0. \] (48)
Solving iteratively, (47) leads to estimators for $\tau_i, i = 1, 2, \ldots, R$ and $R$. When, $\pi_i$ is small, then $\log(1 - \pi_i) \approx \pi_i$ and (48) is reduced to
\[ \sum_{j=\tau_{i-1}+1}^{\tau_i} y_{ij} + (\tau_i - \tau_{i-1}) \pi_i = 0. \] (49)
Notice that, when $\pi_i \to 0$, then the Bernoulli prior is close to the Poisson prior with parameter $\pi_i$ (see [39]).

4 Simulations.
In this section, using numerical simulations, change-point detectability of the proposed methods, including DP-MAP, iterative and SM, are verified, and their performances are compared. Then, three practical dynamic systems, including first order time delay, second order uncertainty, and integration, with different fault scenarios are given and it is aimed to accurately detect the mentioned faults, using the proposed methods. To summarize the proposed multiple FDI algorithm, the flowchart is given in Figure 1, through which the proposed methods are numerically analyzed.
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Figure 1: Illustrative flowchart of overall DP-based methodologies in Bayesian multiple FDI. Comment 1: The fault type includes abrupt and gradual faults which are characterized as sudden and slow changes, respectively, in the observed/estimated parameters. Comment 2: Procedure 1 is used for Poisson prior-iteration of posterior-
averaging. Procedure 2 is used for Poisson prior-EM approximation of posterior with simplified assumption, Procedure 3 is used for Poisson prior-EM approximation of posterior using iteration, Procedure 4 is used for approximating posterior under the Bernoulli prior. Comment 3: Proposition 4 computes FPS, FPS'(n) and ARTA(1). Proposition 5 is applicable in AMOC model and estimates the fault location, Proposition 6 is applicable in AMOC model and detects sequentially multiple faults, Proposition 7 is applicable for simultaneous multiple faults.

4.1 Illustrative examples. In this section, four different examples are given in which, for the sake of explanation, the state is generated randomly and is assumed to be known. On the other hand, the unknown random noise content is added to the measured state.

Example 1: DP-MAP method. Here, the DP-based method of proposition 1 is applied to two cases of epidemic and multiple change-point problems.

(a) Epidemic change-point patterns occur in many fields such as epidemiology and medicine studies of influenza disease mortality. This pattern is a special case of multiple change-point problems. In epidemic change-point patterns there are three segments of observations. The distribution of observations of the middle segment differs from the first and the last segments. When the length of the middle segment is small, then the detection of change may be difficult, and methods of change-point analysis can be misleading [40]. To describe more, let \( y_t = \beta_t x_t + \epsilon_t, \ t = 1, ..., n \) represents the measurement equation, where \( \epsilon_t \) is a sequence of independent random variables, having common distribution \( N(0, \sigma^2 = 0.01) \) and \( \beta_t \) has the following epidemic pattern

\[
\beta_t = \begin{cases} 
  b_1, & 0 \leq t \leq \tau_1 = 40 \\
  b_2, & 41 \leq t \leq \tau_2 = 65, \\
  b_3, & 66 \leq t \leq 100
\end{cases}
\]

and \( x_t \) are the sorted sequence of 100 uniform observations on \((0,1)\). Here, the DP method for change detection in \( \beta_t \) based on \( y_t \), is studied. The hyper-parameter \( \lambda = 0.2 \) is fixed. Table 1 gives various estimates of \( \tau_1 \) and \( \tau_2 \) based on different values of \( b_1, b_2 \) and \( \sigma \). It is seen that as \( \sigma \to 0 \) or \( b_2 - b_1 \) gets large then the method performs well.

<table>
<thead>
<tr>
<th>( b_1 )</th>
<th>( b_2 )</th>
<th>( \sigma )</th>
<th>( \hat{\tau}_1 )</th>
<th>( \hat{\tau}_2 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.2</td>
<td>-1</td>
<td>0.1</td>
<td>41</td>
<td>66</td>
</tr>
<tr>
<td>0.2</td>
<td>-1</td>
<td>1</td>
<td>49</td>
<td>66</td>
</tr>
<tr>
<td>1</td>
<td>3</td>
<td>0.01</td>
<td>41</td>
<td>65</td>
</tr>
<tr>
<td>1</td>
<td>3</td>
<td>0.1</td>
<td>42</td>
<td>66</td>
</tr>
<tr>
<td>1</td>
<td>3</td>
<td>1</td>
<td>43</td>
<td>64</td>
</tr>
<tr>
<td>0.1</td>
<td>0.2</td>
<td>0.01</td>
<td>43</td>
<td>68</td>
</tr>
<tr>
<td>0.1</td>
<td>0.2</td>
<td>0.1</td>
<td>44</td>
<td>71</td>
</tr>
<tr>
<td>0.1</td>
<td>0.2</td>
<td>1</td>
<td>49</td>
<td>72</td>
</tr>
</tbody>
</table>

It is obvious that more noise content on data and small change size, lead to less accurate change-point detection. Significantly, as \( \sigma \to 0 \) or \( b_2 - b_1 \) gets large, then the method detects the change more accurately. It is worth noting that, after detection of the change time, the suitable statistical methods such as the least square algorithm can be adopted in the diagnosed segment to estimate change size, which is not considered in this example.

(b) Multiple change-point patterns occur in observed data in many fields, such as genomics and econometrics. In contrast to epidemic patterns, in the multiple one, there are several observation segments and each segment has a different parameter distribution [41]. This makes the change-point detection more challenging. Here, suppose that the multiple fault patterns have occurred in \( \beta_t \) as follows

\[
\beta_t = \begin{cases} 
  b_1, & 0 \leq t \leq \tau_1 = 30 \\
  b_2, & 31 \leq t \leq \tau_2 = 48 \\
  b_3, & 49 \leq t \leq \tau_3 = 70 \\
  b_4, & 71 \leq t \leq 100
\end{cases}
\]

Indeed, there are three change-points and four different segments. Using proposition 2, Table 2 gives the estimated values of \( \tau_i, i = 1, 2, 3 \).

<table>
<thead>
<tr>
<th>( b_1 )</th>
<th>( b_2 )</th>
<th>( b_3 )</th>
<th>( b_4 )</th>
<th>( \sigma )</th>
<th>( \hat{\tau}_1 )</th>
<th>( \hat{\tau}_2 )</th>
<th>( \hat{\tau}_3 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>-1</td>
<td>0.2</td>
<td>0.6</td>
<td>0.1</td>
<td>31</td>
<td>49</td>
<td>70</td>
</tr>
<tr>
<td>0</td>
<td>-1</td>
<td>0.2</td>
<td>0.6</td>
<td>1</td>
<td>30</td>
<td>53</td>
<td>74</td>
</tr>
<tr>
<td>-1</td>
<td>3</td>
<td>0.1</td>
<td>0.15</td>
<td>0.01</td>
<td>31</td>
<td>46</td>
<td>72</td>
</tr>
</tbody>
</table>
Similar to the epidemic change-point case, again, it is shown that when the locations of change-points are far from each other or when the $\sigma$ is small, then the method performs well. However, clearly, in most circumstances, $\tau_2$ and $\tau_3$ are slightly estimated better than $\tau_1$. This phenomenon is natural, because of the delay in diagnosing the new segments. As suggested in [29], it is better to apply a two-way FDI method to resolve this problem. That is, in addition to the start-to-end data analysis, conducting the change-point detection from the end of the data sequence to the starting point and finally combine the results from both ways. It is worth mentioning that this correction is applicable in an offline manner. However, it is obvious that the change-points are almost accurately estimated considering different signs of changes with small and large sizes and noise contents, using the proposed DP method.

Example 2: SM method. In this example, the SM method is applied to consider three different cases including null hypothesis checking, AMOC and multiple faults. In the null hypothesis case, let $X_1, \ldots, X_{150}$ be a sequence of independent and identically normally distributed values with mean $\theta = 0.35$ and standard deviation $\sigma$. Next, suppose that $\theta$ is unknown and let $\Theta_0 = \{0.05(0.01)0.5\}$. For both cases $\sigma = 0.1$ and $\sigma = 0.3$, then $\bar{F}_{PS} = \bar{F}_{PS}'$ of proposition 4 (part $a, b$) are $\{0.35(0.01)0.38\}$ and $\{0.29(0.01)0.44\}$, respectively, which are not empty. This fact indicates there is no fault among $n = 150$ observations. For another example, let $X_1, \ldots, X_{877}$ be a sequence of independent variables where the first 354 observations are distributed as $N(0,0.25)$, the next 523 observations come from $N(1,0.25)$. The time series of $SM_t, t = 1, \ldots, 877$ of proposition 5 are plotted in Figure 2. It is seen that $SM_t$ is minimized at $t = 354$. Time series plot of $\hat{\beta}_t$, the coefficient of regression of $SM_t$ on $SM_{t-1}$ (see Proposition 4 part c) is given in Figure 3. It also shows the change-point, accurately.

![Figure 2: SM$_t$ times series.](image2)

![Figure 3: Time series $\hat{\beta}_t$.](image3)

As other example in the multiple change-points case, suppose that there exist 599 observations such that the first 111 observations come from normal distribution with zero mean and standard deviation 0.1. The 123 middle observations are normally distributed with mean 1 and standard deviation 0.1 and the remaining come from normal distribution with the same standard deviation and mean 2.5. Using Propositions 6 and 7, time series of $T_t$ is plotted in Figure 4 which shows the second change-point at $t = 111 + 123 = 234$. Similarly, the first and third change-points will be detected repeatedly. Here, the multiple change-points were detected by binary-segmentation (find a change points, segment the data stream to two parts and search for other change-points until, no change point is remained) which is an alternative method to DP based method. This type of change point detection is useful for online FDI problem by using Proposition 6.

![Figure 4: Time series plot of $T_t$.](image4)
Example 3: Alternative method. Here, the alternative (iterative) method ability to detect the change-point is analyzed in a time series setting. Consider the first order autoregressive AR(1) as follows \( x_t = \beta_1 x_{t-1} + \epsilon_t, t = 1, \ldots, n \). Here, \( \beta_1 = b_1 \) for \( t = 1, 2, \ldots, \tau \) and \( \beta_1 = b_2 \) for \( t = \tau + 1, \ldots, n \) and \( n = 100 \). Also, \( \epsilon_t \)'s are independent variables having common distribution \( N(0, \sigma^2) \). Under Poisson prior, Procedure 1 of Section 3 is applied and by trial and error effort, it is seen that the suitable hyper-parameter of Poisson distribution \( \lambda \) is selected as 10. Number of iterations is 100. Using procedure 1, Table 3 gives the values of \( \tau \) estimation. It is seen that results of Procedure 2 are the same.

\[
\begin{array}{|c|c|c|c|c|}
\hline
\tau & b_1 & b_2 & \sigma & \hat{\tau} \\
\hline
10 & 1 & 3 & 0.01 & 10 \\
10 & 1 & 3 & 0.1 & 12 \\
50 & 1.2 & 1 & 0.01 & 51 \\
50 & 1.2 & 1 & 0.1 & 54 \\
90 & 0.5 & 0.75 & 0.01 & 91 \\
90 & 0.5 & 0.75 & 0.1 & 92 \\
\hline
\end{array}
\]

Evidently, the iterative method is able to detect change-point in all cases, including small and big change size with different noise content. Also, the change-point has been set at the beginning, middle and end of the time series to accurately evaluate the proposed method. It should be noted that as the noise content on the time series is increased, the change-point detection accuracy is slightly decreased. As stated before, an advantage of this method is its simplicity in implementation.

Example 4: Probability of fault. Here, the fault probability using the relations in Section 2.4 is computed for offline and online settings.

\( (a) \) Abrupt change. Here, following (37), consider the case that \( f_{\theta_1} = N(0, 0.01) \). \( f_{\theta_2} = N(0.1, 0.01) \). The actual location of change is 250 among 1000 observations. The priors of \( \theta_2 \) and \( \theta_3 \) are flat improper uniform distributions on the real line. Figure 5 shows the probability of the fault \( p^*_j, j = 1, \ldots, 999 \) derived by the BMS approach.

Figure 5 shows an inverse V-shaped plot. Considering the BMS procedure, the V-shape is justified as follows. Although the actual change-point is 250, the BMS procedure checks, for instance, if the change-point is 100, in its 100th stage. Based on this assumption, the overall likelihood of the total sample (1000 observations) is computed. Then, the first 100 observations come from \( f_{\theta_1} \) and the remaining 900 observations come from \( f_{\theta_2} \). By the way, the actual density for the 101st to 250th observations is \( f_{\theta_1} \), which is mistakenly assumed to be \( f_{\theta_2} \). This makes the overall likelihood become small. At the points close to the actual change-point the overall likelihood becomes larger. This is the case similarly after the actual change-point occurs. Accordingly, the fault probability is inverse V-shaped, and the highest probability is computed at the change-point, which provides suitable visual interpretation. Some remarks worth noting are addressed as follows.

\( (i) \) The increasing part of Figure 5 provides indication that a probable change will occur in the near future. This is the EWS property of the probability of a fault which avoids the surprising consequences of abrupt changes.

\( (ii) \) From the engineering perspective, it is a proper monitoring tool, on which basis the safety scheme may be designed to avoid, tolerate, transfer or reduce the future risks and losses.

\( (iii) \) The probability after the change-point decreases as the observations after this moment have no influence.

\( (iv) \) As soon as a change is detected, all changes will be detected, sequentially and repeatedly.

\( (vi) \) In Figure 5, the left part of the plot indicates that there is a possible change in future; however, a natural question is when it will occur. The answer is: as soon as the increasing part starts to decrease and behave conversely.

\( (b) \) Gradual change. Here, following Section 2.4, suppose that, the actual change is 250 among 1000 observations. Let \( \theta = 0, \delta = 0.1, \sigma = 0.1 \) and \( c_i \)'s are the 250 sorted observations of standard uniform
distribution defined on (0,1). Again, the priors of all unknown parameters are an improper uniform distribution on (0,1). Figure 6 shows the EWS probability of change.

Figure 6: BMS probability \( p^* \) of gradual change.

The maximum point of Figure 6 indicates that the location of change occurs around the time step 250, although in this case, diagnosing the true change is more challenging than for the abrupt change case.

(c) Online probability of fault. In this section, considering \( \theta_1 = 0, \theta_2 = 0.5 \) and \( \sigma = 0.1 \), the fault probability is computed in an online framework, illustrated in Figure 7. It is seen that after 250, the probability of the fault starts to increase indicating a change occurrence at 250.

Figure 7: BMS probability \( (p^*) \) of online change.

4.2 Performance comparisons for Non-normal distributions. In previous sections, the performances of the Bayesian DP-MAP method, iterative and SM were compared in normal distributions in different types of change-point scenarios. However, sometimes, other distributions (which do not belong to the exponential family of distributions) such as the Rayleigh distribution, outperforms the normal distributions and are better fitted to variables that exist in the applied problem at hand, e.g. the FDI problem of offshore wind turbine analysis [31].

The Kurtosis measure has an influential effect in change-point detection. This is why, the FDI in a general class of distributions is considered in this paper. In this section, the performances of the three Bayesian methods are compared, in Table 4, following Proposition 3, within leptokurtic (including log-normal, Laplace, logistic Rayleigh, Weibull, Pareto) and platykurtic distributions involving uniform law. These types of distributions do not belong to the exponential family and appear in several fields of engineering, e.g. complex power systems [42], offshore wind turbine [31] and software reliability [43]. Here, it is assumed that \( X_{250}, X_{375}, X_{380}, X_{500} \) are four segments with different distributions. For the iterative method, the best choice for \( \lambda \) of the Poisson distribution is 10.

After estimating the change points, estimation of \( \theta_i \) in each segment can be easily done using the maximum likelihood method, which is ignored here. The estimate errors of each method are given by \( e_1 = |\hat{\theta}_1 - 250| \) and \( e_2 = |\hat{\theta}_2 - 375| \). These values are given in Table 5 for each distribution.

The series of various \( e_1 \) and \( e_2 \) based types of distributions are illustrated in Figures 8 and 9, respectively. It is seen that the worst results, for the three methods, (except for the Iterative method) belong to the Pareto distribution. Again, the three methods work well, in most of the cases.

<table>
<thead>
<tr>
<th>Distribution</th>
<th>Notation</th>
<th>( \theta_i: 1, 2, 3 )</th>
<th>DP-MAP</th>
<th>Iterative</th>
<th>SM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Log-normal</td>
<td>LN(( \theta ), 0.5)</td>
<td>(-\frac{1}{2}, 0.5, 2)</td>
<td>250 [375]</td>
<td>250 [375]</td>
<td>251 [375]</td>
</tr>
<tr>
<td>Laplace</td>
<td>Laplace(( \theta ), 2)</td>
<td>(-2, 0.25, -0.5)</td>
<td>254 [381]</td>
<td>255 [381]</td>
<td>253 [377]</td>
</tr>
<tr>
<td>logistic</td>
<td>L(( \theta ), 3)</td>
<td>( 1, 0.25, 0.5)</td>
<td>251 [380]</td>
<td>255 [382]</td>
<td>255 [376]</td>
</tr>
</tbody>
</table>
Rayleigh $R(\theta, 2)$ \begin{bmatrix} 0.25 \\ 0.75 \end{bmatrix}
\begin{bmatrix} 253 \\ 379 \end{bmatrix} [253, 378]

Weibull $Weibull(2, \theta)$ \begin{bmatrix} 0.25 \\ 0.9 \\ 0.5 \end{bmatrix}
\begin{bmatrix} 252 \\ 378 \end{bmatrix} [256, 371]

Pareto $P(2, \theta)$ \begin{bmatrix} 0.5 \\ 0.75 \\ 1.25 \end{bmatrix}
\begin{bmatrix} 257 \\ 380 \end{bmatrix} [254, 376]

Table 5: Comparisons of three methods: non-normal cases

<table>
<thead>
<tr>
<th>method</th>
<th>Log-Normal</th>
<th>Laplace</th>
<th>Logistic</th>
<th>Rayleigh</th>
<th>Weibull</th>
<th>Pareto</th>
</tr>
</thead>
<tbody>
<tr>
<td>$e_1$</td>
<td>DP-MAP</td>
<td>0</td>
<td>4</td>
<td>1</td>
<td>3</td>
<td>2</td>
</tr>
<tr>
<td>$e_2$</td>
<td>Iterative</td>
<td>0</td>
<td>2</td>
<td>4</td>
<td>4</td>
<td>3</td>
</tr>
<tr>
<td>$e_1$</td>
<td>Iterative</td>
<td>2</td>
<td>5</td>
<td>5</td>
<td>4</td>
<td>3</td>
</tr>
<tr>
<td>$e_2$</td>
<td>Iterative</td>
<td>0</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>1</td>
</tr>
<tr>
<td>$e_1$</td>
<td>SM</td>
<td>1</td>
<td>3</td>
<td>5</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>$e_2$</td>
<td>SM</td>
<td>0</td>
<td>2</td>
<td>2</td>
<td>3</td>
<td>4</td>
</tr>
</tbody>
</table>

4.3 Dynamic system FDI examples. In this section, to practically evaluate the proposed FDI methods, first and second order dynamic systems are presented, and it is aimed to detect the injected sensor faults, whose measurements are contaminated with noise contents. The dynamic systems are the wind turbine generator and pitch mechanism, which are very prone to be faulty, due to harsh offshore operation. Also, the proposed methods are evaluated on an integrated system, in which it is challenging to detect sensor faults [9]. Finally, the probability of the fault is investigated as an early warning alarm for the existence of gradual faults in a specified dynamic system.

4.3.1 First order time delayed system. The wind turbine generator is an electrical system that is used to produce electrical power and adjust the generator load torque to maximize captured power. The electrical generator torque is measured and fed into the controller that controls the wind turbine [3]. So, occurrence of any sensor fault will lead to undesirable control and, consequently, less produced power. This provides motivation that the presence of faults on the generator torque sensor must be detected. The generator is modelled as a first order dynamic system with time delay as,

$$T_g(t) = -a_g T_g(t) + a_g T_{g,ref}(t - t_{g,d}).$$

where, $T_g$ is generator torque, $T_{g,ref}$ is the reference generator torque load, which is requested from the generator by controlling its current, and $t_{g,d} = 10$ ms is the communication delay. Also, $a_g = 1/\tau_g$, where $\tau_g = 20$ ms is the system time constant. Also, the generator torque sensor is modelled as,

$$T_{g,s} = \alpha_{T_g} T_g + \nu_{T_g},$$

where, $\nu_{T_g} \sim N(0, \sigma_{T_g}^2)$ is measurement noise and $\sigma_{T_g}$ is standard deviation. $\alpha_{T_g} = 1$ and $\alpha_{T_g} \neq 1$ are measurement coefficients in fault free and faulty situations, respectively. Also, it is assumed that $\alpha_{T_g} \neq 0$, which means total loss of sensor outputs is avoided. Although, if the physical redundancy is provided, this
assumption can be relaxed. It should be noted that the presence of input time delay may lead to inaccurate FDI using residual-based model based FDI methods [44]. The input generator torque is selected as, $T_{g,ref} = 200(\sin(10t) + 1) \text{Nm}$. In Figure 10, the effects of sensor fault and noise are illustrated in which, $\alpha_{f,g} = 0.5$ for $0.5 \leq t \leq 0.8$ s and $\alpha_{r,g} = 1$ for other time steps, and $\sigma_{r,g} = 9 \text{Nm}$.

![Figure 10: Generator reference torque $T_{g,ref}$ (red line), produced generator torque $T_g$ (blue line), and measured generator torque $T_{g,s}$ (green line).](image)

Now, in Table 6, for different fault scenarios, the detected faults are summarized using the proposed methods to evaluate their fault detectability.

<table>
<thead>
<tr>
<th>Fault scenario</th>
<th>AMOC</th>
<th>Epidemic</th>
<th>Multiple</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\alpha_{r,g} = 0.1$ for $\tau_1 = 0.8 \leq t$</td>
<td>$\alpha_{r,g} = 0.5$ for $\tau_1 = 0.5 \leq t$</td>
<td>$\alpha_{r,g} = 0.9$ for $\tau_1 = 0.2 \leq t$</td>
<td></td>
</tr>
<tr>
<td>Noise</td>
<td>$\sigma_{r,g}$</td>
<td>$\hat{t}_1$</td>
<td>$\hat{t}_1$</td>
</tr>
<tr>
<td>0.09</td>
<td>0.84</td>
<td>0.83</td>
<td>0.81</td>
</tr>
<tr>
<td>$\alpha_{r,g} = 0.5$ for $\tau_1 = 0.5 \leq t$</td>
<td>$\alpha_{r,g} = 0.9$ for $\tau_1 = 0.2 \leq t$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.09</td>
<td>0.50</td>
<td>0.50</td>
<td>0.50</td>
</tr>
<tr>
<td>0.9</td>
<td>0.50</td>
<td>0.50</td>
<td>0.50</td>
</tr>
<tr>
<td>$\alpha_{r,g} = 0.9$ for $\tau_1 = 0.2 \leq t$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.09</td>
<td>0.22</td>
<td>0.22</td>
<td>0.20</td>
</tr>
<tr>
<td>0.9</td>
<td>0.23</td>
<td>0.22</td>
<td>0.21</td>
</tr>
<tr>
<td>9</td>
<td>0.25</td>
<td>0.24</td>
<td>0.23</td>
</tr>
</tbody>
</table>

Table 6: Generator sensor FDI results.

In the AMOC case, it is seen that, for various values of $\tau_1$, as $\sigma_{r,g}$ gets large, then all of three methods are not accurate, however, for all selected values of $\sigma_{r,g}$, SM has better performance. Also, the iterative method performs better than the DP method. However, it is worth mentioning that almost all of the three methods are accurate in most of the cases. Also, as naturally expected, it is seen that when the change-point is in the middle...
of the data sequence all methods perform very well, for all values of $\sigma_\theta$ and $\alpha_\theta$. From these interpretations, it can be concluded that $\sigma_\theta$ and $\tau_1$ are the most important parameters affecting the performance of change-point detection methods, compared to the parameter $\alpha_\theta$. The same observation from the results can be made about $\sigma_\theta$ and $\alpha_\theta$ for the epidemic and multiple change cases. It is also seen that for all locations of change-points and for small $\sigma_\theta$, all three methods work well. Similar to the results of the previous section, it is seen that as the noise of the data gets large, the performance of the three methods becomes inaccurate. However, in most of the cells, all three methods detect the change locations accurately. The performance of SM is higher than any other method. Also, DP-MAP has the worst performance. It is interesting that the differences of the actual change-points and their estimates are negligible for all three patterns of change-point, i.e., AMOC, epidemic and multiple cases and for various values of parameters $\alpha_\theta$, $\sigma_\theta$ and location of changes. It should be noted that if the states are not available, their estimation via a Kalman filter can be used [9].

### 4.3.2 Second order uncertain system

The wind turbine pitch mechanism is considered in this section which is a hydraulic mechanism. The pitch angle of wind turbine blades is measured and fed back into a controller structure to fulfill tracking of the reference pitch angle $\beta_{ref}$ [3]. The pitch angle control is designed to regulate the generated power and to avoid over speeding. So, the faults in the pitch angle sensor may lead to catastrophic operation and it is an important task to detect it. On the other hand, due to the harsh operational environment, some unknown dynamic changes deviate the pitch mechanism operation from its normal one. The most often reported dynamic changes are pump gear wear, hydraulic leakage and high air content in hydraulic oil, whose effects on the pitch mechanism are changes to the natural frequency and damping ratio of the mechanism from its normal situation, as summarized in Table 7. The effect of these dynamic changes is considered as dynamic uncertainty on the systems, which make the pitch mechanism slower. So, it is a challenging issue to distinguish any sensor faults from the mentioned uncertainties, as well as, sensor noise. The pitch mechanism is modelled as a second order system with uncertainty as [45],

$$\ddot{\beta} = -\omega_{n,N}^2 \beta - 2\omega_{n,N} \xi_n \dot{\beta} + \omega_{n,N}^2 \beta_{ref} + \Delta \ddot{f}_\text{PAD}$$

where, $\beta$, $\omega_n$, $\xi$ are pitch angle, natural frequency and damping ratio, respectively. $\Delta \ddot{f}_\text{PAD}$ represents the model uncertainty due to dynamic changes, which are modelled as a convex function of natural frequencies and damping ratios, as,

$$\Delta \ddot{f}_\text{PAD} = -\alpha_f \Delta(\bar{\omega}_n) \beta - 2\alpha_f \Delta(\bar{\omega}_n) \dot{\beta} + \alpha_f \Delta(\bar{o}_n) \beta_{ref},$$

$$\Delta(\bar{\omega}_n) = \omega_{n,HL} - \omega_{n,N}^2$$

Table 7: Frequency and damping ratio of pitch mechanism in normal as well as dynamic change.

<table>
<thead>
<tr>
<th>Natural Frequency($\pi$/s)</th>
<th>Damping Ratio</th>
<th>Indicator</th>
</tr>
</thead>
<tbody>
<tr>
<td>Normal</td>
<td>$\omega_{n,N} = 11.11$</td>
<td>$\xi_n = 0.6$</td>
</tr>
<tr>
<td>Pump Wear</td>
<td>$\omega_{n,PW} = 7.27$</td>
<td>$\xi_{PW} = 0.75$</td>
</tr>
<tr>
<td>Hydraulic Leak</td>
<td>$\omega_{n,HL} = 3.42$</td>
<td>$\xi_{HL} = 0.9$</td>
</tr>
<tr>
<td>High Air Content</td>
<td>$\omega_{n,HAC} = 5.73$</td>
<td>$\xi_{HAC} = 0.45$</td>
</tr>
</tbody>
</table>

Also, the pitch angle sensor is modelled as, $\beta = \alpha_\beta \beta + \nu_\beta$, where, $\nu_\beta \sim N(0, \sigma_\beta^2)$ is measurement noise and $\sigma_\beta$ is standard deviation. $\alpha_\beta = 1$ and $\alpha_\beta \neq 1$ are measurement coefficients in fault free and faulty situations, respectively. Also, it is assumed that $\alpha_\beta \neq 0$, which means total loss of sensor outputs is avoided. Although, if the physical redundancy is provided, this assumption can be relaxed. It should be noted that the presence of system uncertainty $\Delta \ddot{f}_\text{PAD}$ leads to inaccurate detection using residual-based FDI methods [46, 47]. The reference pitch angle is selected as, $\beta_{ref} = 10 \sin(t)$ ($^\circ$). In Figure 11 the effect of pump wear, hydraulic leak and high air content are illustrated, where it is obvious that the changed dynamic response is slower than the normal one.

![Figure 11: The effect of dynamic changes on pitch actuator response.](image)

In Figure 12, the effects of sensor fault and noise in the hydraulic leak situation is illustrated in which, $\alpha_\theta = 0.5$ for $3 \leq t \leq 5$ s and $\alpha_\theta = 1$ for other time steps, and $\sigma_\beta = 0.2$ ($^\circ$).
Figure 12: Reference pitch angle $\beta_{\text{ref}}$ (red line), actual pitch angle $\beta$ (blue line), and measured pitch angle $\beta_s$ (green line).

Now, in Table 8, for two different fault scenarios and considering all given model uncertainties, the detected faults are summarized using the proposed methods to evaluate the fault detectability.

Table 8: Pitch angle sensor FDI results

<table>
<thead>
<tr>
<th>Fault scenario</th>
<th>Noise $\sigma_B$</th>
<th>FDI method</th>
<th>Iterative $\hat{t}_1$</th>
<th>Iterative $\hat{t}_2$</th>
<th>SM $\hat{t}_1$</th>
<th>SM $\hat{t}_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pump Wean</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\alpha_B = 0.9$ for $r_1 = 1 \leq t \leq 3 = r_2$</td>
<td>0.2</td>
<td>DP-MAP</td>
<td>1.03</td>
<td>3.02</td>
<td>1.02</td>
<td>3.02</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\alpha_B = 0.5$ for $r_1 = 3 \leq t \leq 3 = r_2$</td>
<td>0.2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>High Air Current</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\alpha_B = 0.9$ for $r_1 = 1 \leq t \leq 3 = r_2$</td>
<td>0.2</td>
<td>DP-MAP</td>
<td>1.05</td>
<td>3.04</td>
<td>1.02</td>
<td>3.01</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\alpha_B = 0.5$ for $r_1 = 3 \leq t \leq 3 = r_2$</td>
<td>0.2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hydraulic Leak</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\alpha_B = 0.9$ for $r_1 = 1 \leq t \leq 3 = r_2$</td>
<td>0.2</td>
<td>DP-MAP</td>
<td>1.11</td>
<td>3.12</td>
<td>1.07</td>
<td>3.09</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\alpha_B = 0.5$ for $r_1 = 3 \leq t \leq 3 = r_2$</td>
<td>0.2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The results given in Table 8, shows that all faults are detected well by all three methods, despite the presence of model uncertainty. It is obvious that the performance of the SM method is more accurate.

4.3.3 Integrated system. For a regression analysis including one independent variable, the dependent variable can be non-stationary. When we are utilizing the integrated variables, it is necessary to make them stationary. In fact, sometimes the available information from the dependent variable is an integrated level and it is needed to take the first time derivation to convert it to a nonintegrated variable [9]. Integrated systems can be seen in many cases when the data are not available in direct observations, instead they are samples of the integral of a stochastic time series. This case happens in many fields such as with ice-core data on oxygen isotopes or with integrated volatility of financial problems [48]. In many practical situations, the integrated systems are suspected to produce spurious inference, because the dependent variable has an integrated form. A practical solution is to differentiate the integrated variables to get the stationary data series [9].

Accordingly, in this example, FDI of an integrated system is studied. Consider a type 1 servo system given by

$$G(s) = \frac{1}{s(s+1)(s+2)}$$

where the reference input is a step function. Utilizing a state feedback controller $K$, the closed loop system is as

$$\dot{x} = Ax + Bu,$$

$$y = x_1 + v_i,$$

$$u = -Kx,$$

$$y^\ast(t) = x_1^\ast(t) = \int_0^t x_1(s) \, ds.$$

where, $A = \begin{bmatrix} 0 & 1 & 0 \\ 0 & 0 & 1 \\ 0 & 2 & -3 \end{bmatrix}$, $B = \begin{bmatrix} 0 \\ 0 \\ 1 \end{bmatrix}$, $C = [1 \quad 0 \quad 0]$, $K = [160 \quad 54 \quad 11]$, to have closed-loop poles at $s = -2 \pm j2\sqrt{3}$ and $s = -10$. and $v_i \sim N(0, \sigma_i^2)$. The system output is $x_1$. However, it is assumed that $x_1^\ast(t) = \int_0^t x_1(s) \, ds$ and $y^\ast(t) = x_1^\ast(t)$. On the other hand, after the fault occurs, the output is $y = \alpha_i x_1 + v_i$, and accordingly, $x_1^f(t) = \int_0^t x_1(s) \, ds$ and $y^f(t) = x_1^f(t)$. It is aimed to detect the fault in this integrated system, i.e. the partial sum of state is considered [9]. In Figure 13, the effects of sensor fault and noise for the integrated system is illustrated in which, $\alpha_i = 0.25$ for $1.7 \leq t \leq 5$ and $\alpha_i = 1$ for other time steps, and $\sigma_i = 0.05$. 
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Now, in Table 9, for different fault scenarios for the integrated system, the detected faults are summarized using the proposed methods to evaluate their fault detectability.

Table 9: Integrated system FDI results

<table>
<thead>
<tr>
<th>Fault scenario</th>
<th>Noise</th>
<th>DP-MAP</th>
<th>Iterative</th>
<th>SM</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\alpha_l = 0.9$ for $\tau_1 = 3 \leq t \leq 4$</td>
<td>$\sigma_1$</td>
<td>$\hat{r}_1$</td>
<td>$\hat{r}_2$</td>
<td>$\hat{r}_1$</td>
</tr>
<tr>
<td>$\alpha_l = 0.7$ for $\tau_1 = 2 \leq t \leq 3$</td>
<td>0.05</td>
<td>3.06</td>
<td>4.04</td>
<td>3.03</td>
</tr>
<tr>
<td>$\alpha_l = 0.5$ for $\tau_1 = 1 \leq t \leq 2$</td>
<td>0.5</td>
<td>3.24</td>
<td>4.15</td>
<td>3.19</td>
</tr>
<tr>
<td>$\alpha_l = 0.1$ for $\tau_1 = 4 \leq t \leq 4.5$</td>
<td>0.05</td>
<td>2.04</td>
<td>3.05</td>
<td>2.02</td>
</tr>
</tbody>
</table>

The results of performance analysis for the different fault scenarios are the same as for other previous examples. Again, SM has the best performance, although the differences here between the three methods is negligible and the methods again work well for integrated systems.

4.3.4 EWS. In this section the online fault probability is computed as an EWS. For this aim, the pitch actuator dynamics, given in Section 4.3.2, are considered. However, to accurately investigate EWS capability of the computed fault probability, it is assumed that the hydraulic leak is occurring gradually between $2 \leq t \leq 4$ s, such that,

\[
\begin{align*}
\alpha_{f_1} &= \alpha_{f_2} = 0, \quad 0 \leq t < 2 \\
\alpha_{f_1} &= 0.5t - 1, \quad \alpha_{f_2} = 0.87853\alpha_{f_1}, \quad 2 \leq t < 4. \\
\alpha_{f_1} &= 1, \quad \alpha_{f_2} = 0.87853, \quad 4 \leq t
\end{align*}
\]

Also, $\alpha_{f_1} = 1$ and $\sigma_\beta = 0.2$ ($\degree$). It is aimed to only detect the gradual hydraulic change, whose effect might be negligible at the time of occurrence, but considerable over longer-term operation. So, it is desirable to detect the pitch actuator hydraulic leak as soon as possible. In this manner, the EWS feature is achieved. Figure 14 gives the online probability of the fault on the time span (0,1). Comparing points before and after 0.2, it clearly shows that point 0.2 is suspected as a starting point of the fault in the system. Clearly, the probability is not too high, however, this early warning alarm motivates to suspect the time of 0.2 s as the start of the potential fault.

To check this stylized fact properly and to avoid detecting spurious changes, the probability of fault is plotted for time span (0,0.3) in Figure 15. It is seen that after 0.2, there is a high probability to have the fault. The point 0.6 in this graph is equivalent for 0.2 in the previous Figure 14, since 0.6= 0.2/0.3.
As soon as this change (0.2) is detected, other changes are detected, sequentially. To this end, the probability of the fault is plotted for the time span (0.2,1). Figure 16 shows the possibility of a change at 0.4. It is seen that 0.2, in this new graph, is a starting point for a change which is equivalent to $0.2 + 0.2 = 0.4$, which is the actual change point. Other possible changes are also detected sequentially.

EWS is derived via investigation of the fault probability plot versus parameters $\alpha_1$, $\alpha_2$. As illustrated in Figure 17, there is an early warning message about the faults occurring in the pitch actuator system due to the change in parameters $\alpha_1$ and $\alpha_2$.

5 Conclusions.
In this paper, the Bayesian multiple faults detection problem was considered, and DP-based methods were proposed. These methods consisted of the DP-based MAP, DP-based MCMC, the SM, iterative MAP and fault probability methods. First, the penalized MAP procedure based on the DP method was obtained. The DP method was applied to find the full conditionals of the MCMC procedures. The feasibility parameter space of the SM approach was derived using the DP approach. The iterative procedure was presented since the DP-based procedure was time-consuming. So, the recursive EM algorithm estimation method was adopted. Also, the DP method was used to find the fault probability by applying the BMS procedure. The fault detectability of the proposed schemes was evaluated and compared via the illustrative studies for randomly generated states. Also, to examine the proposed schemes, several practical examples were considered. It was shown that for the disturbed and uncertain dynamic systems with significant measurement noise, in which situation the model-based fault detection schemes fail to detect the fault appropriately, the proposed schemes were able to detect the fault moment accurately. However, for almost all of the various fault scenarios, the SM method had the best performance, followed by the iterative method and the DP-MAP method. However, it was worth mentioning that all three methods worked well in most of the cases.
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