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Abstract

Detecting a redshifted neutral hydrogen signal from the Epoch of Reionisation

(EoR) is one of the most promising probes into the formation history of structure

in the Universe. The advent of a new generation of low-frequency radio inter-

ferometers has opened this direct window into the EoR by enabling access to

the 21-cm signal. However, it is well established that calibration errors have the

potential to inhibit an EoR detection by introducing additional spectral features

that mimic the structure of EoR signals. In this thesis I investigate the limita-

tions of sky and redundancy based calibration and quantify their impact on the

estimation of the 21-cm power spectrum (PS).

Through simulations of the relative calibration step in redundancy based

methods, I study the influence of the flux distribution of the radio sky and the

impact of antenna position offsets on the complex calibration solutions. I find

that the position offsets introduce a bias into the phase component of the calibra-

tion solutions. This phase bias increases with the distance between bright radio

sources and the pointing centre, and with the flux density of these sources. Our

results indicate that redundant calibration outperforms sky-based calibration for

target fields that lack bright sources, in part due to the high positional precision

of the antenna tiles in the Murchison Widefield Array (MWA).

In addition to these simulations, I present an analytic model to estimate the

impact of a wide variety of modelling residuals in EoR PS estimation. I apply
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this framework to the specific case of broken dipoles in the MWA to understand

its effect and estimate its impact on PS estimation. I find that incorrect beam

modelling introduces bias that is three orders of magnitude lower than current

lowest limits on the PS. However, I expect that this bias is two orders of magnitude

higher than the expected EoR signal. Determining the accuracy of both current

beam models and direction dependent calibration pipelines is therefore crucial in

our search for an EoR signal.

I conclude this thesis with a comparison of the performance of redundant and

sky-based calibration under current sky modelling limits and array deployment

tolerances for the MWA. The results for the MWA indicate that in wide-field

arrays sky based calibration is marginally more robust against calibration errors.

The results for the Hydrogen Epoch of Reionization Array (HERA) indicate that

our model underestimates the expected calibration error and hence improvements

are necessary to accurately estimate the expected contamination. However, the

comparable errors in the MWA indicate that hybrid methods employing both sky

based and redundancy based information are the way forward.
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Chapter 1
Introduction

Searching for a needle in a haystack is probably the best way to describe the hunt

for signals from the very first stars and galaxies in the Universe. The radio signals

from hydrogen gas surrounding those first objects are extremely weak compared

to signals from galaxies nearby and far away, our own Milky Way, and artificial

radio signals. Nevertheless, driven by our curiosity to understand the history of

events that led to our existence, astronomers around the world are undertaking

extremely sensitive experiments to detect signals from a poorly understood time

in the Universe. This thesis aims to add to the body of knowledge concerning

those experiments.

1.1 A Brief History of the Universe

The origin of the Universe is described in terms of the Big Bang. Using the theory

of general relativity (Einstein, 1915) and the cosmological principle, i.e. the

Universe is homogeneous and isotropic, one can derive the Friedmann–Lemâıtre–

Robertson–Walker metric (Friedmann, 1922; Lemâıtre, 1927; Robertson, 1935;

Walker, 1937). This solution to the field equations of general relativity, and

the observations of receding galaxies (Hubble, 1926) led to the description of a

homogeneous, isotropic, and expanding Universe. Lemâıtre realised that reversing

1



time on this solution implied there once was a moment in time when the entire

Universe was compressed into a singularity. A moment in time we now refer to

as the Big Bang. In this section we will give a short summary of the history of

the Universe.

Figure 1.1: An illustrative timeline of the Universe. The timeline starts on the
left with the Big Bang followed by rapid expansion. The next major event is the
emission of the Cosmic Microwave background that leads into the Cosmic Dark
Ages. The Universe then heats ups due to the emergence of the first luminous
sources that form ionisation bubbles around them, marking the Epoch of Reion-
isation. The reionisation process removes neutral hydrogen and transitions into
the a structured Universe filled with a diverse zoo of galaxies as observed in the
Hubble Ultra Deep Fields. CMB image credit: NASA / WMAP Science Team.
HDF image credit: NASA, ESA, HUDF09 Team

1.1.1 The Big Bang

From this singularity the Universe emerges in a hot dense state, and it is not

long before inflation causes the Universe to expand quickly. The expansion cools

the Universe adiabatically, which starts the formation of matter and anti-matter

that continuously annihilate each other. However, due to a small asymmetry be-
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tween the two, only matter survives the annihilation process. From the remaining

protons, neutrons, electrons and neutrinos, the main constituents of the present

day Universe form; hydrogen, helium, and lithium, a process called Big Bang

Nucleosynthesis (Gamow, 1946). This all takes a mere 3 minutes after the Big

Bang. Although the continuing expansion of the Universe causes it to cool, it

takes another 380,000 years before the time of recombination. During this time

the primordial gas cools enough, allowing electrons to combine with atomic nuclei

to form neutral atoms. As the recombination process decreases the number of

free electrons, the efficiency of scattering decreases, and so the Universe becomes

transparent to radiation. This transparency allows the photons that were con-

tinuously scattered to propagate freely through the Universe, hence we call this

moment the time of last scattering. These free photons form the afterglow of the

Big Bang we observe today as the Cosmic Microwave Background (CMB).

1.1.2 The Dark Ages

Observations of the CMB revealed that its temperature is extremely uniform

across the sky – 2.7 K with spatial fluctuations on the order of ∼ 20µK (Penzias

& Wilson, 1965; Mather et al., 1994; Bennett et al., 2013; Planck Collaboration

et al., 2016). These small variations in temperature are caused by the density

fluctuations in the energy-matter field, the velocity of matter, gravitational red-

shift as photons climb out of high density regions at the time of last scattering,

and by interactions between CMB photons and matter on their way to an ob-

server. The dense regions in the matter field in the early Universe grew in mass

under the influence of gravity. Higher density regions attracted more matter than

lower density regions. In our current model of the Universe, the ΛCDM model,

dark matter collapsed first. Baryonic matter on the other hand cannot collapse

because it is halted by the gas pressure of the baryons. This pressure continues

to decrease because the gas cools adiabatically while the Universe expands.
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1.1.3 A Cosmic Dawn

Once baryonic matter cools sufficiently due to a combination of adiabatic cooling,

atomic line cooling, and molecular cooling, it starts to fall into the gravitational

wells of the dark matter halos. It is in these halos where the density of matter

starts to increase despite the expansion of the Universe. This is where the first

seeds of the structures we see around us today are formed; stars, black holes,

galaxies and galaxy clusters. The objects formed at this time end the Dark Ages

of the Universe as their photons light up the Universe, and their subsequent

evolution changes the face of the Universe forever.

1.2 Rationale

It still unclear to us what the exact conditions were of the early Universe and

what the nature was of the very first luminous objects. We can form a list with

the most likely suspects; black hole seeds that led to the most massive black

holes we see today in the centres of galaxies, stars that are more massive than

those found in the local Universe, or the remnants of those stars (Barkana &

Loeb, 2001). However, many questions surrounding these first sources remain.

Whatever these first sources were, their existence changed the appearance of our

Universe in a profound way. They ended the dark ages, and their photons also

ionized their immediate environments, starting the Epoch of Reionisation (EoR).

As more sources are created and as time progresses this ionization progresses until

it results in the ionisation of the entire Universe, marking the final and largest

phase change of hydrogen gas in the Universe. Studying the EoR allows us to

determine what the nature was of the very first luminous objects and how they

changed the nearly-uniform, early Universe into the structured one we observe

today.

This experiment is however extremely challenging, e.g. due to the large dy-

namic range between the foreground and the cosmological hydrogen signal, the
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ionosphere, the complex signal chain of the latest generation of radio interfer-

ometers, and the many analysis steps required to process large amounts of ob-

servational data. This makes the calibration and analysis of low frequency radio

interferometric data difficult, and in this thesis I will study and discuss some of

the challenges suffered by current calibration algorithms.

1.3 Thesis Outline

In this thesis I explore the impact of systematic errors on the calibration of radio

telescopes in EoR experiments that aim to measure the 21-cm power spectrum

(PS). Chapter 2 reviews current knowledge of this poorly-studied epoch. Chapter

3 discusses the role of, and challenges to experiments trying to detect radio signals

from this time. Chapter 4 discusses the 21-cm PS technique, its limitations and

reviews current results. Chapter 5 explores the limitations of redundancy based

methods as a means to calibrate radio interferometers. Chapter 6 studies the

impact of variations of antenna responses in sky-based calibration on the 21-

cm PS. Chapter 7 compares systematic errors between redundant and sky based

calibration, and I conclude with a summary and outlook in Chapter 8.
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Chapter 2
The Epoch of Reionisation

The emergence of the very first astrophysical sources of light dramatically changes

the face of the Early Universe. Their existence ends the Dark Ages, and causes

the last and largest phase change in the Universe. These sources of light emit high

energy photons that heat and ionise their surroundings, creating ionised bubbles

of gas in the intergalactic galactic medium (IGM). As more sources are created

these bubbles grow in number, and as time progresses these bubbles grow in size.

Ultimately, they start to overlap with each other, resulting in the ionisation of

the entire Universe. The reionisation history of the Universe gives us insight

into the nature of these very first sources, shedding light on a poorly understood

chapter in the history of the Universe. This chapter discusses the observables of

the Epoch of Reionisation (EoR), and how they are shaped by the astrophysics

driving it.

2.1 Current constraints

We currently do not know exactly what sources drive the reionisation process.

However, we have constraints on when the epoch occurred through substantial

effort put into indirect measurements of the EoR. Combining constraints from

Cosmic Microwave Background (CMB) measurements, high redshift quasar spec-
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tra, and high redshift galaxies the EoR is constrained to start around z ∼ 11

(Planck Collaboration et al., 2016), and to finish around z ∼ 6 (Fan et al., 2006;

Wang et al., 2019). I now briefly discuss each probe individually and how they

contributed to these constraints.

2.1.1 Cosmic Microwave Background

The CMB is a versatile tool to probe the Universe. In the previous chapter I

discussed the events that led to the emission of the CMB, and how it carries the

imprint of the density field of the very early Universe. However, it does not only

contain information about the Universe at the time radiation decoupled from

matter. It also contains information about the state of matter throughout cosmic

time, because CMB photons inevitably interact with matter as they pass through

the Universe. The CMB interacts primarily with free electrons along the line of

sight through Thomson scattering (Sunyaev & Zeldovich, 1970). A secondary

effect is the Sunyaev-Z’eldovic (SZ) effect that changes the energy of CMB pho-

tons. This effect appears most prominently in galaxy clusters, where electrons

in the hot intra-cluster gas at T ∼ 107 K upscatter CMB photons through the

thermal SZ (tSZ) effect. The effect that enables us to constrain EoR parameters

is the kinematic SZ (kSZ) effect that leads to either up or down scattering de-

pending on the direction of the gas velocity with respect to the CMB (Sunyaev

& Zeldovich, 1972). The scattering of CMB photons by electrons in the IGM

changes the optical depth and the spatial structure of the relic photon field. The

most recent measurements of the optical depth, from the Planck mission, indicate

that reionisation was nearly complete at z = 8.8+1.7
−1.4 (Planck Collaboration et al.,

2016).

2.1.2 Quasar Spectra

Other probes to study the state of the IGM are high-redshift quasar spectra and

the Lyman-α forest. Figure 2.1.2 shows several spectra of high redshift quasars
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from Fan et al. (2006). A common feature in these spectra is the sudden decrease

in flux at wavelengths shorter than the rest wavelength of the Lyman-α transition

from the n = 1 to n = 2 orbital in neutral hydrogen. Hence, the wavelength at

which this drop occurs increases with quasar redshift. This feature, the Gunn-

Peterson trough (GP; Gunn & Peterson, 1965), is caused by neutral hydrogen

along the line of sight. As photons from the quasar move through the expanding

Universe they are continuously redshifted, and when they are redshifted such that

the photon energy matches the energy of the Lyman-α line, they can be absorbed.

This causes an absorption feature in quasar spectra that is extremely sensitive

to trace amounts of neutral hydrogen. The optical depth of the GP quickly

saturates when the neutral fraction of hydrogen exceeds xHI > 10−4 (Gunn &

Peterson, 1965), and hence the GP is only sensitive to the end of reionisation.

The near flattening of the spectra at redshifts z > 6 indicates there is enough

neutral hydrogen present to completely absorb the redshifted photons from the

quasar along that line of sight. Looking at quasars at lower redshifts, we still

see “transmission spikes” bluewards (left) of the Lyman-α line, indicating that

the Universe is becoming transparent to quasar spectra due to the reionisation

process. The spectra indicate that nearly all hydrogen was ionised around redshift

z = 6. However, because the reionisation process is patchy, more lines of sight

are required for a representative sample of the global properties of the Universe.

2.1.3 High-redshift galaxies

The previous methods probed the state of the IGM, and therefore the effect of

reionisation. It is, however, also possible to search for the sources of reionisa-

tion directly. One possible source of ionising photons are star forming galaxies,

and I will discuss this later in this chapter in more detail. Searches for these

high-redshift galaxies, e.g. by Bouwens et al. (2015); Oesch et al. (2015) and

Livermore et al. (2017), have revealed galaxies out to redshift z ∼ 11 (Oesch

et al., 2016). The presence of these galaxies indicates the presence of ionising
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Fig. 11 Spectra of 19 quasars with redshifts 5:74 < z < 6:42 from the Sloan Digital Sky Survey.
For some of the highest-redshift quasars, the spectrum shows no transmitted flux shortward of the
Lyman-˛ wavelength at the quasar redshift (the so-called “Gunn–Peterson trough”), indicating a
non-negligible neutral fraction in the IGM. Figure credit: Fan et al. (2005)
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Figure 2.1: The Lyman-α forest and the Gunn-Peterson trough (GP) in the 19
high-redshift quasar spectra from Fan et al. (2006). The quasars are ordered by
redshift showing the GP shifting to shorter wavelengths as a function of redshift.
Quasars towards lower redshift show more structure in the GP, than those at
higher redshifts. Indicating a lack of neutral hydrogen at lower redshift.

sources, and provide constraints on the UV Luminosity Function (UV LF) at

these high redshifts. The UV LF counts the number of galaxies per unit vol-

ume as a function of luminosity in the rest frame UV-regime. Similarly, one can

measure the luminosity function of Lyman-α emitting galaxies. Both studies find

that the luminosity function drops for z > 6 indicating the presence of neutral

hydrogen that is absorbing photons in this regime. However, it is still unclear

whether the change in the luminosity functions is caused by reionisation or due

to the evolution of galaxies (Bouwens, 2016; Dijkstra, 2016).
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2.2 21-cm Physics

The CMB, Quasars and high z-galaxies provide indirect constraints on the state of

the IGM throughout cosmic time. However, the 21-cm line from neutral hydrogen

allows us to study that state directly. In this section I discuss the physics that

describes this hydrogen emission line and how it relates to the state of the IGM.

2.2.1 The Hyperfine Transition

The emission of a photon at a wavelength of λ21 = 21.1061 cm or a frequency

of ν21 = 1420.4057 MHz by atomic hydrogen was predicted towards the end of

World War II by van de Hulst (1945). It was theorised that a transition in the

spin of an electron orbiting a hydrogen nucleus, a proton, would release a photon

with a wavelength of roughly 21 cm. Due to the quantum nature of spin, the

total spin of an electron and a proton can only have two states: parallel and anti-

parallel. However, the proton and electron have opposite charges. This causes the

magnetic dipole moment to be anti-aligned, hence having a higher energy, when

the spins are parallel. This is not too dissimilar from holding two fridge magnets

with anti-aligned magnetic fields close together, this clearly will cost you some

effort and energy. When the spin of the electron flips its orientation from parallel

to anti-parallel, the difference in energy is carried away by a 21-cm photon (see

Figure 2.2).

The probability of the spin flip occurring is staggering low. It has a transition

rate (or Einstein A coefficient) of 2.9 × 10−15 s−1. However, despite this low

transitional rate, we can still observe the emission of this line due the large

number of hydrogen atoms in the Universe. The 21-cm line was first observed by

Ewen & Purcell (1951) while measuring the galactic radio spectrum1.

1Their description of the detection of galactic hydrogen as one of “the most challenging prob-
lem in radio astronomy” should give us all hope for the detection of a signal from reionisation,
because they have obviously succeeded.
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Figure 2.2: Illustration of the spin flip in neutral hydrogen. left : The excited
state of neutral hydrogen when the spins of the electron and the proton are aligned
(and therefore the magnetic moments are anti-aligned). right : The ground state
of neutral hydrogen when the spins are anti-aligned (and therefore the magnetic
moments are aligned). The transition from the excited to the ground state is
accompanied by the emission of a photon γ21−cm with a wavelength of 21 cm.

2.2.2 The Spin Temperature

The strength of the 21-cm signal depends on the relative population of atomic

hydrogen in the parallel spin state. We can describe the population of hydrogen

atoms in the ground state n0 and the excited state n1 using the Boltzmann Law

(
n1

n0

)
=

(
g1

g0

)
exp
−T21

TS
, (2.1)

where the ratio of statistical weights g1/g0 = 3, T21 = 68 mK is the temperature

corresponding to the energy of the 21-cm transition, and TS is the spin tempera-

ture. The spin temperature does not always equal the kinetic temperature of the

hydrogen gas; instead it is a quantity describing the relative atomic population

in the ground and excited state, and therefore defines the emission or absorption

we observe.

The population of atoms in the parallel state, and therefore the spin tempera-
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ture, is controlled by five parameters; the CMB brightness temperature Tγ that

describes the intensity of a black body radiation field at that temperature, xc and

xα the collisional, and the UV-scattering coupling coefficients, TK the kinetic gas

temperature and TC is the colour temperature of the UV-radiation field. This is

summarized in Equation (2.2) (Field, 1958)

T−1
S =

T−1
γ + xcT

−1
K + xαT

−1
C

1 + xc + xα
. (2.2)

The 21-cm line can thus be excited by interactions with CMB photons, collisions

between hydrogen and other particles, and finally the scattering of UV photons.

The effectiveness of each process is determined by the coupling coefficients.

The collisional coefficient xc depends on the density of the IGM and particles

involved. Initially, this is dominated by hydrogen, but as soon as the reionisation

process starts electrons also start playing a role. Below z < 70 the density of

the IGM is too low for collisions and therefore we would naively expect the CMB

temperature Tγ to dominate the spin temperature. Instead, it turns out that the

scattering of UV photons from the first luminous sources provides a mechanism

to break the coupling to the CMB field.

The scattering of UV-photons couples the spin temperature to the colour

temperature of the UV-photon field TC . Wouthuysen (1952) suggested how the

scattering of UV-photons populates the excited spin states of neutral hydrogen

indirectly. This mechanism, now called the Wouthuysen-Field effect, plays an

important role in the breaking of the coupling between the CMB and the spin

temperature. The mechanism relies on the spin excitation of hydrogen using the

n = 2 level as an intermediate state (see Figure 2.3). Lyman-α photons excite

hydrogen from the ground state into that energy level while changing the spin

orientation of the electron, because the electric dipole selection rules allow for

that. We now end up with a mix of spins in the upper state, which then can

decay back into the lowest energy state while preserving that spin state. I will

not go into exact details of the quantum mechanics of this spin mixing process,
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Fig. 2 Level diagram illustrating the Wouthuysen-Field effect. We show the hyperfine splittings
of the 1S and 2P levels. The solid lines label transitions that mix the ground state hyperfine levels,
while the dashed lines label complementary allowed transitions that do not participate in mixing.
From [16]

where !" ! !0#˛."/ is the local absorption cross section, !0 ! .$ e2=me c/f˛ ,
f˛ D 0:4162 is the oscillator strength of the Lyman-˛ transition, #˛."/ is the
Lyman-˛ absorption profile, and J" is the angle-averaged specific intensity of the
background radiation field, in units of photons cm!2 Hz!1 s!1 sr!1 here.

Not all of these scattered photons contribute to hyperfine level changes, however,
so we must relate P˛ to the indirect excitation and de-excitation rates P01 and
P10 [17]. To do so, we first relabel the 1S and 2P hyperfine levels a–f, in order
of increasing energy, and let Aij and Bij be the spontaneous emission and absorption
coefficients for transitions between these levels. We write the background flux at the
frequency corresponding to the i ! j transition as Jij. Then

P01 / BadJad
Adb

Ada C Adb
C BaeJae

Aeb

Aea C Aeb
: (17)

The first term contains the probability for an a!d transition (BadJad), multiplied by
the probability for the subsequent decay to terminate in state b; the second term is
the same for transitions to and from state e. Next we need to relate the individual
Aij to A˛ D 6:25 " 108 Hz, the total Lyman-˛ spontaneous emission rate (averaged
over all the hyperfine sublevels). This can be accomplished using a sum rule stating
that the sum of decay intensities (g iAij) for transitions from a given nFJ to all the
n0J0 levels (summed over F0) is proportional to 2F C 1 [18]. The relative strengths
of the permitted transitions are then .1; 1; 2; 2; 1; 5/, where we have ordered the
lines (bc, ad, bd, ae, be, bf). Assuming that the background radiation field is constant
across the individual hyperfine lines, we find P10 D .4=27/P˛ .

The coupling coefficient x˛ may then be written

x˛ D 4P˛

27A10

T?
T%

D S̨
J˛
Jc"

; (18)

Figure 2.3: Illustration of the energy levels involved in the Wouthuysen-Field
effect. It shows how Lyman-α excitation to the n = 2 level acts as an intermediate
before the electron cascades into the excited hyperfine spin state. The solid lines
indicate transitions relevant to the Wouthuysen-Field effects, the dashed lines
indicate other allowed transitions that do not play a role. Reproduced from
Pritchard & Furlanetto (2006)
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but for the interested reader they can be found in Field (1958). The colour

temperature of the UV-photon field is formally defined as

P01

P10

≡ g1

g0

e−T21/TC ∼ 3

(
1− T21

Tc

)
, (2.3)

where P01 and P10 are the UV-scattering excitation and de-excitation rates, re-

spectively. Hydrogen is optically thick to Lyman-α emission, i.e. a single photon

undergoes a large number of scattering events before escaping. This and the

transfer of energy from the UV-photon field to the gas through atomic recoils

causes the kinetic temperature and the colour temperature to equalise TC → TK .

2.3 The First Luminous Sources

I have discussed what influences the spin temperature, e.g. the kinetic gas tem-

perature TK , the CMB temperature Tγ, and the UV colour temperature TC . But

these temperatures are simply proxies for the astrophysics we are trying to un-

cover. In this section I will discuss the impact of different astrophysical sources

of radiation.

2.3.1 Ultraviolet Sources

Earlier I have discussed that a Lyman-α field couples the 21-cm spin temperature

TS to the kinetic gas temperature TK . Star forming galaxies are believed to be

sources of Lyman-α radiation (Milosavljević & Safranek-Shrader, 2016). However,

it is not just the local galaxies at a certain redshift that determine the local

Lyman-α field. Photons from local sources quickly redshift out of the absorption

resonance. Hence, UV-sources in the background also matter. Photons from these

background sources redshift down to the local Lyman-α resonance and as such

contribute to the UV-background at lower redshifts (Furlanetto, 2019). Earlier,

I discussed the discovery of galaxies out to redshift z ∼ 11. However, the UV

LF at these high redshifts indicates that bright galaxies are most likely not the
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dominant cause for reionisation. Their low numbers, either indicate that the bulk

of reionisation is driven by other sources of UV-photons, or come from galaxies

below our current detection limits (Bouwens, 2016).

2.3.2 X-ray Sources

The kinetic gas temperature is set by ultraviolet photons, shock heating due to

structure formation, and most notably due to X-rays (Ciardi & Madau, 2003;

Pritchard & Furlanetto, 2007). X-rays are very efficient in penetrating the IGM,

and cause multiple ionisations along their path. The liberated electrons interact

with the gas through collisions, transferring the energy from the initial X-ray

photon to the gas. The total number of X-ray photons and the spectra of the

X-rays depend strongly on the astrophysical source.

The lack of metal enriched gas at early times suggests that the first stars had

to be significantly more massive than stars in our local Universe to overcome

the gas pressure (Milosavljević & Safranek-Shrader, 2016). Their high mass M

and therefore short life times (that scale with mass as ∝ M−3) would rapidly

lead to the formation of black holes. Particularly, the formation of black hole

binary systems in which a black hole accretes from an orbiting star, would lead

to an X-ray Binary (XRB). These are efficient sources of X-ray emission (Mirabel

et al., 2011). Isolated stellar mass black holes do not accrete efficiently from a

diffuse ISM and hence do not contribute much X-ray flux. Other sources could

be supernova remnants that shock heat their surroundings (Oh, 2001), or the

first active galactic nuclei (AGN). However, it is hard to form supermassive black

holes early in the Universe, unless they were formed through primordial black

hole seeds (Madau et al., 2004).

2.3.3 The Fiducial Model

Reionisation is most likely driven by a mix of sources. The current hierarchical

model assumes reionisation was initially driven by UV-sources and at later times
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reionisation is driven by X-ray sources (Mesinger, 2016). However, there are still

many things unclear. The efficiency of each ionising source is still under debate,

and the literature is continuously growing with more state of the art simulations,

and observational constraints on the astrophysics that drive the EoR. The ion-

ising efficiency of stars at early times depends on the star formation efficiency

in the early Universe, the escape fraction of UV-photons from galaxies, and the

number of ionising photons produced by the first stars. For XRBs it is still un-

clear what the formation rate of black holes was, and how many of them would

occur in binaries. For primordial black holes it is unclear whether they existed

at all. Combined with uncertainties pertaining to the properties of the IGM,

e.g. clumping factors, turbulence etc., these parameters impact on the morphol-

ogy of reionisation (Dayal & Ferrara, 2018), and determine whether reionisation

follows an inside-out scenario (high-density regions ionise first), or an outside-

in scenario (where low-density regions ionise first) (Lidz, 2016). Therefore, the

spatial structure of the reionisation process provides strong constraints on these

parameters.

2.3.4 The Differential Brightness Temperature

Now that we understand what drives the spin temperature, we can discuss the

actual emission our telescopes receive. To do so I start with the radiative transfer

equation of an emission line at frequency ν

dIν
ds

=
φ(ν)hν

4π
[n1A10 − (n0B01 − n1B10) Iν ] , (2.4)

where Iν is the specific intensity at frequency ν, ds is the path length along

a ray, φ(ν) is the line profile function whose integral is normalised to 1, ni is

the number density of atoms mentioned earlier, Aij and Bij are the Einstein

coefficients for the transition from initial state i and final state j. The first

term that includes A10 describes how much radiation is added to a radiation field
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Iν through spontaneous emission as it passes through a medium. The second

term including B01 and B10 that describe absorption and stimulated emission,

respectively, describe how much radiation is absorbed. The coefficients in the

first term are often grouped to be the source function Sν and the second term,

and the coefficients in the second term are written as the absorption coefficients

κν .

Sν ≡
φ(ν)c

4π

n1A10

n0B01 − n1B10

κν ≡
hν

c
(n0B01 − n1B10)

(2.5)

Replacing the coefficients in Equation (2.4) with these definitions and then solving

the differential equation yields

Iν = Sν
(
1− e−τ(ν)

)
+ I0(ν)e−τ(ν). (2.6)

Here, I conveniently defined the optical depth τ(ν) =
∫
κνds as the integral of

the absorption coefficient over the line of sight, i.e a measure for the transparency

of a medium.

Observing in the radio regime implies we can use the Rayleigh-Jeans Limit

that provides a linear relation between the brightness temperature of a black

body and its intensity Tb ∼ Iνc
2/2kBν

2. This enables us to write the radiative

transfer equation in terms of temperatures of the radiation fields involved, i.e.

the background CMB field I0(ν) defined by Tγ and the 21-cm emission Sν defined

by TS.

T ′b(ν) = TS(1− e−τν ) + Tγ(ν)e−τν (2.7)

The optical depth for the 21-cm line in an expanding Universe filled with

hydrogen, and a gas velocity gradient along the line of sight dv‖/dr‖ can be
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expressed as follows (Field, 1959)

τ21 ≈ 0.0092(1 + δ)(1 + z)3/2xHI

TS

[H(z)/(1 + z)

dv‖/dr‖

]
, (2.8)

where δ is the matter overdensity, z is the redshift we are observing, xHI is the

fraction of neutral hydrogen and H(z) is the Hubble constant at that redshift.

Noting that the observed brightness temperature of the CMB lowers due the ex-

pansion of the Universe, and the optical depth at the relevant redshift is typically

small, τν � 1, I rewrite Equation (2.7) into

Tb(ν) =
TS − Tγ(z)

1 + z
τν . (2.9)

For line emission in radio astronomy, we measure the differential brightness

δTb ≡ Tb−Tγ. In other words, we only see 21-cm features when they differ from the

background. Usually the CMB acts as a radio background, however, the results

from the Experiment to Detect the Global EoR Step (EDGES; Bowman et al.,

2008) could indicate the existence of an additional source of diffuse background

radiation2 (Bowman et al., 2018). Using this and the expression for the optical

depth we get the expression for the measured differential brightness temperature

δTb = 28 mK (1 + δ)xHI

(
1− TCMB

Tspin

)
×

(
Ωbh

2

0.0223

)√√√√
(

1 + z

10

)(
0.24

Ωm

)[
H(z)/(1 + z)

dv||/dr||

]
.

(2.10)

Here, I introduced the cosmic baryon density Ωb, and h the Hubble parameter.

The differential brightness temperature depends on the overdensity δ, the local

neutral fraction of hydrogen xHI and the spin temperature. We can infer from

the ratio between the CMB temperature and the spin temperature that there is

2At the time of writing this result is still highly debated, and can also possibly be attributed
exotic dark matter physics, or to the frequency response of the EDGES instrument.
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a saturation limit to observe the 21-cm line in emission, but there is no limit

in absorption. This will have an implication for the observable global signal, as

discussed in the next section.

2.4 21-cm Cosmology

As discussed earlier, the 21-cm line from neutral hydrogen allows us to probe the

astrophysics of the early Universe and constrain the spin temperature, but we can

also study more global cosmological parameters (see Equation 2.10). There are

three distinct methods that use the 21-cm line as a probe for the early Universe.

In this section I discuss these different methods and what information we can

extract from them.

2.4.1 The Evolution of the 21-cm signal

Experiments trying to measure the global signal, e.g. EDGES (Bowman et al.,

2008), the Shaped Antenna measurement of the background RAdio Spectrum

(SARAS; Patra et al., 2013), the Large Aperture Experiment to Detect the Dark

Age (LEDA; Greenhill & Bernardi, 2012), and the Dark Ages Radio Explorer

(DARE; Burns et al., 2012), focus on the sky averaged 21-cm signal as a function

of redshift or cosmic time. The advantage of such a global detection is the higher

signal to noise ratio, since we are averaging the signal over the entire sky. But

a global signal yields only global observables of the EoR. Nevertheless, it allows

tighter constraints on the start and duration of the EoR, and the global properties

of the first luminous sources.

Figure 2.4 shows a suite of global signal models. Despite the large variety,

there is a general trend. Initially, we see the spin temperature slowly moving

towards Tγ, or Tb = 0. The continuing expansion of the Universe then decreases

the matter density rendering the collisional excitation of hydrogen inefficient, and

so the spin temperature TS decouples from the gas temperature TK . Once the
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Parameter space of the global 21-cm signal 1917

the astrophysical properties of early galaxies could be quite differ-
ent from those suggested by extrapolations of observed galaxies,
and it is important to keep an open mind until direct observational
evidence becomes available.

In what follows, as we lay out the large parameter space possible
for the global 21-cm signal, we try to characterize the properties
of this signal and find relations between the shape of the global
signal and the astrophysical parameters at high redshifts. Mirocha,
Harker & Burns (2013) previously addressed parameter reconstruc-
tion using a physical model for the global signal. In this (as well
as the follow-up works by Mirocha, Harker & Burns 2015; Harker
et al. 2016, where the authors study how well current and near-future
experiments could constrain the four parameters of their model us-
ing the measurements of the signal’s three key points and taking into
account the foreground and the noise), the authors used analytical
formulas or simple models that account only for the mean evolution
of the Universe. In contrast, our more realistic simulations include
spatial fluctuations in star formation and take into account the finite
effective horizons of the radiative backgrounds, spatially inhomo-
geneous feedback processes and time delay effects. We also capture
a wider parameter space, as our code includes the possibility of hav-
ing substantial star formation in haloes below the atomic cooling
threshold, in which case spatially inhomogeneous processes such
as the streaming velocity and LW feedback play a key role (and are
included in our 21-cm code but not in others).

This paper is organized as follows. In Section 2, we briefly discuss
the general properties of the 21-cm signal as well as our numerical
methods. We present and discuss our specific choice of the parame-
ters and their ranges in Section 3, and show the resulting parameter
space spun by the 21-cm signal in Section 4. Finally, we summarize
our results and discuss our conclusions in Section 5.

2 SI M U L AT E D 2 1 - C M S I G NA L

In order to explore the parameter space of the early universe and
produce a library of possible global 21-cm signals in the redshift
range of z = 6–40, we use a semi-numerical approach (Mesinger,
Furlanetto & Cen 2011; Visbal et al. 2012; Fialkov, Barkana &
Visbal 2014). Our code is a combination of numerical simulation
and analytical calculations and has enough flexibility to explore
the large dynamical range of astrophysical parameters. We simu-
late large cosmological volumes of the universe (3843 Mpc3; all
distances comoving unless indicated otherwise) with a 3 Mpc res-
olution, and the outcome of the simulation is the resulting inho-
mogeneous 21-cm signal which for our purposes in this paper we
average over the box. In addition, inhomogeneous backgrounds
of X-ray, Ly α, LW and ionizing radiation at every redshift are
computed. In our simulation, the statistically generated initial con-
ditions for structure formation, i.e. the density field and the su-
personic relative velocity between dark matter and baryons (Tseli-
akhovich & Hirata 2010; Tseliakhovich, Barkana & Hirata 2011;
Visbal et al. 2012), are linearly evolved from recombination to
lower redshifts. Using the values of large-scale density and veloc-
ity in each cell, we apply the extended Press–Schechter formalism
(Barkana & Loeb 2004; Press & Schechter 1974), as modified by
the large-scale density fluctuations and the supersonic relative ve-
locities, to calculate the local fraction of gas in collapsed structures
in each pixel and at each redshift. We then populate each pixel with
stars, given the star formation efficiency, as described in Section 3.
To calculate the intensities of the various radiative backgrounds, we
use the star formation rate (SFR), which is determined by the time
derivative of the collapsed fraction and the SFE. We use the standard

Figure 1. The 21-cm global signal as a function of redshift for our standard
case (black line), with red points marking the three turning points (from
left to right: the high-z maximum, the minimum and the low-z maximum).
Light-blue lines show the entire set of realizations of the 21-cm signal for the
193 different astrophysical models discussed in this paper and summarized
in Table 1. The full list of models appears in the Appendix.

spectra of Population II stars from Barkana & Loeb (2005b) (based
on Leitherer et al. 1999) to determine the spectrum and intensity
of Ly α and LW photons, the strong LW feedback from Fialkov
et al. (2013) (when LW feedback is applied) and the standard cos-
mological parameters (Planck Collaboration et al. 2014). Star for-
mation is also subject to the photoheating feedback (Sobacchi &
Mesinger 2013; Cohen et al. 2016).

The observed cosmic mean 21-cm brightness temperature relative
to the CMB can be expressed as (Madau, Meiksin & Rees 1997;
Furlanetto, Oh & Briggs 2006; Barkana 2016)

Tb = 26.8 xH I

(
1 + z

10

)1/2

(1 + δ)
[

1 − TCMB

TS

]
mK, (1)

where xH I is the neutral hydrogen fraction, δ is the matter overden-
sity, TCMB is the CMB temperature and TS is the spin temperature,
which can be expressed as

T −1
S =

T −1
CMB + xcT

−1
gas + xαT

−1
c

1 + xc + xα

. (2)

Here, Tgas is the (kinetic) gas temperature, Tc is the effective (colour)
Ly α temperature that is very close to Tgas, and xc and xα are the
coupling coefficients for collisions and Ly α scattering, respectively.
In equation (1), we neglect the peculiar velocity term since in the
global signal it averages out to linear order and adds only a tiny
correction (Bharadwaj & Ali 2004; Barkana & Loeb 2005a).

A typical dependence of the sky-averaged signal (‘the 21-cm
global signal’) on frequency is shown in Fig. 1 (black line, our stan-
dard case as will be explained below). Its characteristic structure of
peaks and troughs encodes information about global cosmic events
(Furlanetto 2006). At early times z ! 40 collisions between neutral
hydrogen atoms and each other (and with other species) drive TS →
Tgas, and the signal is seen in absorption, because in the absence of
heating sources Tgas < TCMB. As the universe expands and cools, col-
lisions become rare and hydrogen atoms are driven towards thermal

MNRAS 472, 1915–1931 (2017)Downloaded from https://academic.oup.com/mnras/article-abstract/472/2/1915/4082839
by Curtin University Library user
on 10 March 2018

Figure 2.4: A suite of global signal models for the Epoch of Reionisation. overall
the follow a similar trend; the signal goes into absorption, then into emission
before it decays to zero due to reionisation. The exact amplitude of the absorp-
tion and emission, and the shape of the global signal as a function of frequency
depends heavily on the astrophysics driving the heating and reionisation process.
Reproduced from (Cohen et al., 2017)

.
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UV sources turn on around z ∼ 25, the resulting UV-field couples the spin tem-

perature back to gas temperature. The overall gas temperature of the Universe

keeps decreasing as the gas cools adiabatically due to expansion. This continues

until the first X-ray sources switch on, from this moment forward the gas starts

to heat. The heating continues, and we start seeing 21-cm signals in emission

until it saturates the differential brightness temperature δTB. Finally the signal

decreases, due to the reionisation that stops hydrogen from emitting a 21-cm sig-

nal. A first detection of this global signal has been claimed by EDGES (Bowman

et al., 2018), where they have detected the signal in absorption during Cosmic

Dawn (z ∼ 15−30). However, the amplitude and shape of the absorption trough

have sparked discussion whether this is due to new exotic dark matter physics

(Barkana, 2018), an additional source of diffuse background radiation, or due to

systematics in the calibration process.

2.4.2 The 21-cm Power Spectrum

CMB experiments demonstrated that power spectra (PS) are useful tools in as-

tronomy. Instead of looking at the global amplitude of the signal, the spatial

power spectrum measures fluctuations in the signal amplitude as a function of

spatial scale at different redshifts. We know that the signal amplitude fluctu-

ates across the sky, because the heating and ionisation is a patchy process and

morphology of reionisation is heavily dependent on astrophysics driving the EoR.

Unlike the global signal, the 21-cm PS gives us insight into the spatial struc-

ture of the reionisation process while retaining some of the sensitivity that global

signal experiments possess (Furlanetto et al., 2006). I will discuss the details of

power spectrum estimation in more detail in Chapter 4.

There are several instruments in the world currently trying to detect the power

spectrum from reionisation, and in this thesis I will focus on the efforts using the

Murchison Widefield Array (MWA; Tingay et al., 2013; Wayth et al., 2018). We

discuss the MWA and other instruments in the next chapter.
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2.4.3 Alternative Techniques

We can extend the power spectrum framework to higher orders. The bispectrum

(Bharadwaj & Pandey, 2005), i.e. Fourier Transform of the 3-point correlation

function, and the trispectrum (Cooray et al., 2008), i.e. the Fourier transform of

the 4-point correlation function. Whereas the PS is only sensitive to Gaussianity

in the signal as it measures the variance, the bispectrum and trispectrum are sen-

sitive to non-gaussianities that enable us to probe the morphology of reionisation

process.

The global signal is an example of a one-point statistic, i.e. the mean. We

can also study the global variance, skewness, and kurtosis (Patil et al., 2014;

Kittiwisit et al., 2017) as a means to distinguish between different reionisation

histories.

The ultimate goal is direct 3-dimensional imaging of the IGM, i.e. tomog-

raphy (Madau et al., 1997). Observing the differential brightness temperature

as a function of position in the Universe, would allow us to directly observe the

ionisation bubbles, their structure and clustering as a function of cosmic time.

We currently lack telescopes that are sensitive enough to directly image neutral

hydrogen in the early Universe. However, the advent of the Square Kilometre

Array promises to change that (Koopmans et al., 2015).

2.5 Challenges of the EoR Experiment

The main challenging aspect of the signal from neutral hydrogen is the bright-

ness of the signal. Equation (2.10) is written in terms of millikelvin. Radio

foregrounds, however, dominate our measurements because their mean signal is

4-5 orders of magnitude stronger than the EoR. In the variance that reduces to

3-4 orders of magnitudes (Jelic et al., 2008). The foregrounds are a mix of differ-

ent signals; synchrotron emission from our Milky Way makes up 70% of the radio

sky, the sum of all extragalactic emission adds up to 27%, and finally thermal
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emission from our galaxy contributes to about 1%. The remainder comes from

the CMB (Shaver et al., 1999). The exact mix of foregrounds signals will depend

on which parts of the sky are targeted for observations.

The EoR is observed in the MHz regime of the radio spectrum. At these low

frequencies turbulence in the ionosphere lowers the quality of our observations.

Similar to the effect of the atmosphere on the twinkling of stars in the optical

regime, the ionosphere refracts radio waves. This refraction becomes stronger at

lower frequencies and affects current low frequency radio observatories, because

they have resolutions that are sensitive to these ionospheric distortions. The

behaviour of the ionosphere and its impact on low frequency observations is cur-

rently being studied (Mevius et al., 2016; Jordan et al., 2017; Albert et al., 2020a)

and there is a large investment in techniques to compensate for distortions due to

the ionosphere (Mitchell et al., 2008; Yatawatta et al., 2009; Kazemi et al., 2011;

Intema et al., 2009; Sullivan et al., 2012; van Weeren et al., 2016; Albert et al.,

2020b).

A final major challenge are the instruments themselves. We need many hours

of observing time to adequately average out the large radiometric noise, and we

need to understand the complex signal chain in these observatories to mitigate

any unwanted imprints each instrument leaves on the signal. This thesis aims

to bring a deeper undertanding to the latter problem. However, I first need to

discuss the techniques used by radio telescopes to observe the 21-cm PS.
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Chapter 3
Radio Interferometry

Radio telescopes reveal a Universe far beyond the optical regime probed by hu-

man eyes. Similar to telescopes at other wavelengths, the aperture diameter D

of a single radio telescope is limited by the mechanical structure we can build

to support it. This puts a limit on the resolution of a single element ∼ λ/D,

worsened by the long wavelengths λ of radio signals. The need for higher resolu-

tion led to the development of radio interferometry; combining the signals from

multiple antennas spaced over larger distances. This allows us to synthesise a

telescope that is larger than we can mechanically construct. In this chapter I

will give a brief overview of the latest generation of radio telescopes, review the

fundamentals of radio interferometry, and conclude with a discussion on existing

calibration frameworks upon which this thesis aims to expand.

3.1 The Epoch of Radio Astronomy

The radio view of the Universe started with the accidental discovery of a radio

source towards the direction of the Sun by Jansky (1932). This was later refined

to be in the direction of the centre of the Milky Way (Jansky, 1935). Nowadays,

we know this object as Sagittarius A∗; the supermassive black hole hosted by

our Milky Way. Although radio astronomy started at what we currently call low
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frequencies1, the discovery of the hydrogen 21-cm line pushed the field towards

higher gigahertz frequencies. This also enabled higher resolving power for single

dishes, because of the smaller wavelengths involved, and evades refraction by

the turbulent ionosphere that increases with wavelength as ∼ λ2. However, the

prospect of detecting the redshifted 21-cm signals from the Epoch of Reionisation

(EoR) reinvigorated our interests in megahertz frequencies, and in part motivated

the development of low frequency interferometers around the world that unveiled

unprecedented views of the low frequency Universe.

3.2 Third Generation Radio Telescopes

Advances in signal processing and computing enabled the construction of the

low frequency radio instruments of the 21st century. These advances enabled

us to form antenna stations by combining the signals from multiple antennas

(see section 3.4.2) creating apertures with larger collecting areas Aeff , without

resorting to the construction of large mechanical structures. The development

of supercomputing facilities enabled the ability to process signals from a much

larger number of stations Nant, resulting in a larger total collecting areas Atot,

and therefore arrays with higher resolution and sensitivity (Baars et al., 2009).

Setting course for the Square Kilometre Array (SKA) many collaborations around

the world have developed pathfinder or precursor telescopes to demonstrate the

potential success of the SKA. Here, we give a short overview of different low

frequency telescopes performing EoR experiments, with a technical summary of

each telescope in Table 3.1.

The Long Wavelength Array2 (LWA; Ellingson et al., 2009) has 3 sta-

tions across the U.S.A. Each station consists of 256 dipole antennas randomly

distributed within a radius of ∼ 100 metres and an outrigger antenna at 300-500

1Jansky (1932) actually refers to this frequency range as high frequency while discussing the
origin of the ”cosmic hiss”.

2http://lwa.unm.edu
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metres from the core. Although an interferometer, the array in the Owens Valley

(OVRO-LWA) hosts a global signal experiment: the Large Aperture Experiment

to Detect the Dark Ages (LEDA; Price et al., 2018), and uses the interferometric

mode for calibration. The OVRO-LWA was also used to create an all-sky map of

the Northern sky at frequencies between 36-73 MHz using m-mode analysis (East-

wood et al., 2018). We briefly discuss m-mode analyis in Chapter 4. This map is

particularly useful for experiments targeting the Cosmic Dawn of the Universe.

The former Donald C. Backer Precision Array for Probing the Epoch

of Reionization3 (PAPER; Parsons et al., 2010) was a testing platform for EoR

power spectrum (PS) experiments. It was a reconfigurable array with antennas

made out of a single dipole on an elevated ground screen. Through its lifetime it

has seen various lay-outs ranging from an East-West array to a circular lay-out.

PAPER operated as a drift-scan telescope whose pointing of the antennas is fixed

to zenith while the sky drifts through the field of view (FoV) as the Earth rotates.

In its final design PAPER consisted of 64 elements on a rectangular grid. Initially

deployed in Green Bank, U.S.A, it was later moved to the South African SKA

site in the Karoo Desert.

The Giant Metrewave Radio Telescope4 (GMRT; Swarup et al., 1991)

follows a more traditional telescope design of 30 dishes with a 45 metre diameter.

The dishes are spread out in a Y-shape stretching out to 25 km near Pune, India.

Although one of its primary goals is to detect a hydrogen signal at high redshifts,

its coverage of a wide range of frequencies from 50 MHz - 1420 MHz services a

wide variety of science. This ranges from studies of neutral hydrogen throughout

cosmic time to the detection of fast transients.

The LOw Frequency ARray5 (LOFAR; van Haarlem et al., 2013) is an

aperture array system (see section 3.4.2) with two types of antennas. LOFAR

has High Band Antennas (HBA), relevant for EoR science, that operate between

3http://eor.berkeley.edu/
4http://www.gmrt.ncra.tifr.res.in/
5http://www.lofar.org/
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120-190 MHz and Low Band Antennas (LBA) that operate between 30-90 MHz.

The antennas are organised in so-called stations, where HBA stations are built

out of enclosed “tiles” each containing 4 × 4 dipoles. The sizes of the HBA

stations varies throughout the array. The bulk of LOFAR stations are located in

The Netherlands. However, LOFAR also has stations across Europe that form

the international baselines with lengths up to a few thousands of kilometres. For

EoR science only the Dutch stations are used.

The Murchison Widefield Array6 (MWA; Tingay et al., 2013) is also an

aperture array system with 256 tiles located in the Western Australian desert

at the Murchison Radio Observatory (MRO), the soon to be home of the low

frequency part of the SKA. Similar to LOFAR, each tile is made out of 16 dipoles

on a 4 × 4 grid, but in the MWA they are placed on an open metal mesh and

operate as a single unit. In its current deployment, Phase II, the MWA operates

in two distinct modes that each use 128 elements (Wayth et al., 2018). In the

compact mode, 72 tiles are organised in two highly redundant hexagonal con-

figurations, the “hexes”, and the remaining 52 are distributed pseudo-randomly

within a radius of 3 kilometres. In the extended mode, the tiles in the hexes are

replaced with 72 antennas that spread out to 6 km providing enhanced imaging

capabilities. For the EoR experiment, we use the latter mode to create high fi-

delity sky models, whereas the compact mode is used to actually detect the EoR

(Beardsley et al., 2019).

The Hydrogen Epoch of Reionization Array7 (HERA; DeBoer et al.,

2017) is currently under construction in the Karoo Desert in South Africa. In-

spired by the final design of PAPER, it is also a redundant telescope primarily

dedicated to perform EoR science. Unlike PAPER, it will be built of zenith-

pointed parabolic dishes with feeds suspended above the dish mesh. Similar, to

PAPER it will also operate as a drift-scan instrument. In its final form it will

have 350 dishes in a closely packed hexagonal formation.

6http://mwatelescope.org
7https://reionization.org/
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Telescope Nant Aeff [m2] ∆xmin[m] ∆xmax[m] Atot [m2]

LOFAR 52 ∼ (5.1− 20)× 102 68 1.5×106 5.5× 104

LWA 257 7.0 5 1.5×103 1.8× 103

GMRT 30 103 100 3.0×104 3.0× 104

MWA 128 16 8 6.0× 103 3.6× 103

PAPER 64 18 4 2.1×102 1.2× 103

HERA 350 93 14.6 8.8× 102 5.4× 104

SKA-LOW1 512 ∼ 103 35 6.5× 104 5.0× 105

Table 3.1: An overview of the technical specifications of radio interferometers
performing EoR Science. Nant describes the number of receiver units whose signals
are correlated, this is not equal to the number of individual antennas as some
telescopes group multiple antennas into a single unit. Aeff is the effective area
of an element at 150 MHz, ∆xmin is the shortest baseline length, ∆xmax is the
maximum baseline length, and Atot gives the total collecting area, i.e Nant×Aeff .
This table demonstrates the diversity in design of the various experiments, each
with its strengths and weaknesses. Note: the effective area Aeff is given at
150 MHz, except for the LWA where we quote the value at 73 MHz.

The Square Kilometre Array8 (Dewdney et al., 2015) will have its low

frequency component SKA-LOW in the Murchison Desert in Western Australia

near the MWA site. One of the key science projects of the SKA is to observe the

EoR, through both the 21-cm PS and 21-cm tomography (Koopmans et al., 2015).

However, it also aims to service a wide range of science goals over a wide range

of frequencies through a single receiver element9 covering 50-300 MHz. Similar

to the MWA and LOFAR, it is an aperture array telescope with of 512 stations

in its first deployment, SKA-LOW1. However, unlike LOFAR and the MWA

each station will have 256 uniquely random distributed antennas in an attempt

to suppress a strong response of the array away from the target pointing (Mort

et al., 2017).

8https://www.skatelescope.org/
9At the time of writing the exact design of the dipole is contentious and hence we omit any

detail.
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3.3 Interferometry Fundamentals

Regardless of their design, location, and primary science goals, the underlying

principle is the same for all these arrays. In a radio interferometer with Nant

antennas we compute the cross-correlation between the signals measured by a

pair of antennas, i.e. we have Nant(Nant − 1)/2 unique measurements. Both

antennas in a pair, or baseline, measure an impeding electric field Eν(r) caused

by our cosmic radio sources of interest. Following Clark (1999), the time averaged

cross-correlation Vν between the two electric fields, or visibility, at frequency ν

measured by antenna p and antenna q at a location rp and rq is given by

Vν(rp, rq) = 〈Eν (rq) E∗ν (rq)〉 . (3.1)

𝑹!

𝑹"

𝒓" 	− 𝒓!

Figure 3.1: Schematic overview of the geometry involved in radio astronomy.
Note: vectors representing rp are omitted, because we assume a sensible choice
will be made for the origin of this coordinate system, i.e. near the array.

The asterisk ∗ indicates complex conjugation, and the angle brackets 〈〉 in-

dicate averaging over time. Astronomers are more interested in intensities Iν
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rather than electric field strengths. We derive the relation between the measured

visibilities Vν(rp, rq) as a function of frequency ν and the actual intensity of the

sky by explicitly writing the measured electric fields using phasor notation

Vν(rp, rq) =

〈∫

S

∫

S

Eν(Rp)E∗ν (Rq)
e2πiν|Rp−rp|/c

|Rp − rp|
e−2πiν|Rq−rq |/c

|Rq − rq|
dSp dSq

〉
. (3.2)

Here, we defined the phasor amplitude E(R), with Rp the separation vector

between antenna p and the source of interest, and dSp is an surface infinitesimal

element on the celestial sphere with radius Rp . Assuming that radio signals in

the far-field are not spatially coherent, i.e. the time average of our electric fields

is only non-zero when the signals originate from the same point R = Rp = Rq, we

can replace the double surface integral with a single integral over the full celestial

sphere. We then bring the expectation into the integral

Vν(rp, rq) =

∫

S

〈
|Eν(R)|2

〉 e2πiν|R−rp|/c

|R− rp|
e−2πiν|R−rq |/c

|R− rq|
dS, (3.3)

noting that the squared amplitude of the electric field is equal to the intensity

|Eν(R)|2 = Iν(R). If we assume the radio source lies on a celestial sphere with

radius R, we can define the components of R: Rx = R cos(θx), Ry = R cos(θy),

Rz = R cos(θz). We then define the “direction cosines”

l = cos(θx),

m = cos(θy),

n = cos(θz) =
√

1− l2 −m2,

(3.4)

where the angles are measured between the plane of the antennas and R that

points in the direction on which our observation is centred. We refer to this as

the pointing centre or phase centre10. Combining this with the assumption that

10These need not be the same. We can point the antennas in one direction, while arbitrarily
adding a phase delay during correlation such that we are phase tracking a different point on
the sky.
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the distance to our sources is much larger than the separation between antennas

|rp/R| � 1 enables us to rewrite |R− r|

|R− rp| =
√

(Rl − xp)2 + (Rm− yp)2 + (Rn− zp)2

= R
√

(l − xp/R)2 + (m− yp/R)2 + (n− zp/R)2

= R
√
l2 +m2 + n2 − 2/R(lxp +myp + nzp)

(3.5)

Note that we ignored higher order terms of |rp/R|. The direction cosines are

elements of the sky direction unit vector s = (l,m, n), and because the separation

between antennas is much smaller than the distance to the source we can use a

Taylor expansion to get

|R− rp| ∼ R− (lxp +myp + nzp). (3.6)

We further simplify this expression because astrophysical sources of radio

signals are far away. Hence, we rewrite a surface element dS = R2dΩ. Combining

this with Equation (3.6) and our definition of the intensity we arrive at

Vν(rp, rq) =

∫
Iν(s)e−2πiνs·(rp−rq)/cdΩ. (3.7)

Where Iν(s) is the brightness of a patch of sky in the direction of unit vector

s with angular size dΩ. Equation (3.7) relates the visibility Vν as a function

of antenna separation (rp − rq), and this special form of the spatial coherence

function is also known as the van Cittert-Zernike Theorem (van Cittert, 1934;

Zernike, 1938). Having derived this relation we can discuss how we recover the

astronomical quantity of interest; the intensity of the sky Iν .

3.3.1 The Measurement Equation

Equation (3.7) looks remarkably similar to a Fourier transform, and because

these transforms are invertible we can use an inverse Fourier transform to recover

the brightness of the sky. We can approximate this by a 2D Fourier transform
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in two special cases. Before we discuss those cases we first define the baseline

vector b = (u, v, w) as b = (rp − rq)/λ and explicitly write the sky vector

s = s0 + s′. Here, s0 is the unit vector that points towards the phase centre,

and s′ = (l,m, n =
√

1− l2 −m2) in Equation (3.7). As mentioned earlier the

angles in the direction cosines are measured with respect to the phase center,

implying we need to multiply Equation (3.7) with an additional phase factor,

e2πis0·b. More importantly, this direction vector defines the orientation of the

Cartesian coordinate system that relates sky coordinates (l,m, n) to their Fourier

duals (u, v, w). The directions spanned by {u, v} and {l,m} are perpendicular

to s0. Hence, s0 = (0, 0, 1)T , and it only picks up the projected w-component

towards phase centre (Thompson et al., 2017).

Vν(u, v, w) =

∫
Iν(l,m)e−2πi[ul+vm+w(

√
1−l2−m2−1)] dldm√

1− l2 −m2
. (3.8)

It is the w−term in this equation that prevents us from using a 2D Fourier

Transform to relate the sky intensity Iν to the measured visibilities Vν . However,

if we assume that all our array elements lie in a plane, i.e. we assume co-planarity,

w becomes zero and Equation (3.8) becomes

Vν(u, v) =

∫
Iν(l,m)√

1− l2 −m2
e−2πi(ul+vm)dldm. (3.9)

Note: we have ignored the phase tracking term. Alternatively, we can assume

we have a small FoV, and restrict ourselves to small values of l and m, i.e.
√

1− l2 −m2 ≈ 1 resulting in

Vν(u, v) =

∫
Iν(l,m)e−2πi(ul+vm)dldm. (3.10)

In both limits we recover the sky intensity by performing a 2D-Fourier trans-

form on the set of visibilities as measured by our interferometer. In general, for

modern low frequency radio interferometers these cases have limited applicability.
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3.3.2 uv-coverage

Our recovery of the true sky intensity is limited by our ability to sample the

uv−plane. A radio interferometer is made out of a finite number of antennas. It

has a minimum baseline separation set by the physical size of the antennas, and a

maximum extent set by largest achievable antenna separation. Finding a design

that provides optimal uv-coverage is a complicated trade-off between costs, that

scale with the required computational power for the number of baselines and their

maximum length, FoV and sensitivity. Adding to that, different science cases

will have different definitions of an optimal uv-coverage. In general, we therefore

never fully sample the Fourier transform of the sky intensity (see Figure 3.2)

instantaneously. We discuss later how we alleviate this problem.
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Figure 3.2: The instantaneous uv-coverage for the Murchison Widefield Array
Phase II in the compact configuration (left), and the extended configuration
(right). The extended configuration has baselines that are more than 10 times
longer than the compact configuration and lends itself for imaging. The compact
configuration on the other hand oversamples Fourier modes relevant to the EoR
experiment.
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The incomplete sampling of the uv-plane can be described by a sampling

function S(b), that comes into play when we Fourier transform our measurements

to recover the sky intensity:

Idirty(s, ν) = F{S(b)Vν(b)} (3.11)

Here, we introduced the Fourier operator F , Idirty, and the “dirty” image of the

sky. Using the convolution theorem F{X ·Y } = F{X}~F{Y } (Bracewell, 2000),

where ~ indicates convolution, we extract the effect of the sampling function more

clearly.

Idirty(s, ν) = Itrue(s, ν) ~ S̃(s), (3.12)

where S̃(s) is the Fourier transform of the sampling function. Equation (3.12)

shows that by directly Fourier transforming our measurements in the uv-plane

into the image plane we do not get our true sky Itrue. Instead, we get one that is

convolved with S̃(s), hence called the dirty image. This S̃(s) is also referred to as

the synthesised beam, the point spread function (PSF) of the interferometer. The

PSF may not be compact, and subsequently imprint structure across the FoV.

Recovering the true sky requires deconvolution to mitigate artefacts introduced by

the limited sampling of the uv-plane. However, even for non-imaging experiments,

e.g. detection of the EoR PS, optimal sampling of the uv-plane remains important

because it enables a better detection of an EoR PS signal. This is discussed in

Chapter 4.

3.3.3 Earth Rotation Synthesis

We can estimate the 21-cm PS without imaging. However, similarly to imaging

our estimate of the 21-cm PS improves if we increase our sampling of the uv-plane.

In both radio imaging and 21-cm PS experiments we use rotation synthesis to

improve our sampling of the uv-plane. As the Earth rotates, the orientation of
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Figure 3.3: An analytic model of the primary beam response for the Murchison
Widefield Array at 150 MHz. left : A full-sky view on the MWA primary beam.
right : A slice through the phase center of the MWA responses clearly showing
prominent sidelobes.

the sky changes with respect to the array, this also changes the projected baseline

separation b creating elliptical baseline tracks in the uv-plane (Thompson et al.,

2017). This allows us to sample more Fourier modes, filling up our uv-plane at

the cost of a larger range of w-values.

3.4 The Primary Beam

While revisiting the derivation of the measurement equation we did not consider

the response pattern of the antennas. Antennas in general do not have a uniform

response to all directions of the sky. Figure 3.3 shows the antenna response of

an MWA tile. Including the voltage beam a(s, ν) in Equation (3.10) for each

antenna yields:

Vν(bpq) =

∫
ap(l,m, ν)a∗q(l,m, ν)Iν(l,m)e−2πi(upql+vpqm)dldm. (3.13)
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It is a common assumption in radio astronomy that all antennas are identical

ap(l,m, ν)a∗q(l,m, ν) = |a(l,m, ν)|2 = A(l,m, ν) (Thompson et al., 2017). The

power pattern A(l,m, ν) that is projected onto the sky is referred to as the pri-

mary beam (as opposed to the synthesised beam mentioned earlier). In reality,

however, the antenna responses are not the same. This can be due to manufactur-

ing imperfections, hardware failure, or by design. Variations in the tile responses

across the MWA were measured by Neben et al. (2015) and Line et al. (2018),

and we discuss the implications of these variations in Chapter 6.

There are two related parameters that describe the antenna response; the

effective area Aeff , and the beam solid angle ΩA (Napier, 1999). These two pa-

rameters are related through (Kraus, 1950)

AeffΩA = λ2. (3.14)

If the noise is not sky dominated, the effective area together with the noise of

the system define the sensitivity. We measure this as the system equivalent flux

density (SEFD). The beam solid angle is a measure of the FoV, which determines

the survey capabilities of an array. For an EoR PS measurement it sets a limit

on the fluctuation scales we can probe. This adds another trade-off to the design

of radio telescopes between instantaneous sensitivity and FoV.

3.4.1 Sidelobe Response

The primary beam can be divided into a main lobe and sidelobes. Ideally, an-

tennas have low sensitivity away from the pointing center. In that case the main

lobe describes the bulk of the response of the antenna towards the pointing cen-

ter. In radio telescopes like the MWA that is not case, and the primary beam

also contains relatively strong sidelobes (see Figure 3.3 and the next section). At

higher frequencies grating lobes appear where the response is equal to the main

lobe. The main lobe is often well characterised, whereas the sidelobe response is

not. Although the sidelobes are an order of magnitude weaker than the main lobe
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(Line et al., 2018), they cover a large fraction of the sky and hence their effect

is non-negligible. Especially, if those parts of the sky contain bright sources, e.g.

the Milky Way and Fornax A.

3.4.2 Phased Arrays

We can build a large aperture with phased arrays. The advantage of phased

arrays is that it allows us to make more sensitive telescope elements without

the use of large mechanical constructions. Also, they are electronically steered

rather than mechanically, enabling rapid re-pointing if a transient event occurs.

Additionally, if the signals of each element are digitised we can tailor the FoV to

various science cases, or even form multiple beams on the sky for rapid scanning.

In a phased array the signals from a cluster of antennas are added coherently

by summing the response of different elements multiplied with a delay. These

delays point the antenna responses in the desired direction and are described by

the array factor, AF ,

AF =

Ndipoles∑

n=1

wn exp
[
i(kxxn + kyyn + kzzn)

]
, (3.15)

where xn, yn, and zn are the x, y, z coordinates, respectively, of antenna n with

respect to the centre of the phased array. wn is a complex weight with amplitude

ranging from 0 to 1. We also define direction cosines for the array factor in

spherical coordinates

kx =
2π

λ
sin θ sinφ

ky =
2π

λ
sin θ cosφ

kz =
2π

λ
cos θ,

(3.16)

where θ is the zenith angle and φ is the azimuth angle (Balanis, 2016). We

compute the response for a full MWA tile by multiplying the response of a single

dipole on a ground screen with the array factor
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btile = AF × bdipole × bground. (3.17)

Note: this model does not describe mutual coupling that can significantly impact

the realistic response of a phased array. We revisit this in Chapter 6.

Although, the benefits of phased arrays now seem obvious, there are also a

few downsides to phased arrays. Particularly, in those with a regular lay-out,

i.e. the MWA and to some extent LOFAR. The behaviour of the primary beam

response in phased arrays is highly chromatic, as the array factor has a frequency

dependence. When the spacing between individual dipoles is larger than λ/2 the

array becomes sparse and its effective area scales as N × λ2. When the spacing

is smaller than λ/2 the array becomes dense and its effective area is capped at

N × λ2
dense/2. This sparse regime may seems more beneficial, however, it does

suffer from grating lobes that have response away from pointing centre comparable

to the main lobe. A final drawback, is that the effective area depends on zenith

angle, as the projected surfaces changes (Braun & van Cappellen, 2006).

3.5 Calibration

The ionosphere and the instrumental signal chain leave an imprint on the ampli-

tude and phase of the radio signals we aim to detect. Calibration is the process

that edits the data to undo these instrumental or ionospheric propagation ef-

fects (see the next sections for examples). In the most general form we describe

these effects by including a complex gain factor gp(l,m, ν) for every antenna p,

to Equation (3.13)

V (bpq, ν) =

∫
gpg
∗
qapa

∗
qIνe

−2πi(upql+vpqm)dldm. (3.18)

Here, all quantities are implicitly dependent on sky coordinates (l,m) and fre-

quency for the sake of space. The complex nature of the gains enables us to

describe any changes in amplitude and phase of the incoming radio wave. Cali-
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bration solves and corrects for changes to the incoming signals. In essence, it is a

parameter estimation problem in which we estimate the gains gp that impact our

true visibilities V true
pq based on the measured data V data

pq The most commonly used

method to estimate the gains is so called sky-based calibration. However, more

recently redundant calibration has undergone a renaissance. We discuss these

calibration techniques in more detail in the next section, but first we discuss

contributions to the complex gains.

3.5.1 Antenna Gain

One instrumental effect is the overall response of the signal chain from receiver

to correlator. This direction independent effect (DIE) can change both the am-

plitude and phase of the measured signal. This is most often referred to when

discussing the gain. However, we can also consider variations in the antenna re-

sponse that deviate from the modelled primary beam to be antenna gains. This

is an example of a direction dependent effect (DDE).

3.5.2 Bandpass

Of particular importance to the EoR experiment is the overall frequency response

of the signal chain; the bandpass. Ideally, the relative change in the gains as a

function of frequency is small over the bandwidth of an EoR observation. Any

small scale variation in the gain can lead to leakage of foreground signals (Barry

et al., 2016; Patil et al., 2016; Trott & Wayth, 2016). This has motivated a strong

push from various EoR collaborations for spectral smoothness in their instru-

ment design, and developments of calibration algorithms that generate spectrally

smooth calibration solutions (see 3.6.1 and Chapter 6).
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3.5.3 Ionospheric Effects

In our previous discussion the gain and the bandpass describe the instrumental

imprint on the measured visibilities. However, before the signals reach the in-

strument they pass trough the ionosphere. The ionosphere is filled with charged

particles due to the interaction between UV and X-ray radiation from the Sun

and atoms in the upper layers of the atmosphere. These charged particles refract

radio signals of interest and this effect is greater at low frequencies because the

refraction angle grows as ∼ λ2. However, it also varies strongly with the state

of the ionosphere (Mevius et al., 2016; Jordan et al., 2017). In contrast with the

signal chain of the instrument, the ionosphere primarily adds a phase delay that

manifests itself as a refractive shift. For the ionosphere above the MWA a median

source offset of ∼ 0.2′ was found (Jordan et al., 2017).

3.6 Sky-Based Calibration

The most commonly used form of radio telescope calibration uses a sky model

based approach. First developed by Cornwell & Wilkinson (1981), sky based

calibration starts out with an a priori model for a known source or a set of

multiple sources, and then aims to minimise the difference between the measured

data V data
pq and the model V model

pq by varying the antenna gains gp.

χ2 =
∑

pq

wpq|V data
pq − gpg∗qV model

pq |2 (3.19)

Traditionally, and still today at higher frequencies, these known sources can

be different to the target sources of interest. They merely have to be sufficiently

nearby that the calibration solutions obtained can be applied to the actual target.

Low-frequency telescopes, however, often have large enough FoVs that encompass

both bright calibrator sources and science targets. A major advantage of sky-

based calibration techniques is the ability to solve for DDEs. With enough bright

sources in different directions, we can calibrate explicitly in the direction of each

41



source. This enables sky-based calibration to capture deviations from the beam

model and variations in the ionosphere.

A major disadvantage, however, is its dependence on an a priori model.

Sources present in the data but not included in the model bias the calibration so-

lutions (Grobler et al., 2014). Applying these modified calibration solutions to the

data and then attempting to image the data leads to ghost sources, spurious emis-

sion, suppression of real emission or the deformation of extended sources Grobler

et al. (2014); Wijnholds et al. (2016). Closer to EoR science, calibration solutions

that are obtained using incomplete sky models increase the contamination of the

21-cm PS by foreground sources as their spectral structure is imprinted on the

gain solutions (Barry et al., 2016; Ewall-Wice et al., 2017; Patil et al., 2016). We

discuss this in full detail in Chapters 6 and 7.

3.6.1 Recent Developments

Sky based calibration was extremely successful in the past decades. However,

the push in sensitivity by the latest generation of low frequency radio telescopes

puts stringent requirements on the level of accuracy of the calibration solutions.

This resulted in a major effort over the past decade into calibration schemes that

compensate DDEs (Mitchell et al., 2008; Yatawatta et al., 2009; Kazemi et al.,

2011; Sullivan et al., 2012; van Weeren et al., 2016). To enable these direction

dependent calibration schemes we had to overcome a number of obstacles:

• the computational ability to calibrate on time scales of ionospheric varia-

tions

• the computational ability to calibrate in a sufficient number of directions

• taking the curvature of the sky into account (w-term in Equation 3.8) due

the large field of view

• modelling the diffuse emission detected by the shortest baselines
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These challenges were addressed by different collaborations and resulted in a suite

of implementations. Most notable are the efforts of the different LOFAR teams

necessitated by LOFAR’s sensitivity to ionospheric distortions. Due to LOFAR’s

large FoV its international baselines (> 100 km) are prone to DDEs when those

baselines probe scales smaller than the length scale of ionospheric disturbances.

Here, we give a brief overview of the different calibration pipelines.

SAGEcal, developed by Yatawatta et al. (2009) and Kazemi et al. (2011) from

the LOFAR EoR group solves for the full Jones matrix in ∼ 100 different direc-

tions. In their implementation they resolve the computational load by applying

the SAGE algorithm (Fessler & Hero, 1994) instead of brute force non-linear least

squares (Levenberg, 1944; Marquardt, 1963). To constrain the degrees of freedom

SAGEcal enforces the solutions be spectrally smooth through regularisation, i.e.

invoking a penalty for non-smoothness. This relies on the assumption that the

frequency dependent response of the instrument is smooth on some scale.

Factor, developed by van Weeren et al. (2016) from the LOFAR Calibration

& Imaging Tiger Team, reduces the computational load of calibration in multiple

directions by breaking up the sky in facets (Perley, 1989) around bright radio

sources, so-called facet calibration. It then proceeds to determine calibration

solutions for a facet by calibrating on its central bright source. This relies on the

assumption that ionospheric variations occur on large scales (Cohen & Röttgering,

2009), and therefore vary smoothly across the sky. Unlike SAGEcal it does not

solve for all directions simultaneously, instead it solves for one facet at a time

while correcting and imaging that facet.

RTS (Mitchell et al., 2008) relies on the excellent instantaneous uv-coverage of

the MWA. During a snapshot the baselines in the uv-plane are nearly co-planar.

This enables the use of Equation (3.9) despite the large FoV of the MWA tiles.

This alleviates the curved sky problem and enables fast imaging to correct for

variations in the ionosphere. Similar to SAGEcal it also determines full Jones

matrix solutions towards ∼ 100 bright radio sources.
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Figure 3.4: A minimum redundant array and the redundant baselines in this
array.

3.7 Redundant Calibration

The underpinning principle of redundant calibration is that baselines with the

same orientation and length, i.e. redundant baselines, measure exactly the same

visibilities. If a radio interferometer measures a sufficiently large enough number

of redundant visibilities, we can solve for both the gains and redundant visibilities.

This is fundamentally different from sky based calibration, because it does not

require prior knowledge of the sky to which our data is matched. We achieve

redundancy by creating a highly regular lay-out similar to the MWA hexes, HERA

or PAPER. Redundant calibration consists of two steps; relative calibration and

absolute calibration.

3.7.1 Relative Calibration

Because redundant arrays have more measurements than unique baselines we

create a closed system of equations for the true visibilities V true
pq and the gain

solutions gp if the array is redundant enough (Wieringa, 1992). The simplest

redundant array for which such a system is solvable are 5 equidistant antennas

on a line (see Figure 3.4).
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This array has 10 baselines organised in 3 unique redundant baseline groups:

4 redundant baselines at spacing ∆x, 3 redundant baselines at spacing 2∆x,

2 redundant baselines at spacing 3∆x. With 5 unknown antenna gains and 3

unique visibilities there are 8 unknowns for this array, and 10 measurements, i.e.

the system is overdetermined. There are two algorithms that solve this system

using the assumption of redundancy; logcal (Wieringa, 1992) and lincal (Liu

et al., 2010). We will discuss both algorithms in the context of the 5 element

interferometer using only the first two redundant groups.

Logcal

A problem with Equation (??) is that in its current form the gains and visibilities

are non-linearly coupled to the data. logcal linearises the equation by taking

the natural logarithm, as the name suggests. Noting that all complex quantities,

can be written as z = |z|eiφz , we can separate this “logarised” equation into an

equation for the amplitudes and one for the phases

ln|V data
pq | = ln|gp|+ ln|gq|+ ln|V True

pq |,

arg|V data
pq | = φq − φp + arg|V True

pq |

.

(3.20)

Here, |gp| is the gain amplitude and φp is the gain phase of antenna p, ln|Vpq|

is the true visibility amplitude and arg|Vpq| is the true visibility phase measured

by a baseline pair p and q. Because the amplitude and phase decouple, we can

rewrite this into two different matrix equations that can be solved independently.

yα = Aαxα, (3.21)

where the index α = {η, φ}, η for the amplitude equations and φ for the phase

equations, y are the measured data amplitude and phase vectors, xη contains the

gain amplitude ln|gp| and visibility amplitude ln|Vpq|, xφ contains the gain phase

φq and visibility phase arg|Vpq|. A is the matrix that maps the gains and unique
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visibilities to the measured data. Equation (3.22) shows this explicitly for the

phase




arg|c12|

arg|c23|

arg|c34|

arg|c45|

arg|c13|

arg|c24|

arg|c35|




=




−1 1 0 0 0 1 0

0 −1 1 0 0 1 0

0 0 −1 1 0 1 0

0 0 0 −1 1 1 0

−1 0 1 0 0 0 1

0 −1 0 1 0 0 1

0 0 −1 0 1 0 1







φ1

φ2

φ3

φ4

φ5

arg|v1|

arg|v2|




, (3.22)

where arg|v1| is the phase of the visibility measured by the ∆x spacings and

similarly arg|v2| for the 2∆x spacings. This system is, however, not well-behaved

because there are 4 intrinsic degeneracies that need to be constrained to yield

a unique solution. These four intrinsic degeneracies are the absolute amplitude,

the absolute phase and the phase gradient in the x− and y−direction.

• The absolute amplitude: we can arbitrarily increase all gains with a factor

A if we simultaneously divide all visibility amplitudes by A2. This causes

the sky to become brighter or fainter. The simplest constraint we can add

is a reference antenna of which we define the gain amplitude |g0| = 1 or

ln|g0| = 0

• The absolute phase: we can add an arbitrary phase term Φ to the gain

solutions, that will leave the visibilities unchanged due to the product

g∗pgq = |gp||gq|ei(φp+Φ−φq−Φ). We resolve this in a similar fashion by set-

ting the phase of a reference antenna to zero, φ0 = 0.

• The phase gradient: we can add a phase slope in the x− and y−direction to

the array, while simultaneously taking that phase out of our visibilities. This

corresponds to tilting the array in either the x- or y−direction and rotating

the sky in the opposite direction. We constrain this tip/tilt degeneracy by
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setting
∑

i xpφp = 0 and
∑

p ypφp = 0.

Adding these constraints to the system in Equation (3.22) removes the degen-

eracy. However, these degenerate parameters still need to be fit to create usable

solutions at the final stage of calibration. This final step is often referred to as

absolute calibration and we will discuss this at the end of this section.

When I took the logarithm of Equation (??), I ignored noise. In reality,

Gaussian distributed receiver noise affects our measurements. However, this noise

is only Gaussian in real and imaginary space. In amplitude and phase space it is

no longer Gaussian and does not have a zero mean. In other words the solutions

will be biased. This is a major limitation of logcal and this flaw has spawned

the creation of lincal (Liu et al., 2010).

Lincal

lincal was specifically designed as an implementation of redundant calibration

that does not suffer from noise bias. In this algorithm the visibility-gain equation

is linearised by taking a Taylor expansion of Equation (3.7) with respect to the

true solutions gi around some fiducial guess of the gain g0
p and visibility V 0

pq (Liu

et al., 2010).

V data
pq = g0

pg
0∗
q V

0
pq + g0∗

q V
0
pq∆gp + g0

pV
0
pq∆gq + g0

pg
0∗
q ∆Vpq (3.23)

In this system of equations we want to solve for the corrections ∆gp and ∆Vpq

that direct us to the true solutions. Because lincal is an iterative algorithm

it takes a number of iterations before convergence is achieved and this depends

highly on the initial guesses g0
p and V 0

p . In practice logcal and lincal are used

in tandem (Zheng et al., 2014). logcal produces the initial guess, which is then

fed to lincal for further refinement. Despite the fact lincal works with the full

complex gains and visibilities, it is imperative to note that the earlier mentioned

degeneracies are still present.
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3.7.2 Absolute Calibration

To fix these degeneracy parameters a final calibration step that uses external

information is required. This step therefore relies on sky model information and

hence is subject to similar problems as normal sky model calibration (Byrne et al.,

2019). There are various ways to perform this final step. The total gain gp, the

relative gain h and the absolute gain parameters are related through

gp = Aei[∆+∆xxp+∆yyp] × hp. (3.24)

We can find the absolute gain A by averaging over the sky based calibration

solutions and fitting the phase gradient terms over the sky based solutions (Li

et al., 2018; Byrne et al., 2019), or by using the relative calibration solutions as

a starting point for sky based calibration or vice versa (Li et al., 2019). Alter-

natively, one can fit for the degeneracy parameters directly by minimising the

difference between model visibilities and the data (Kern et al., 2019).

3.7.3 Recent Developments

Efforts into developing publicly available redundant calibration pipelines have

been less prominent. Particularly, because redundant arrays are primarily used

in EoR science. Both logcal and lincal are implemented in the publicly avail-

able OMNICAL (Zheng et al., 2014). This has been used in both in the analysis of

PAPER data (Ali et al., 2015) and the MWA Phase II compact data (Li et al.,

2018; Li et al., 2019). The HERA team is currently developing their implemen-

tation of redundant calibration11.

11https://github.com/HERA-Team/hera_cal
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3.8 Comparing Calibration Strategies

Redundant and sky-based calibration are fundamentally different. Each calibra-

tion method has its own advantages and drawbacks. Sky-based calibration is

generically applicable to any radio interferometric array. A major drawback is

that its accuracy relies on the completeness of a sky model. On the other hand,

redundant calibration is agnostic of the sky and does not require pre-requisite

knowledge. This is advantageous when trying to find an unknown signal in the

Universe, and avoiding bias is crucial to success. At first glance, redundant cal-

ibration seems perfectly suited for EoR experiments. However, its effectiveness

depends on a sufficiently large signal-to-noise ratio across all redundant baselines

(see Chapter 5). This means that redundant calibration depends on the structure

of the radio sky, even though it may be independent of a sky model. Additionally,

it is practically impossible to build a perfectly redundant telescope, and hence

its accuracy is determined by the precision at which the array is deployed. In

Chapters 5, 6, and 7 I investigate the accuracy and precision of sky based and re-

dundancy based calibration methods, quantify their impact on the 21-cm PS, and

motivate the need for further developments of hybrid approaches that combine

the best of both techniques.
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Chapter 4
Statistical Cosmology

In the absence of sensitive telescopes that directly image the Epoch of Reion-

isation (EoR), our best hope to understand this early time of the Universe is

through a statistical detection of the 21-cm signal. The power spectrum (PS),

used for Cosmic Microwave Background (CMB) experiments that study the af-

terglow of the Big Bang, is a powerful tool that enables us to study the spatial

structure of the neutral hydrogen field during reionisation. This chapter discusses

the methodology behind the 21-cm power PS, connects it to the physics of the

EoR, the fundamentals of radio interferometry, and error propagation tools that

form the basis for the research presented in this thesis.

4.1 The 21-cm Power Spectrum

In the early 2000s it became clear that direct tomographic measurements of the

EoR, despite the brightness of foregrounds, would be possible due to the smooth

frequency structure of both galactic synchrotron emission (Shaver et al., 1999)

and extragalactic emission (Di Matteo et al., 2002). It was suggested that multi-

frequency angular power spectra could exploit this difference in spectral behaviour

(Zaldarriaga et al., 2004), while retaining the ability to discriminate between dif-

ferent reionisation histories (Furlanetto et al., 2004). The angular power spectrum
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measures fluctuations in signals that lie on spherical surfaces and uses a spherical

harmonic basis set to represent such fluctuations. A multi-frequency adaption

of techniques that were originally developed for CMB experiments demonstrated

that the angular power spectrum enabled both the separation of foregrounds and

EoR signals, and also allowed us to study the evolution of the EoR as a function

of cosmic time (Zaldarriaga et al., 2004). Around the same time it was proposed

to use the 3-dimensional power spectrum (3D-PS) to probe the 3-dimensional

nature of the EoR using Fourier analysis (Bharadwaj & Sethi, 2001; Zaldarriaga

et al., 2004; Morales & Hewitt, 2004). Measuring fluctuations in the signal over

a volume, rather than a surface, accesses more information and is more sensitive

to an EoR signal.

4.1.1 Mathematical Formalism

Formally, the PS is defined as the Fourier transform of the auto-correlation func-

tion of the differential brightness temperature field δT . It is a measure of the

spatial variance of the 21-cm signal and is given by

P (k) =

∫

V

〈δT (r′)δT (r + r′)〉 eik·r′ d
3r′

(2π)3 . (4.1)

Here, δT (r) is the differential brightness temperature at position r = (x, y, z), k

is the Fourier dual of r, i.e. a spatial frequency scale, and 〈〉 denotes averaging

over different realisations of the brightness temperature field. If our observational

volume is large enough we can assume ergodicity, and approximate an ensemble

average with a spatial average1

P (k) =
1

V

∫

V ′

∫

V

δT (r′)δT (r + r′)e−2πik·r′d3r
d3r′

(2π)3 . (4.2)

Analogous to the convolution theorem, we can write the Fourier transform of a

cross-correlation as F{f ?g} = F{f}·F{g}∗ using the Wiener-Kinchin Theorem,

1Rather than relying on finding multiple realisations of the Universe.
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where the operators F , ? and ∗ denote a Fourier transform, cross-correlation, and

complex conjugation, respectively. Using the theorem we write Equation (4.2) as

P (k) =
1

(2π)3 V
δ̃T (k)δ̃T

∗
(k). (4.3)

This is also commonly written as

〈
δ̃T (k)δ̃T

∗
(k′)

〉
= (2π)3 δ(k− k′)P (k), (4.4)

where δ(k− k′) is the Dirac delta function.

Under the assumption that the EoR signal is homogeneous and isotropic, a

fundamental assumption in cosmology, we can compute the spherically averaged

1-dimensional power spectrum (1D-PS) P (k) from the 3D-PS P (k). Collapsing

this 3D-space into 1 dimension enables us to average over all modes k that fall

within a shell with width ∆k around k = |k|. This increases the detectability of

the signal, because we average over a large set of measurements. It is common to

present the ‘dimensionless’ power spectrum, defined as

∆2(k) =
k3

2π2
P (k). (4.5)

The dimensionless power spectrum normalises the power with respect to the

number of modes that are measured in the volume2. Figure 4.1, shows a set

of dimensionless power spectra at different redshifts for a faint galaxy driven

reionisation model (Mesinger, 2016).

4.1.2 Estimation Theory

Estimating power spectra has a long history in CMB experiments and galaxy sur-

veys, and those methods have been modified for 21-cm purposes (Liu & Tegmark,

2011; Dillon et al., 2013; Liu et al., 2014; Dillon et al., 2015; Trott et al., 2016).

2Historically, this originates from studies of the matter density power spectrum, where the
dimensionless power spectrum is truly dimensionless.
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Figure 4.1: Theoretical 21-cm power spectra for a faint galaxy driven reionisation
model (Mesinger, 2016). The power spectra for different redshifts show significant
change in the shape and amplitude.
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The problem we face is that we aim to estimate P (k), a continuous function,

from a discretised data vector x. Each entry in this data vector is a sample of

the probability distribution that describes the Fourier transform of the differen-

tial brightness temperature field δT̃ . A common assumption we make is that

our visibility data are described by a multivariate Gaussian with zero mean, and

covariance described by the matrix C. The likelihood L, i.e. the probability that

our measurements match our model, for data from such a distribution is given by

L(x; C) ∝ 1

det(C)
e−x†C−1x. (4.6)

Here, x is a complex data vector containing interferometric measurements, †

denotes the Hermitian transpose, and C is the data covariance matrix. The diag-

onals of this matrix describe the variance (or power at a particular Fourier mode)

and the off-diagonals describe how this power is correlated between different k-

modes sampled by our data vector. The data covariance matrix and the data

vector are related through

C ≡
〈
xx†
〉
− 〈x〉

〈
x†
〉
. (4.7)

In a Fourier basis our aim is to estimate the diagonals of the covariance matrix

describing the power of 21-cm signal C21; they encode the power of the fluctua-

tions at a particular scale size. Although our data are not truly Gaussian, both

the EoR signal (Bharadwaj & Pandey, 2005) and foregrounds are non-Gaussian

(Ollier et al., 2017), the power spectrum can still prove to be a useful metric,

as demonstrated by Figure 4.1. Realistically, our data x contain more than the

21-cm signal of interest; they also contain foreground sources below the detection

threshold, and thermal noise. These different contributions to our data can be de-

scribed by their own probability distribution, and because they are independent

we can write the total covariance of our data as

55



C = CFG + CN + C21, (4.8)

where CFG, CN, and C21 describe the covariances of the foregrounds, thermal

noise, and 21-cm signal, respectively. We will derive the form of similar covariance

matrices in Chapter 6. It is important to stress that the full form of C is not

known. Hence, the descriptive power of covariance matrices is limited by our

knowledge, and methods employing these matrices are subject to that limitation.

This statistical perspective on our data provides us with powerful tools to

study various aspects of EoR power spectrum estimation. A full treatment of

finding the optimal power spectrum estimator is beyond the scope of thesis. I will

only discuss the general steps taken to derive an estimate for the diagonal entries

of C21. One particular procedure involves finding an estimator pα of the power

spectrum at a particular scale kα through the principle of maximum likelihood.

To do so we take the logarithm of the likelihood, compute its derivative, and solve

for its roots. This path often leads to an estimator that takes a quadratic form

(Liu & Tegmark, 2011; Dillon et al., 2013; Liu et al., 2014; Dillon et al., 2015;

Trott et al., 2016)

pα = (x−m)†Cα (x−m)− bα. (4.9)

Here, m is a model of our data, Cα is the derivative of the matrix that describes

covariances in our data, bα is a constant for a particular k-bin α. The exact form

of Cα depends on how we treat our data and transform it to k-space. This matrix

notation enables us to describe a wide range of ‘propagation’ effects. Particularly

relevant to this thesis is, for instance, the transformation from the measurement

domain {u, v, f} to the power spectrum domain {u, v, η}. Covariance matrices en-

able us to do that fairly straightforwardly, because the discrete Fourier transform

can be described by a matrix F
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C(u, v, η) = F †C(u, v, f)F . (4.10)

4.2 Power Spectrum Estimators

The Universe does not provide us with perfect differential brightness tempera-

ture boxes. Instead, we need to extract the information from incomplete radio

interferometric data. There are various ways to estimate the 21-cm PS from the

data (Liu & Shaw, 2019).

Image Based estimators Fourier transform interferometric visibilities into

the image domain to integrate the many hours required to detect the EoR (Ja-

cobs et al., 2016; Patil et al., 2016; Barry et al., 2019a). After sufficiently deep

integrations, they can apply Equation (4.3) by computing the 3D Fourier Trans-

form, square that and normalise it by the volume V . In practice, however, the

integrated images are Fourier transformed back into the {u, v, f} domain before

techniques that estimate the Fourier transform over frequency are applied (Patil

et al., 2016; Barry et al., 2019a).

Visibility Based estimators (Choudhuri et al., 2014; Trott et al., 2016) re-

main in the Fourier domain and therefore avoid problems associated with the

transformations from the Fourier domain to the image domain, e.g. non-Gaussian

noise that arises from the incomplete sampling of the uv-plane I discussed in

Chapter 3. If the FoV is small enough, the visibilities can simply be gridded and

interpolated on a regular grid in uv-plane before the Fourier transform over the

frequency axis is performed. The drawback is that beam corrections are harder,

and the w-term I discussed in Chapter 3 is non-negligible. This means that these

curvature effects need to be handled explicitly as part of the gridding process

(Trott et al., 2016).

Delay Based estimators (Parsons et al., 2012b) Fourier transform the mea-

sured visibility over the frequency axis of a particular baseline, rather than grid-

ding baselines onto a discretised uv-plane. Not only does this per-baseline ap-
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proach avoid the computational costs of gridding, it also separates foregrounds

from EoR signals in so-called delay space and avoids a problem called “mode-

mixing”, which we discuss in the next section. The delay transform, however,

only approximates the power spectrum for the shortest baselines.

Harmonic Based estimators (Eastwood et al., 2019) use m-mode analysis on

the measured visibilities to decompose the sky intensity into spherical harmonic

functions (Shaw et al., 2014, 2015). These can be used to compute the angular

power spectrum. The relationship between spherical harmonics and plane waves,

i.e. the basis functions of the Fourier transform, is then used to convert an angular

power spectrum into a spatial power spectrum (Eastwood et al., 2019).

4.3 Relating observing and cosmological units

Throughout this thesis I take the perspective of a visibility based estimator. I

discussed in Chapter 3 that radio interferometers naturally measure the Fourier

transform of the specific intensity I(ν). In Chapter 2 I discussed the linear

relationship between specific intensity and brightness temperature. We therefore

only require to Fourier transform these measured visibilities over frequency for

our power spectrum measurements

V (u, v, η) =

∫
Γ(ν)V (u, v, ν)e−2πiνηdν. (4.11)

The function Γ(ν) is a tapering function applied to our data before the Fourier

transform over frequency. The taper suppresses leakage of power due to the finite

bandwidth of the data. Throughout this thesis I use a Blackman-Harris window

as a taper. It suppresses leakage by 74 dB at the first sidelobe, however, we pay

the price for this by a reduction in the effective bandwidth by a factor of 2 (Harris,

1978).

Following Morales & Hewitt (2004) we can relate the observational Fourier

modes {u, v, η} to cosmological Fourier modes k = (kx, ky, k‖) through
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k⊥ =
2π|u|
DM(z)

[Mpc−1] (4.12)

and

k‖ =
2πH0f21E(z)

c(1 + z)2
[Mpc−1]. (4.13)

Here, k⊥ =
√
k2
x + k2

y is the modulus of cosmological modes perpendicular to the

line of sight, and k‖ are cosmological modes parallel to the line of sight, DM(z),

H0, f21, z are the transverse comoving distance, the Hubble constant, the rest

frequency of the 21-cm line, and the observational redshift, respectively. E(z) is

given by

E(z) ≡
√

ΩM (1 + z)2 + Ωk (1 + z)2 + ΩΛ, (4.14)

where I introduced the cosmological density parameters for matter ΩM , spatial

curvature Ωk, and dark energy ΩΛ (Hogg, 2000).

4.4 The Window and the Wedge

In early work, it was realised that if one includes the primary beam response in the

power spectrum methodology, it acts as a window function that introduces cor-

relations between neighbouring cells in {u, v, η}-space (Morales & Hewitt, 2004)

V (u, v, η) =

∫
A(s, f)I(s)e−2πi(s·u+ηf)dsdf

= Ã(u, v, η) ~ Vtrue(u, v, η).

(4.15)

The obvious effect of this convolution is that it destroys the independence be-

tween neighbouring measurements in Fourier space and hence we lose information.

Early work that studied the accuracy of calibration algorithms and foregrounds

subtraction (Bowman et al., 2009; Datta et al., 2009; Liu et al., 2009) revealed

that incorrectly subtracted foregrounds lead to the rise of a wedge-like feature in
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the 2D PS (see Figure 4.2).
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Figure 4.2: A schematic overview of regions in the 2D-power spectrum. The
spectral smoothness of the foregrounds causes them to naturally dominate low k‖-
modes. However, “mode-mixing” leaks foreground power to higher modes leading
to the wedge. The remaining window should be relatively clean from foregrounds
contamination. However, this depends highly on the frequency response of the
signal chain, and calibration of the data.

Further analysis into the origin of “the Wedge” (Vedantham et al., 2012;

Morales et al., 2012; Trott et al., 2012), revealed that contamination of fore-

grounds arises due to “mode-mixing”. Effectively, mode-mixing describes the

impact of the point spread function (PSF) of the instrument, a combination of

both the primary beam response and the uv-plane footprint in Fourier space. In

Chapter 3, I described the uv-coverage of a radio interferometer with a sampling

function S(u, v, f). In that discussion, I did not explicitly state the frequency de-
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pendence. However, because baseline length is a function of frequency, the sam-

pling function changes as a function of frequency. In Equation (4.15) I discussed

the impact of the primary beam, similarly we can consider the sampling function

as another window function applied in the measurement domain. Fourier trans-

forming this over frequency yields another convolution that takes foregrounds

that naturally occupy the lowest k‖ and smear their power out into the wedge.

The wedge naturally limits the number of usable modes in the PS and forces

us to work in the EoR “window” (Vedantham et al., 2012). Mode-mixing can

be suppressed by appropriately gridding the data in the uv-plane (smoothing the

instrument synthesized beam), and by a applying frequency window function or

taper before Fourier transforming the data over frequency. The frequency taper

smooths the frequency response of the instrument, reducing sidelobes in Fourier

space. Murray & Trott (2018) investigate possible array lay-outs that prevent a

wedge. They find that small antenna position errors render the wedge in practice

unavoidable. However, radially symmetric arrays with a regular array lay-out can

suppress the wedge by 3 orders of magnitude.

4.5 Power Spectrum Contamination

Although the wedge arises naturally in an radio interferometric instrument, there

a number of effects that can exacerbate its imprint.

4.5.1 Gridding

Before the measured data are Fourier transformed from the uv-domain to the

image plane for coherent addition, or frequency to cosmological Fourier space

they need to be placed on a discretised regular grid in {u, v, f}-space. Offringa

et al. (2019b) studies the impact of gridding on the EoR PS and found that if

the gridding kernel is oversampled by a factor of 4000 the noise introduced by

the process becomes negligible compared to an EoR signal.
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4.5.2 RFI

Of more concern is contamination due to Radio Frequency Interference (RFI).

These artificial signals are several orders of magnitude brighter than emission from

astrophysical sources. Fortunately, we can excise channels that are occupied by

such interference (Offringa et al., 2012). However, more recently have we become

aware of low-level RFI that persists in EoR data after excision with traditional

routines. Promising steps have been made to isolate and remove this interference,

and work in this field is ongoing (Wilensky et al., 2019). Interestingly, the excision

of RFI infested frequency channels creates gaps in the data along the frequency

direction. Spectral gaps in the data cause contamination in the power spectrum

if not accounted for when estimating the Fourier transform along the frequency-

direction (Offringa et al., 2019a).

4.5.3 Foregrounds

We have already discussed how, in particular, unsubtracted point source fore-

grounds and mode-mixing lead to the rise of the wedge in power spectrum space.

Although dominated by sources in the main lobe of the primary beam, sources in

the side lobes cause additional contamination. Additionally, if foreground sources

have intrinsic spectral and spatial structure their contamination can extend well

beyond the wedge depending on the particular spatial structure of the foreground

emission. Galactic emission and radio galaxies with large angular structure are

a source of contamination that extend the point source-driven wedge to larger

spatial scales (smaller k⊥) comparable to the EoR (Procopio et al., 2017).

There are various strategies to mitigate foreground contamination that can

broadly be categorised as; avoidance, subtraction, and suppression. The delay-

based technique is an example of avoidance as it naturally avoids the wedge itself,

and enables the choice of particular delay modes that are devoid of foreground

contamination. Similarly choosing k-modes beyond the foreground wedge can

be classified as such avoidance strategy. Subtraction involves explicit removal
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of foreground signals from the data through modeled visibility contributions of

foreground sources or non-parametrised techniques that subtract out foreground

contamination (Chapman et al., 2012, 2013), or more recently Gaussian Pro-

cess Regression (Mertens et al., 2018). Often a combination of subtraction and

avoidance is used (Kerrigan et al., 2018; Jacobs et al., 2016; Barry et al., 2019a).

Finally, suppression techniques are naturally born in studies of optimal power

spectrum estimation, and rely on a known covariance matrix that describes the

contamination in different k-modes, i.e. the foreground covariance matrix CFG

in Equation (4.8). This covariance matrix can be used to down weight contam-

inated k-modes (Liu et al., 2014; Dillon et al., 2015; Trott et al., 2016) in the

averaging over shells of |k|. However, down weighting measurements based on

either empirically estimated or analytically modelled covariance is prone to sig-

nal loss, due to incorrect suppression of EoR modes (Cheng et al., 2018). Small

errors in the modelled foreground covariance matrix can have large impacts in

the estimated EoR-signal due to the large dynamic range involved, and can lead

to biased estimates of the signal as demonstrated by the retracted limits from the

PAPER-64 experiment (Ali et al., 2018).

4.5.4 Calibration

Finally, one of the primary concerns in EoR experiments, and this thesis, is the

impact of calibration on the power spectrum. It was already mused by Morales

et al. (2012) that calibration solutions that contain spectral structure have the

potential to add additional contamination into the EoR window. This effect was

clearly demonstrated by Barry et al. (2016); Ewall-Wice et al. (2017) and Patil

et al. (2016) in the context of sky modelling errors. Incomplete source models,

and beam models leave residuals on the longest baselines that through calibration

contaminate the shorter baselines (horizontal contamination). I revisit this issue

in Chapters 6 and 7.

Furthermore, ignoring the shorter baselines during calibration because they
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lack sufficiently accurate models that capture the diffuse sky, increases the noise

on these baselines when calibration solutions are applied (Patil et al., 2016).

Hence, a trade off must be made between the long and the short baselines that

are optimal for accurate calibration. Barry et al. (2016) highlighted the impor-

tance of spectrally smooth solutions and as such the FHD/εppsilon (Sullivan et al.,

2012; Barry et al., 2019a) pipeline uses low-order polynomial smoothing after per

channel calibration. SAGEcal on the other hand uses a regulariser to ensure spec-

tral smoothness while calibrating all frequency channels simultaneously, i.e. this

regularisation penalises solutions that are non-smooth (Yatawatta, 2015). The

impact of calibration errors in redundant calibration are less well characterised.

However, we suspect contamination to arise due to inherent non-redundancies in

radio interferometers. As discussed in Chapter 3, redundant calibration consists

of two steps; relative and absolute calibration. The relative step relies on re-

dundancy and deviations from redundancy could leave an imprint on calibration

solutions during the relative calibration step.

In Chapter 5 I study the impact of position errors on relative calibration.

Orosz et al. (2019) studies the impact of non-redundancies during relative calibra-

tion on the power spectrum, and find indeed that similar to sky-based calibration

the deviations from redundancy on the longer baselines introduces contamination

on the shorter baselines that are sensitive to an EoR signal. Moreover, sky-based

calibration errors creep into the absolute calibration step, which imparts addi-

tional spectral structure on the absolute calibration parameters (Byrne et al.,

2019). We revisit these issues in Chapter 7, where I discuss the development an

analytic model to understand the propagation of these errors into the 21-cm PS.

4.6 Power Spectrum Limits

The complications we discussed prevent us from actually integrating the esti-

mated ∼ 1000 hours of data required for a detection of the 21-cm EoR PS.

Integrating such a large data set is only useful if the limiting factor is thermal
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noise, because that averages down with ∝ 1/t in power. However, if we are dom-

inated systematically by the discussed contaminants, integration of a large data

set will not yield improved results.

The earliest limits from the GMRT (Paciga et al., 2013), PAPER (Ali et al.,

2018), MWA (Dillon et al., 2015; Beardsley et al., 2016) and LOFAR (Patil et al.,

2017) only used small amount of data ∼ 10 hours resulting in limits on the di-

mensionless power spectrum between ∆2
21 < 103 − 104 mK2. A significant effort

has been put in analysis, foreground modelling, and RFI mitigation. This re-

sulted into a new suite of upper limits from PAPER (Kolopanis et al., 2019),

the MWA (Barry et al., 2019b; Li et al., 2019; Trott et al., 2020), and LOFAR

(Mertens et al., 2020). Promisingly, most experiments are now almost reaching

∆2
21 < 103mK2 (see Figure 4.3). However, particularly interesting is the fact that

work containing only a few tens of hours (Barry et al., 2019b; Li et al., 2019)

are equally competitive with results that have just over a hundred hours (Trott

et al., 2020; Mertens et al., 2020). This indicates that there is still quite some

improvement to gain from understanding systematic contamination that inhibits

the experiment and necessitates the work on calibration systematics presented in

the next chapters.
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Figure 4.3: The three dimensional space probed by interferometric reionisation
experiments. Top left: Top right: the dimensionless power spectrum versus red-
shift, bottom left: the dimensionless power spectrum versus Fourier scales k,
bottom right: a top view of redshift versus fourier modes. The surface is interpo-
lation of a theoretical model of the EoR PS for a faint galaxy driven reionisation
process (Mesinger et al., 2016). The blue square are the latest PAPER-64 re-
sults (Kolopanis et al., 2019), the orange circles are results from MWA Phase
II-compact (Li et al., 2019), the green stars are re-analysed data from MWA
Phase I (Barry et al., 2019b), the red triangles are an alternative analysis of
MWA data (Trott et al., 2020), and the purple crosses are the latest LOFAR
results (Mertens et al., 2020).

66



Chapter 5
The Bias and Uncertainty of Redundant

and Sky-Based Calibration under

Realistic Sky and Telescope Conditions

This chapter is a reproduction of Joseph, R. C., Trott, C. M. and Wayth, R.B.,

“The Bias and Uncertainty of Redundant and Sky-Based Calibration under Real-

istic Sky and Telescope Conditions”, 2018, The Astronomical Journal, 156, 285,

https://doi.org/10.3847/1538-3881/aaec0b. It differs from the original in

the omission of introductory material that was discussed in Chapter 2, and mi-

nor alterations, e.g. referencing to earlier chapters to ensure consistency within

this thesis.

Abstract

The advent of a new generation of low-frequency interferometers has opened a

direct window into the Epoch of Reionization (EoR). However, key to a detection

of the faint 21 cm signal, and reaching the sensitivity limits of these arrays, is a

detailed understanding of the instruments and their calibration. In this chapter,

we use simulations to investigate the bias and uncertainty of redundancy-based
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calibration. Specifically, we study the influence of the flux distribution of the

radio sky and the impact of antenna position offsets on the complex calibration

solutions. We find that the position offsets introduce a bias into phase component

of the calibration solutions. This phase bias increases with the distance between

bright radio sources and the pointing center, and with the flux density of these

sources. This is potentially problematic for redundant calibration on Murchison

Widefield Array (MWA) observations of EoR fields 1 and 2. EoR field 0, however,

lacks such sources. We also compared the simulations with theoretical estimates

for the bias and uncertainty in sky-model-based calibration on incomplete sky

models for the redundant antenna tiles in the MWA. Our results indicate that re-

dundant calibration outperforms sky-based calibration due to the high positional

precision of the MWA antenna tiles.

5.1 Introduction

Over the past few years the latest generation of low-frequency interferometers

has pushed down the upper limits of the 21-cm power spectrum of the Epoch of

Reionisation (EoR) (Beardsley et al., 2016; Patil et al., 2017). However, none

of the current instruments, e.g. the Murchison Widefield Array (MWA) (Tingay

et al., 2013), the LOw Frequency ARray (LOFAR) (van Haarlem et al., 2013), and

the Precision Array for Probing the Epoch of Reionization (PAPER) (Parsons

et al., 2010), have detected a signal thus far. The signal, emitted by neutral

hydrogen during the EoR, is a direct probe into the state of the Intergalactic

Medium (IGM) (Furlanetto et al., 2006) and allows us to directly study the

conditions under which the first luminous objects were formed. For more in

depth reviews see Morales & Wyithe (2010); Pritchard & Loeb (2012); McQuinn

(2016); Furlanetto (2016).

Foreground sources and instrumental effects pose large challenges to the de-

tection of this faint signal. The low frequency foregrounds, e.g. the Milky Way

and extragalactic sources, are expected to be 4-5 orders of magnitude stronger
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than the neutral hydrogen signal (Furlanetto et al., 2006; Bowman et al., 2006;

Morales et al., 2006; Pritchard & Loeb, 2008; Jelic et al., 2008). The removal

of these foregrounds requires a detailed understanding of the instrument and its

calibration, because the subtraction of these foregrounds, in particular bright

compact sources, is sensitive to calibration errors (Datta et al., 2009). Failing

to remove bright sources accurately leads to contamination of EoR data, causing

the so-called “wedge” feature in the 2D-Power Spectrum. (Datta et al., 2010;

Morales et al., 2012; Trott et al., 2012; Vedantham et al., 2012) This leakage of

bright source residuals into the power spectrum, makes certain scales of the EoR

signal inaccessible if not dealt with correctly.

Adequate removal of these foregrounds and extraction of the faint signal from

the data puts stringent requirements on our calibration accuracy and precision.

Standard calibration schemes correct the sky signal cross-correlations (or ‘visi-

bilities’) measured by radio interferometers using sky models, hereby solving for

the gain factors that cause the discrepancy between the modelled visibilities and

the measured visibilities (see Rau et al., 2009, for a review). Sky model based

calibration has undergone tremendous progress in the past years in order to over-

come direction dependent calibration effects, e.g. varying antenna primary beam

shapes, and ionospheric distortions, that limit this new generation of instruments.

This progress resulted in a large variety of improved sky based calibration im-

plementations, e.g. RTS (Mitchell et al., 2008), SAGEcal (Yatawatta et al., 2009;

Kazemi et al., 2011), SPAM (Intema et al., 2009), FHD (Sullivan et al., 2012), and

facet calibration (van Weeren et al., 2016) to name a few. Nevertheless, at the

operating frequency of these new low-frequency interferometers (80–200 MHz),

our limited understanding of the sky leads to incomplete models. Model-based

calibration with incomplete sky models causes calibration errors that lead to im-

age artifacts, which in turn limit the dynamic range of observations (Grobler

et al., 2014; Wijnholds et al., 2016) and, more relevant to EoR science, contam-

inate the power spectrum (Barry et al., 2016; Ewall-Wice et al., 2017; Trott &
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Wayth, 2017). Redundant calibration, however, allows us to escape our igno-

rance of the low frequency sky because it does not require modelling (Wieringa,

1992). Because of this reason redundant calibration is undergoing a renaissance,

resulting in further studies by Noorishad et al. (2012); Liu et al. (2010); Ali et al.

(2015); Dillon & Parsons (2016), showing the applicability and some limitations

of redundant calibration in low frequency radio telescopes. More recently, redun-

dant calibration was compared to sky model based calibration by Li et al. (2018).

Despite the inability of redundant calibration to solve for direction dependent

effects, it still remains an interesting alternative to calibrate a radio telescope to

first order, where sky based calibration can resolve higher order effects.

In this chapter we study the theoretical performance of redundant calibration.

We specifically look at how redundant calibration depends on the flux distribution

of the sky and positional errors of the antennas. This allows us to determine which

regions of the sky should be calibrated with sky-based calibration or redundant

calibration, to yield the most accurate and precise result for a given antenna

position precision of the array. We do this by running simulations of redundant

calibration in which we calibrate a redundant array with ideal antenna responses

on a realistic multi-source sky, while changing the flux and position of a single

calibrator source. We compare the distribution of solutions we obtain from these

simulations with a theoretical estimate of the sky model calibration bias and an

uncertainty due to an incomplete calibration model.

The structure of the chapter is as follows: Section 5.2 discusses sky model

calibration and our analytic description of the impact of an incomplete sky model

on the bias and uncertainty of the calibration solutions. Section 5.3 describes

the set up of the redundant calibration simulations. We discuss the influence

of the sky flux distribution on redundant calibration solutions and the impact

of position offsets, using a simple 5-element interferometer to demonstrate the

fundamental issues of redundant calibration. We conclude our results with a

comparison between the bias and uncertainty of redundant calibration, and sky
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model based calibration for the redundant MWA tiles in Section 5.4, and we

discuss the implications for the MWA in Section 5.5.

5.2 Sky Model Calibration

In this section we describe and derive the impact of an incomplete sky model on

the calibration solutions in a sky model based approach. Earlier works studied

the effect of calibration on incomplete sky models via analysis and simulations.

Salvini & Wijnholds (2014) discuss the statistical performance, Barry et al. (2016)

study the impact on EoR power spectrum estimation, and Grobler et al. (2014);

Wijnholds et al. (2016) study its impact on the deconvolution of a 2-point source

sky. In this work we compare redundant calibration with theoretical estimates for

the bias and uncertainty introduced by calibration on an incomplete sky model.

We can write the measured correlation V data
pq for a pair of antennas p and q in

the absence of noise as a product of the antenna gain factors g∗p and gq, and the

true visibility V True
pq

V data
pq = gpg

∗
qV

True
pq , (5.1)

the superscript ‘∗’ indicates complex conjugation. In sky model based calibration

we solve for the gains gi by minimizing the difference between our modelled

visibilities mij and the measured correlations Vij.

min
g

∑

ij

‖Vij − gig∗jmij‖ (5.2)

Here, we write the minimization in the most general form, without explicitly

choosing a matrix or vector notation for discussion purposes, as we will switch

between those later on. The caveat of this calibration approach is that the signals

from unmodelled sources are absorbed into the calibration solutions. To under-

stand how this impacts the solutions, we first derive the uncertainty of sky based

calibration solutions due to a stochastic sky of point sources and thermal noise.
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We then use this result to derive the bias due to model incompleteness.

5.2.1 Model Incompleteness Uncertainty

To derive the minimum uncertainty on the estimated complex gain solutions g

we use the Cramér-Rao Lower Bound (CRLB) on the estimated gain parameters.

Throughout this derivation we assume the model used for calibration is a single

point source with flux density S(s, ν) located at some location s in the sky. The

model visibility for a given baseline b at frequency ν is then given by:

M(b, ν) = S(s, ν)A(s) exp[−2πib · s], (5.3)

A(s) is the antenna beam response, which we choose to be a Gaussian. We

choose an unmodelled source background described by a broken power-law source

count distribution dN/dS (Gervasi et al., 2008; Intema et al., 2011; Franzen et al.,

2016; Williams et al., 2016)

dN

dS
=




k1S

−γ1 if Slow ≤ S < Smid

k2S
−γ2 if Smid ≤ S < Shigh

, (5.4)

where dN/dS gives the number of sources per Jy per steradian, and S is the

source flux in Jy. Throughout this thesis we use k1 = k2 = 4100, γ1 = 1.59,

γ2 = 2.5, Slow = 400 mJy, Smid = 1 Jy, and Shigh = 5 Jy. To derive the CRLB on

the estimated gain parameters we first compute the Fisher Information Matrix

(FIM) I (Kay, 1993). This takes the following form for a complex multivariate

normal distribution with mean m and gain independent data covariance Cdata;

Ii,j = 2Re

(
∂m†

∂gi
C−1

data

∂m

∂gj

)
, (5.5)

where the superscript ‘†’ denotes the Hermitian transpose, the superscript ‘−1’

denotes the matrix inverse, m is a vector where each entry is the mean measured
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visibility of a baseline pair pq for a single frequency channel, and Cdata is the

data covariance matrix. We assume the mean visibility m is given by the model

visibility. The covariance of the data is the sum of thermal noise covariance

Cthermal and the covariance of our stochastic background sky Csky. For the ther-

mal noise we assume its baseline independent and for the sky covariance we ignore

the compact Fourier beam kernel that creates correlations between closely-spaced

baselines. We describe the variance of the thermal noise as

Σthermal =
SEFD2

Bt
, (5.6)

where B is the bandwidth of a single frequency channel, and t is the integration

time of the observation. Throughout this thesis we adopt MWA EoR parameters

unless stated otherwise, i.e. SEFD = 104 Jy, B = 40 kHz, t = 120 s. For these

parameters the thermal noise is ∼ 9 Jy. We take the expression for the visibility

variance for a baseline in a single frequency channel due to a stochastic sky Σsky,

from Trott et al. (2016); Murray et al. (2017)

Σsky = 2π
σ2

2

(
k1

3− γ1

[
S3−γ1

mid − S
3−γ1
low

]
+

k2

3− γ2

[
S3−γ2

high − S
3−γ2
mid

]
)
, (5.7)

wherein we assume a flat spectral index of our sources within a single frequency

channel, and σ is the frequency dependent beam width. Throughout this thesis

we assume a beam width of σ = 30◦, similar to the MWA beam at 150 MHz,

resulting in a sky variance of Σsky ∼ 2.5 · 103 Jy2. Because the noise variance

Σthermal and sky variance Σsky are baseline independent, the total data covariance

matrix Σdata is a diagonal matrix. We can therefore rewrite the FIM elements as;

Ii,j = 2Re

(∑

n

1

Σdata

∂m†n
∂gi

∂mn

∂gj

)
, (5.8)

where we sum over the data index n. For the CRLB we are only interested in the

variance on a gain parameter Σg, i.e. we only compute I−1
m,n for m = n, which
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reduces to

Σg =
Σthermal + Σsky

2[S(s, ν)A(s)]2(N − 1)
, (5.9)

where N − 1 is the number of baselines formed by an antenna in the array. We

note that the variance scales inversely with the number of antennas in the array,

and beam-weighted apparent flux density of the modelled source squared. We

will use this expression to compare the uncertainty of redundant calibration with

sky model based calibration.

5.2.2 Model Incompleteness Bias

To derive an expression for the bias, i.e. the mean deviation from the true solu-

tions introduced by the model incompleteness, we follow Wijnholds et al. (2016)

and reformulate Equation (5.2) explicitly in terms of visibility matrices and gain

vectors;

min
g
‖V −GMG†‖. (5.10)

V and M are matrices containing the measured and modelled visibilities, e.g. Vpq

is the measured visibility between antenna p and q, and the matrix G = diag(g)

contains the complex antenna gains. We ignore the auto-correlations, therefore,

the diagonals of M and V are zero, and if we ignore the noise we can write the

measurements V in terms of the modelled M and unmodelled U sky visibilities.

We can also write the gain vector g as a sum of the true gains gt and a deviation

introduced by the calibration process ∆g.

V = Gt(M + U)G†t

g = gt + ∆g
(5.11)

Furthermore we can use the Hadamard product �, i.e. the element-wise product,

to rewrite Equation (5.10) into

min
∆g
‖gtg†t �U− (gt∆g† + ∆gg†t )�M‖ (5.12)

74



where we have dropped all higher order terms of ∆g. Wijnholds et al. (2016)

derive an approximate closed form solution for ∆g by rewriting Equation (5.12)

into a least squares form. We will take the solution as the conclusion of this short

review, and point the interested reader to their work for the detailed derivation.

The closed form solution takes the following form


∆g

∆g∗


 ≈


A B

C D



−1 
Egt

Fgt


. (5.13)

The block matrices are given by

A = M∗GtG
†
tM

∗ � I B = M∗Gt �GtM

C = B∗ D = A∗

E = M∗GtG
†
tU
∗ � I F = G†tU

∗ �MG†t

, (5.14)

where Gt = diag(gt), and I is the identity matrix. Here, A and B encode the

total modelled power summed over baselines, and the power in an individual

baseline, respectively, whereas E and F are the equivalent expressions for the

unmodelled power. Intuitively, these matrices describe the additional bias in the

solutions from correlations between the model and the residual signal, and the

overall power ratio of model to unmodelled sky. Minimising both of these bias

terms is desirable for good sky-based calibration. We can use Equation (5.13)

to derive the mean gain offset 〈∆g〉 in the case that our sky model consists of a

single point source in the presence of a more complicated sky.

〈
∆g

∆g∗



〉
≈


A B

C D



−1 
〈E〉gt
〈F〉gt


, (5.15)

with

〈E〉 = M∗GtG
†
t〈U〉∗ � I

〈F〉 = G†t〈U〉∗ �MG†t

. (5.16)
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Figure 5.1: On the left : an illustration of the random walk through the complex
plane due to the addition of different source visibilities of a two stochastic sky
realisations. On the right : The orientation between the modelled visibility M
and the unmodelled visibility contribution U.

We can parametrize the mean unmodelled visibility contribution of our stochas-

tic sky 〈Vu〉 using the sky visibility variance Σsky. If we consider the Fourier

transform of each point source as a phasor in the complex plane (Re, Im), we can

consider a stochastic sky of point sources as a random walk through this plane

(see Figure 5.1). Each point source contributes a new complex phasor to our total

unmodelled sky phasor. The path length of this random walk, i.e. the total am-

plitude of our unmodelled visibility, is on average given by the root mean square

of distribution from which the phasors are drawn. In our analysis we assume

this to be a Gaussian distribution, therefore, the unmodelled visibility amplitude

equates to the variance.

Now, we have yet to explore the orientation of the unmodelled visibility com-

ponent. Every net orientation has equal probability. For our calculations we

choose the unmodelled visibility to have an angle of 45◦, with respect to the

model visibility as a measure for some average offset introduced into our visibility

amplitude and phase angle. Even though the true phase angle of the unmodelled

visibility is uniformly distributed, we find that this approximation yields compa-

rable results to Monte Carlo simulations with a distribution of phases. We will
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use these results in Section 5.4 where we compare the results from our redun-

dant calibration simulations with the theoretical performance of sky model based

calibration.

5.3 Redundant Baseline Calibration

Chapter 3 provides a review of Wieringa (1992) and Liu et al. (2010) to high-

light the key features of redundant calibration, in particular the difference be-

tween logcal and lincal. Current implementations of redundant calibration use

logcal to find an initial estimate and further refine the solutions with lincal

(Zheng et al., 2014). In this work we will do the same.

5.3.1 Simulating the Bias and Uncertainty

To estimate the bias and uncertainty of redundant calibration we simulate the

calibration of the antennas in a (nearly) redundant array. In our simulations we

define a group of redundant baselines when they lie within 1/6λ of each other

in the uv-plane. This is well within the linear regime of a sinusoidal centred at

exp [2πul]. However, we will show that deviations from non-redundancy within

this threshold impact the calibration accuracy and precision. We also assume a

Gaussian beam, similar to our sky model derivation, and assume the beams are

identical for each antenna. This is not strictly true for phased arrays (Wijnholds

et al., 2010), however, it suffices as a first-order approximation.

We generate a background of radio sources with a flux distribution according

to Equation 5.4, and uniformly distribute them over the sky. Finally, we add a

source with arbitrary flux and location, similar to the calibrator source in Section

5.2. These sources are gridded onto an (l,m)-grid, and Fourier transformed to

generate visibilities using powerbox (Murray & Trott, 2018), a tool written to

simulate EoR datasets and forward-model them to power spectra. We interpolate

the visibilities to produce the measurements for each baseline. Finally, we assume
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Gaussian-distributed noise in the real and imaginary components with a variance

according to Equation (5.6). These visibilities are then passed to our redundant

calibration module, which is a direct implementation of the algorithm described

in Section 5.3. The code is publicly available (Joseph et al., 2018).

5.3.2 The Sky Dependent Uncertainty

We first study the influence of the sky, and show how it affects the uncertainty

of the estimated gain solutions. We start out with a simple sky model of a

statistical background sky while moving a high flux density source with respect

to phase centre and trying to calibrate on each realization of the sky. This allows

us to study the performance of redundant calibration in drift-scan mode, and

simultaneously study the performance of redundant calibration in the MWA EoR

fields, which depending on the field have strong in-beam sources. Figure 5.2

shows the dependence of the calibration solutions for an ideal interferometer, i.e.

perfect gains g = 1 and perfect redundancy, as a function of source position in

terms of the direction cosine l, the native interferometry sky coordinate. We show

the results for a pure logcal-calibration, similar to Wieringa (1992), and for a

logcal + lincal-calibration.

The results show that overall the solution variance for both the gain amplitude

solutions behave better when the strong source is near the centre of the beam,

because the signal to noise ratio (S/N) is higher at the pointing centre. We do

note that our implementation of the lincal algorithm seems slightly biased in the

presence of noise, the mean of the solution is 1% below the true value. We filtered

out < 1% of the solution realisations due to bad convergence, i.e. solutions with

unrealistically high gain amplitudes.

The gain phase solutions show a similar dependence with some additional

structure in the variance due to a problem which is inherent to logcal: phase

wrapping. The logcal implementation can only determine phases between −π ≤

φ ≤ π, in which the arctan is defined. When a certain redundant set of baselines
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Figure 5.2: Calibration solution from relative calibration as a function of source
position for a perfectly redundant array. top left : the logcal amplitude gain.
top right : the logcal +lincal amplitude gain. bottom left : the logcal phase
gain solutions. bottom right : logcal +lincal phase gain solutions for a single
antenna in a nearly redundant 5 element interferometer as a function of strong
source position l. The dark line represents the mean of the solutions, the shaded
area indicates the 1-sigma solutions variance. The amplitude solution variance
inversely follows the shape of the beam, i.e. the variance increases when the
beam response decreases. The mean of the phase solutions fluctuates around
φ = 0 and jumps along with the variance at so-called phase wrapping points,
which are further explained in the text.
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measures a visibility phase of |φv| = π, due to the location of the dominant

source on the sky, the solutions become very sensitive to noise. The visibility

phase starts to “jump” between −π and π causing large variances in the phase

calibration solutions. These phase wrapping points can be determined by solving

2πul = πn for odd numbers of n, i.e. solving for the source coordinate l when a

given baseline with length u measures a phase of π.

We can understand the effect of phase wrapping by adding a noise vector nα

to the measurement equation, see equation (5.17).

cα = Aαxα + nα (5.17)

The phase noise nφ ∝ N/S (Liu et al., 2010), however, when the measured

visibility phase approaches π, this noise vector diverges |nφ| → 2π. Because the

noise of a single baseline is mixed into all solutions when estimating x̂ we get

large offsets in the calibration solutions:

x̂ = xα + [ATA]−1ATnα. (5.18)

Looking at the logcal + lincal solutions in Figure 5.2 we see similar be-

haviour in the phase solutions and amplitude solutions. We also note that our

implementation of the algorithm seems to be very sensitive to noise. This results

in large variations in the amplitude solutions when the dominant source moves

away from phase center. Figure 5.2 shows the mean and the variance of the so-

lutions, even though the solutions do not strictly follow a Gaussian distribution.

Figure 5.3 shows the distribution of logcal solutions for antenna 2 at the first

phase wrapping point. The distribution has 7 distinct peaks, each peak repre-

sents a combination of phase wrapping baselines. The first phase wrap occurs in

the set of three long redundant baselines, and therefore there are at maximum

Σn
k=1n!/(k!(n − k)!) different combinations and solutions peaks possible. The

actual spectrum depends on the array geometry, which is encapsulated in the
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matrix A. These solutions are the starting point for the lincal algorithm, and

our implementation of it is not able to recover the true solutions when given a

bad starting point.
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Figure 5.3: The distribution of gain phase solutions for antenna 2 at the first
phase wrapping point l ∼ 0.1. The discrete set of solutions peaks is caused
by phase wrapping in the set of three long baselines. Each peak represents a
combination of phase wrapping baselines as marked above the peak

We attempt to circumvent the phase wrapping of a specific baseline in a single

channel by extending the logcal algorithm to incorporate the measurements of

neighbouring frequency channels while assuming the gain solutions remain the

same. However, due to the same mixing that takes place in the single frequency

channel implementation, phase wrapping will still remain a problem unless a

clever selection of frequencies is used to circumvent phase wrapping. We discuss

this in Appendix A. We also note that current implementations do apply a pre-

calibration step to unwrap the visibility phases by averaging over baselines within

a redundant group (Zheng et al., 2014), or by using the products of visibilities to
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construct a system equations to solve for the phases (Li et al., 2018).

5.3.3 The Position Offset Bias

In the previous section we described the results for an ideal radio interferome-

ter. However, in reality all antennas will have slight position offsets from their

perfectly redundant positions. To understand the impact of positions offset we

simulate redundant calibration under the same conditions as before, but now we

offsetting one antenna in the x-direction by δx = 20 cm. The results are shown

in Figure 5.4.

We can clearly see that both the amplitude and phase solutions are affected

by the position offset. We can understand the oscillatory behaviour of the ampli-

tude solutions by returning to the complex plane. Imagine the complex visibility

of the main calibrator as measured by a baseline as a phasor in this plane, we can

think of the total sum of background sources as a similar phasor. Each redundant

baseline should measure the same amplitude of the sum of these phasors. How-

ever, due to the non-redundancy introduced by position offsets the non-redundant

pairs measure a different amplitude, this difference propagates through to the so-

lutions. As the primary source moves across the sky its phasor will rotate in the

complex plane, constructively and destructively interfering with the background

visibility creating this oscillatory behaviour. These oscillations are dampened as

the primary source becomes attenuated as it moves outside of the primary beam.

The behaviour of the mean phase solutions can be explained in a similar fashion,

using the phase of the phasors rather than the amplitude.

For low-N arrays similar to this 5 element toy model the position error prop-

agates to all antennas solutions, due to the coupling of all gain solutions to the

visibilities. However, when increasing the number of antennas in the array the

coupling becomes weaker as the number of measurements increases.

cα = Aαxα + nα + bα (5.19)
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Figure 5.4: Calibration solution from relative calibration as a function of source
position for a perturbed redundant array. top left : the logcal amplitude gain.
top right : the logcal +lincal amplitude gain. bottom left : the logcal phase
gain solutions. bottom right : logcal +lincal phase gain solutions for a single
antenna in an nearly redundant 5 element interferometer as a function of strong
source position l. The dark line represents the mean of the solutions, the shaded
area indicates the 1-sigma solutions variance. The amplitude solution variance
inversely follows the shape of the beam, i.e. the variance increases when the
beam response decreases. The mean of the phase solutions generally fluctuates
around φ = 0 and deviates along with the variance at so-called phase wrapping
points, which are further explained in the text. The additional position offset,
which causes a phase offset from the ideal redundant phase, is absorbed into the
solutions causing a slope.
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Figure 5.5: The magnitude of the offset residual b̂ for an offset in a given antenna.
The first column shows the residual when offsetting the first antenna, i.e. the
reference antenna, the second column shows the result for the second antenna
etc. We see that offsetting the 3rd antenna, e.g. the middle antenna, impacts
only its calibration solution. Its solutions have the strongest constraints due to
its baseline participation. It participated in all baselines groups and has a high
participation number in each group.

Inverting this equation using the standard least square solution, and not tak-

ing into account this extra term, leaves us with an additional residual. We can

calculate these residuals for different antenna offsets. Figure 5.5 shows the mag-

nitude of the offset residuals b̂ in the phases of the estimated gain and visibilities

when offsetting different antennas by the same amount. These results show that

offsetting the antenna with the highest baseline participation does not propagate

to all antenna solutions and leaves the visibilities unaffected. Offsetting the ref-

erence antenna, in this case antenna 1, has the strongest impact on the solutions

of all other antennas. This implies that the choice of reference antenna is not as

arbitrary as one might think.

5.4 Comparing Sky and Redundancy Based Cal-

ibration

Having varied several parameters within our redundant calibration simulations

we can now move forward and apply this formalism to the MWA ‘hexes’. The
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hexes contain 72 antenna tiles arranged in 2 hexagons, see Figure 5.6. The

shortest baseline, defining the hexagonal lattice, has a length of 14 metres. The

hexagons are also placed to be redundant with each other, i.e. they have the

same orientation. This provides extra sensitivity on scales relevant for the EoR

experiment, and adds redundancy for calibration purposes. Due to a lack of

redundant baselines connecting one hex to the reference antenna in the other hex,

we either need to invoke another degeneracy parameter to encapsulate a phase

offset between the two or calibrate them separately. Li et al. (2018) calibrate the

hexes simultaneously, however, for simplicity and speed we calibrate a single hex

in our simulations. A single hex forms 630 baselines, of which 601 are redundant,

organized in 71 redundant groups1. Figure 5.6 also shows the non-redundancy

of each antenna within the hexes, the antennas are placed with an accuracy on

the order of centimetres. This is an order of magnitude below the redundant

calibration threshold of 1/6λ at 150 MHz, i.e. ∼30 cm.

In our final set of redundant calibration simulations we will offset each tile

in a single hex according to Gaussian distributions with mean µx = 0, and σx =

10−4− 10 cm. Now we calibrate while moving a 100 Jy source across the sky, and

run a separate set of simulations where we fix the location of the source at 3◦

off-zenith while changing its flux density instead. Figures 5.7 and 5.8 shows the

bias and uncertainty we derive from these simulations. To compute these from

the distribution of solutions we obtain we calculate the median offset from the

true gain solutions for the bias, i.e. g = 1 and we take the standard deviation for

the uncertainty. All results are averaged over all antennas.

To compare with traditional sky-based calibration we use the bias and un-

certainty derived in Section 5.2. The contour lines in Figures 5.7 and 5.8 are

the ratios between either the bias or uncertainty of redundant calibration and

sky model calibration. To make the comparison slightly easier we take two cuts

1Theoretically we can also include non-redundant antennas in the calibration, as long as the
number of unknowns is lower than the number of measurements. For each redundant hex in
the MWA we can add 6 non-redundant tiles before the system becomes unsolvable.
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Figure 5.6: top: The MWA antenna lay-out, with MWA hex antennas in blue
and the random antennas in black. bottom: a zoom-in plot on the MWA hex
tiles. The colour of each tile indicates its offset from its redundant position. We
see that the position deviations from redundancy do not exceed 3 cm.
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through the plots in Figures 5.7 and 5.8 at an antenna position precision of

σx = 0.02 m and σx = 0.10 m, these cuts are shown in Figures 5.9 and 5.10. From

Figures 5.7, 5.8, 5.9 and 5.10 we can conclude the following statements. The

amplitude bias depends strongly on the flux density of the primary source and

its location on the sky. Redundancy-based calibration has a lower amplitude bias

when the sky is dominated by a single point source, and it quickly reaches the

accuracy of our implementation of the algorithm as the source moves out of the

field of view.

The amplitude uncertainties of redundancy-based and sky-based calibration

are comparable. For both redundant and sky model based calibration, they de-

crease comparably as a function of primary source flux density. However, as a

function of source location redundant calibration quickly reaches the noise floor

when the source is beyond the FHWM of the primary beam.

Interestingly, the phase bias increases with primary source flux density and

distance of the bright source to phase centre. The bias reaches a maximum when

the source is at the FWHM of the primary beam, if the source moves beyond

this the bias decreases again. When the sky is dominated by a single source that

is off-centre, the bias of redundant calibration becomes comparable or larger to

that of sky-based calibration. The flux at which the two become comparable is

dependent on the magnitude of the position offsets in the array.

The phase uncertainty depends strongly on the source flux density and its

location on the sky. When the primary source brightness becomes comparable

to the background sky the uncertainties of redundant become larger than that

of sky model based calibration (see Figure 5.7). Also note that the behaviour of

the uncertainty as a function of source elevation changes for different positional

precisions. When the primary source is between phase centre and the FWHM

of the primary the uncertainties of redundant calibration are larger for arrays

with large positional offsets. Particularly when the brightest source is at the

FWHM of the primary, the uncertainties become larger than that of sky model
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based calibration (see Figure 5.8). This increase in uncertainty can be explained

by phase wrapping as discussed earlier. As the sources moves the measured

visibilities phases start wrapping around 2π creating a spectrum of solutions that

widens the distribution.

5.5 Discussion

The most notable results from our simulations are the results for the phase bias.

Redundant calibration was proposed as an alternative to a sky model based ap-

proach because it is agnostic of the sky and therefore it does not suffer from the

systematics introduced by an incomplete sky model. However, this work shows

that systematics arise in a different way, because we impose the condition that

our telescope is perfectly redundant. This manifests itself in systematic phase off-

sets in our calibration solutions because redundant calibration absorbs antenna

position offsets into the calibration solutions. These phase offsets become more

prominent when there is a high flux density source away from the pointing center.

Barry et al. (2016); Ewall-Wice et al. (2017); Trott & Wayth (2017) show that

calibration on incomplete sky models causes contamination in the EoR power

spectrum. Similarly redundant calibration can introduce contamination. The

relative position offset changes as a function of wavelength. Therefore, the mea-

sured phase offset will therefore also vary as a function of frequency that can

introduce a contamination to the EoR power spectrum.

We demonstrated the influence of the sky flux distribution on the performance

of redundant calibration. Figure 5.11 shows a map of the radio sky at 408 MHz

(Haslam et al., 1982) with the MWA EoR target fields. We can clearly see that

these fields are not devoid of high flux density sources. EoR field 1 contains

Fornax A and Pictor A, and EoR field 2 contains Hydra A amongst others.

However, the results of the redundant calibration simulations for a single MWA

hex show that position offsets at the position precision levels of the MWA are

not a large source of bias and uncertainty for the phase solutions. Redundant
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Figure 5.7: The bias (top left) and uncertainty (top right) of the amplitude
solutions |g|, and the bias (bottom left) and uncertainty (bottom right) of the
phase solutions |φ| of redundant calibration on an MWA hex-like array. We vary
the position deviations σx and source peak flux Speak of a source located 87◦ above
the horizon. All results are averaged over all antennas in the hex. The contour
lines are the ratios between the bias and uncertainty of redundancy based and
sky model based calibration, e.g. an uncertainty contour line of 2.0 indicates the
uncertainty is twice as large for redundant calibration as compared to sky model
based calibration.
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Figure 5.8: The bias (top left) and uncertainty (top right) of the amplitude
solutions |g|, and the bias (bottom left) and uncertainty (bottom right) of the
phase solutions |φ| of redundant calibration on an MWA hex-like array. We vary
the position deviations σx and source elevation of a 100 Jy source. All results are
averaged over all antennas in the hex. The contour lines are the ratios between
the bias and uncertainty of redundancy based and sky model based calibration,
e.g. an uncertainty contour line of 2.0 indicates the uncertainty is twice as large
for redundant calibration as compared to sky model based calibration.
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Figure 5.9: A 1-dimensional view on the bias (top left) and uncertainty (top right)
of the amplitude solutions |g|, and the bias (bottom left) and uncertainty (bot-
tom right) of the phase solutions |φ| of redundant calibration on an imperfectly
redundant hex array. We vary the position deviations σx and source peak flux
Speak of a source located 87◦ above the horizon. All results are averaged over all
antennas in the hex. The blue lines are the bias and uncertainties for an array
with positional offsets σx = 0.02 m, in orange the bias and uncertainties for an
array with positional offsets σx = 0.1 m, and in green the theoretical estimates
for the bias and uncertainty of sky based calibration.
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Figure 5.10: A 1-dimensional view on the bias (top left) and uncertainty (top
right) of the amplitude solutions |g|, and the bias (bottom left) and uncertainty
(bottom right) of the phase solutions |φ| of redundant calibration on an imper-
fectly redundant hex array. We vary the position deviations σx and source ele-
vation of a 100 Jy source. All results are averaged over all antennas in the hex.
The blue lines are the bias and uncertainties for an array with positional offsets
σx = 0.02 m, in orange the bias and uncertainties for an array with positional
offsets σx = 0.1 m, and in green the theoretical estimates for the bias and uncer-
tainty of sky based calibration.
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calibration even outperforms sky based calibration on a single source. However,

if a redundant array, such as HERA, has positional offsets in the order of 10 cm,

careful consideration has to be made on when to do redundant calibration. As

demonstrated the phase bias can go up to an order of magnitude higher than that

of the MWA-like array under these conditions. Fortunately for HERA the primary

beam is narrower than that of the MWA, the latter suffers from significant side

lobes, this and its large number of redundant baselines makes HERA somewhat

robust against positional offsets (Liu et al., 2010). However, the exact trade off

is still unclear.

We do note we have simplified the sky model based approach for analytic

tractability. In reality a sky model will contain more than 1 calibration source,

therefore the bias and uncertainty for a sky based approach will certainly be lower

than presented here. But as a general lesson we can conclude that for redundant

calibration it is preferable to have strong sources like those present in the EoR1

and EoR2 fields either at the pointing center or at the edge of the beam. EoR

field 0 would therefore be an excellent field for redundant calibration.

In this work we have not considered the differences in the antenna response

of different antenna tiles. Work by Line et al. (2018)) shows that the tile beam

differences are on the order of 10%. This poses most likely the largest hurdle

for redundant calibration. Studying the effect of these beam differences and

how it impacts the redundancy of the MWA hexes and other radio telescopes is

therefore crucial to understand the limitations of redundant calibration in realistic

telescopes (see Chapters 6 and 7).

This is also where the true strength of sky based calibration methods comes

into play. Because redundant calibration relies on the assumption that each an-

tenna observes the same radio sky, it also is unable to solve for direction depen-

dent effects introduced by different antenna responses and ionospheric distortions.

The field of direction dependent calibration faced quite a number of challenges,

e.g. diffuse emission detected by shorter baselines, solving for enough different
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directions to capture variations in the ionosphere or the primary beam responses,

optimizing the calibration time scale to reduce computational load, and the ob-

served curvature of the sky (w-correction) due to the wide FoVs of these new

arrays. A large effort has gone into solving these issues, e.g. SAGEcal resolved

the computational load of solving for a large number of directions by using the

SAGE algorithm rather than traditional least squares optimization (Yatawatta

et al., 2009), facet calibration divides the sky in facets to reduce the number of

parameters to solve for simultaneously (van Weeren et al., 2016), RTS employs

the MWA’s uv-coverage to perform snapshot imaging tackling the w-term prob-

lem (Mitchell et al., 2008), with the diffuse emission of the Milky Way remaining

as a major challenge. We have only mentioned a few implementations available

as each science case has its own goal accompanied with its own implementation

of sky based calibration. But the result of this large effort are impressive high-

fidelity images, required to either study foreground sources or to subtract them.

The latter being the goal for the EoR experiment. Solving for these higher-order

calibration features is, however, out of reach for standard redundant calibration.

Furthermore, redundant calibration does not truly escape the need for a sky

model, because the degenerate parameters discussed in Chapter 3 need to be

constrained by external information, i.e sky-based calibration. Li et al. (2018)

directly compare redundant calibration using OMNICAL and sky model calibration

using FHD and find that they perform similarly on data from real MWA EoR

observations, that include the position offsets and tile beam differences. Li et al.

(2018) also investigate the complimentary nature of the two different calibration

techniques and find that combining the two methods improves the sensitivity to

the EoR power spectrum, demonstrating that “hybrid approaches” are the best

way forward. However, this final step can also introduce errors with spectral

structure due to an incomplete sky model. Redundant calibration is, at best, a

way to add another constraint for a first order calibration step. Higher order ef-

fects require a pure sky based calibration that include direction dependent effects.
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Nevertheless, redundant calibration can still add useful information if carefully

applied. Sievers (2017) propose a calibration algorithm that sits in the middle

ground between agnostic redundant calibration and pure sky model based cali-

bration maximally using the information in the data of a generic radio telescopes.

This methodology seems to be a promising avenue for the MWA and the future

SKA.
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Figure 5.11: A view of the radio sky at 408 MHz (Haslam et al., 1982), the plate
carrée projection was created by Skyview, and the location of the three MWA
EoR target fields: EoR0 centered at R.A. 0h and dec. −27◦, EoR1 centred at
R.A. 4h and dec. −30◦ and EoR2 centred R.A. 10h and dec. −10◦. The circular
areas represent the FHWM of the MWA beam at 150 MHz. EoR1 and EoR2
clearly have some strong radio sources away from the point center, e.g. Fornax
A and Pictor A in EoR1 and Hydra A in EoR2.

5.6 Conclusion and Future Work

In this work we use a rudimentary implementation of the logcal and lincal

algorithm to understand the fundamental limitations of redundant calibration on

nearly redundant telescopes. We simulate redundant calibration under different

radio sky conditions and find that the phase solutions are systematically impacted

by position offsets in a redundant telescope. Based on our simulations we conclude
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the following key statement: redundant calibration performs best when strong

radio sources are either at field center or at the edge of the primary beam. We

also compare redundant calibration to sky model based calibration and find that

for the MWA redundant calibration of the redundant hexes performs better than

a sky based approach. However, we require further work to understand the impact

of non-redundancies introduced by differences in tile beam responses that may

be of larger concern to the MWA EoR experiment. Moreover we also assumed

that the sky model consists of only a single source. More work would be required

to understand the completeness threshold above which a sky based approach

truly outperforms redundant calibration on a nearly redundant array. Finally, to

optimally calibrate our radio telescopes we require a hybrid approach that bridges

the gap between redundancy based and sky based calibration, and we see this as

the way forward in the calibration of the current and next generation of radio

telescopes.
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Chapter 6
Calibration and 21-cm Power Spectrum

Estimation in the Presence of Antenna

Beam Variations

This chapter is a reproduction of Ronniy C Joseph, C M Trott, R B Wayth, A

Nasirudin, Calibration and 21-cm power spectrum estimation in the presence of

antenna beam variations, Monthly Notices of the Royal Astronomical Society”,

Volume 492, Issue 2, February 2020, Pages 2017-2028, https://doi.org/10.

1093/mnras/stz3375. It differs from the origin form due to minor alternations,

such a referencing to earlier chapters to enhance the flow of this thesis.

Abstract

Detecting a signal from the Epoch of Reionisation (EoR) requires an exquisite

understanding of galactic and extra-galactic foregrounds, low frequency radio in-

struments, instrumental calibration, and data analysis pipelines. In this work

we build upon existing work that aims to understand the impact of calibration

errors on 21-cm power spectrum (PS) measurements. It is well established that

calibration errors have the potential to inhibit EoR detections by introducing
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additional spectral features that mimic the structure of EoR signals. We present

a straightforward way to estimate the impact of a wide variety of modelling

residuals in EoR PS estimation. We apply this framework to the specific case

of broken dipoles in Murchison Widefield Array (MWA) to understand its ef-

fect and estimate its impact on PS estimation. Combining an estimate of the

percentage of MWA tiles that have at least one broken dipole (15%-40%) with

an analytic description of beam errors induced by such dipoles, we compute the

residuals of the foregrounds after calibration and source subtraction. We find

that that incorrect beam modelling introduces bias in the 2D-PS on the order of

∼ 103 mK2 h−3 Mpc3. Although this is three orders of magnitude lower than cur-

rent lowest limits, it is two orders of magnitude higher than the expected signal.

Determining the accuracy of both current beam models and direction dependent

calibration pipelines is therefore crucial in our search for an EoR signal.

6.1 Introduction

Detecting a redshifted neutral hydrogen signal from the Epoch of Reionisation

(EoR) is one of the most promising probes into formation history of structure

in the Universe. The signal enables us to directly observe the state of the inter-

galactic medium (IGM) over a wide range of cosmic time and indirectly study

the sources that impact it. As the very first luminous sources light up the Uni-

verse, they heat up the IGM and subsequently reionise it. The redshifted 21-cm

line gives us direct insight into the evolution of the IGM temperature and the

morphology of the ionisation structures carved out by the first sources of light

(Morales & Wyithe, 2010; Pritchard & Loeb, 2012; McQuinn, 2016; Furlanetto,

2016).

However, despite a large international effort by various telescope collabora-

tions around the world, e.g the Murchison Widefield Array (MWA; Tingay et al.,

2013; Wayth et al., 2018), the LOw Frequency ARray (LOFAR; van Haarlem

et al., 2013) and the Donald C. Backer Precision Array for Probing the Epoch of
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Reionization (PAPER; Parsons et al., 2010), the signal has continued to elude a

21-cm power spectrum (PS) detection. The challenges faced by this experiment

are large; foregrounds are 4-5 orders of magnitude brighter (Jelic et al., 2008)

and the instruments have a complex signal chain. Understanding the behaviour

of the latest instruments is ongoing work, and continues to provide crucial input

to our calibration strategies. There already exists a large body of work on the

residuals after direct subtraction of galactic and extra-galactic foregrounds, and

their impact on the 21-cm PS. Most of this work treats the residuals of subtracted

foregrounds as a source of Gaussian noise and studies how they affect the 21-cm

PS assuming calibration leaves them unchanged (Liu & Tegmark, 2011; Trott

et al., 2012; Dillon et al., 2013; Dillon et al., 2015; Trott et al., 2016; Murray

et al., 2017). However, it has been well studied that unmodelled foreground noise

is non-Gaussian and that outliers in the tail-end of the noise distribution impact

calibration on a non-negligible levels (Kazemi & Yatawatta, 2013; Ollier et al.,

2017, 2018). In particular, Barry et al. (2016) and Patil et al. (2016) show that sky

based calibration in the presence of unmodelled foregrounds imparts additional

spectral structure onto data, further inhibiting the detection of an EoR signal.

Ewall-Wice et al. (2017) study this effect rigorously with a Gaussian approxima-

tion, and derive the imparted spectral structure on residual foregrounds due to

modelling errors and found similar results. Similarly for redundant calibration, we

know that non-redundancies impart bias onto the calibration solutions. Chapter

5 studies this for position errors on calibration solutions, and Orosz et al. (2019)

study the impact of positions errors and beam errors on the 21-cm PS and find

that indeed non-redundancies also impart spectral structure that contaminates

EoR detections. On top of that, redundant calibration needs external information

set by sky based calibration to determine overall calibration parameters, hence

the limitations of sky based calibration set a fundamental limit on the calibration

accuracy of redundant calibration. This yet again introduces additional spectral

structure (Byrne et al., 2019).
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In this chapter we build on existing work to further study the impact of

modelling errors on sky model calibration, and on 21-cm PS estimation. We

derive a framework that enables rather simple propagation of errors into calibra-

tion solutions and the EoR power spectrum. We focus our attention on what

is undoubtedly the next challenge in the EoR experiment: the performance of

individual elements. We describe the errors introduced by broken dipoles in the

MWA and make an informed estimate on the contamination we expect. In section

6.2 we discuss calibration, source subtraction and signal estimation; in sections

6.3, 6.5 and 6.6 we derive the covariance matrices that describe our errors, prop-

agate those forward to our gain solutions, and combine the two to derive the

frequency structure of the calibrated residuals, respectively. In section 6.7 we

present results from the derived framework, we compare sky and beam modelling

errors, compare the results to a fiducial EoR signal, and we estimate the impact

of broken dipoles in the MWA EoR experiment. We discuss the applicability of

this framework to other sources of error, and the implications of these results in

an EoR context in section 6.8.

Throughout this chapter, our notation is as follows: lowercase bold letters

v describe vectors, uppercase bold letters C describe matrices, † denotes the

Hermitian transpose, ∗ denotes complex conjugation, and i is the imaginary unit.

6.2 EoR Signal Estimation with Gain Calibra-

tion Errors

The aim of calibration is to mitigate all effects that inhibit us from estimating

the true sky intensities I(l, ν), where l is the sky coordinate vector and ν is the

observing frequency. In the flat sky approximation we can relate the sky intensity

I(l, ν) to the complex visibilities V (u, ν) measured by a pair of antennas in an
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interferometer with baseline separation u through

V (u, ν) =

∫
gpg
∗
q bp(l, ν)b∗q(l, ν) I(l, ν) e−2πiu·l d2l, (6.1)

where gp is the complex-valued gain of antenna p, and bp(l, ν) is the corresponding

beam voltage response. There are currently two popular methods of calibration;

sky based calibration and redundant calibration.

Sky based calibration uses a model of the beam and the sky intensity to predict

the visibilities V data
pq measured by a pair of antennas p and q, and uses these model

visibilities V model
pq to solve for the unknown antenna gains gp by minimising the

squared differences (L2-norm) between the model and the data

χ2 =
∑

pq

|V data
pq − gpg∗qV model

pq |2. (6.2)

Redundant calibration relies on having multiple identical baselines in arrays

with a regular lay-out. These copies measure the same visibility, and therefore

minimising the difference between the visibilities by varying the antenna gains in

such groups allows us to find both the unknown antenna gains gp and unknown

redundant visibilities V true
α without the need for a sky model.

χ2 =
∑

α

∑

pq,α

|V data
pq − gpg∗qV true

α |2. (6.3)

In general, these gains, or antenna responses, are direction dependent, i.e.

they can capture deviations from the beam model or distortions by the iono-

sphere. A direction dependent calibration approach is, however, limited by the

number of directions it can solve for. This limit is set by the number of bright

sources available for calibration and computational costs. The number of direc-

tions ranges from 5-100 for current calibration pipelines. Throughout this work we

focus on the direction independent gains as a simplification of the problem, noting

that we can describe uncorrected directions by the same perturbative approach

we are taking. The direction independent gains describe the global response of
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the antenna and signal chain. Redundant calibration is inherently unable to solve

for direction dependent effects.

In general, sky models are incomplete, redundant arrays have position errors,

and there are variations in the antenna response. We can write our measured

complex visibilities V , in the most general way, as a sum of a model m, residuals

r that encompass errors on our model due to unmodelled sources, beam response

variations, or even low level RFI (Wilensky et al., 2019), EoR signal s, and

thermal noise n;

Vpq = gpg
∗
q (mpq + rpq + spq) + npq. (6.4)

When we have data of the form in Equation (6.4) and we calibrate using an

incomplete model m, we inherently get incorrect gain estimates ĝp = gp + δgp

due to the presence of the residuals. When we apply these gain estimates to the

data, see Equation (6.5), we get corrected visibilities V̂ that contain corruptions

that inhibit us from detecting the EoR signal (Barry et al., 2016; Ewall-Wice

et al., 2017; Patil et al., 2016). In general, we can ignore the EoR signal at the

calibration step, because it is several orders of magnitude weaker than the noise

and the foreground residuals.

V̂pq =
gpg
∗
q (mpq + rpq + spq) + npq

ĝpĝ∗q
. (6.5)

After correcting the data, we subtract the sky model. In practice, it is sub-

tracted as part of an iterative calibration process, i.e. “peeling” (Noordam, 2004).

This leaves us with estimated data residuals r̂ that contain, amongst others, the

EoR signal

r̂pq =
gpg
∗
q (mpq + rpq + spq) + npq

ĝpĝ∗q
−mpq. (6.6)

From these residuals we estimate the 21-cm PS. However, Equation (6.6)

contains more than the cosmological signal of interest and we will derive the
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covariance matrix of the additional residuals to understand their impact on our

estimate of the 21-cm PS. We will study these errors from a power spectrum

perspective and our approach is as follows:

1. We first compute the data residual covariance matrix Cr(u, ν, ν
′) within a

power spectrum bin u over different frequencies. Specifically, we derive the

contribution of beam errors due to broken dipoles (see section 6.3).

2. We then use this to compute an approximation of the gain error covariance

matrix Cg. Instead of computing the gain error per antenna, we compute

averaged gain error covariance matrix for each power spectrum bin (see

section 6.5).

3. Finally, we combine the two results to derive the covariance matrix of the

gain-calibrated and source-subtracted residuals Cr̂ (see section 6.6).

To estimate how each error contributes to a bias in the EoR power spectrum we

propagate these covariances from frequency-space forward to PS space. A Fourier

transform over frequency is a linear operation that can be described by a complex

matrix F applied to our complex data vector containing frequency data. Hence,

the covariance of the Fourier transformed data can be computed using standard

linear error propagation: F†CF. The variance of this propagated covariance

matrix describes the added power due to these errors. The off-diagonals describe

how this power correlates between different Fourier modes.

6.3 The Residual Covariance Matrix

In this section we derive the different contributions to the residual covariance

matrix Cr. To derive these matrices we start with the general covariance of

visibilities,

Cr = Cov[V (u, ν), V (u′, ν ′)]. (6.7)
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To derive the residual covariance Cr we assume we can separate this into a co-

variance between different baselines, and a covariance within a given baseline

between different frequencies (Liu et al., 2014). In general, baselines with a sepa-

ration |u1−u2| larger than the size of the Fourier transform of the primary beam

decorrelate, and it suffices to compute the frequency covariance alone per u-bin.

We consider three contributions to the residual covariance: the covariance

due to the sky Csky that describes the error due to unmodelled sources, the

noise covariance Cn that describes the error due to thermal noise, and the beam

covariance Cbeam that describes the error due to deviations from the ideal beam

model

Cr = Csky + Cbeam + Cn. (6.8)

The noise covariance is independent from all other terms, and its structure is well

known. We will not discuss it further in this chapter.

6.3.1 Sky Covariance Matrix

The sky covariance matrix Csky for a baseline at different frequencies has been

well studied (Liu & Tegmark, 2011; Dillon et al., 2013; Trott et al., 2016; Murray

et al., 2017). It describes the noise due to unmodelled sources and how this noise

correlates between different frequency channels. We assume that an infinitesimal

patch of sky d2l contains a number of sources drawn from a Poisson distribution

Ñ ∼ Poisson

(
dN

dS
dSd2l

)
. The intensity of this patch is given by the first

moment µ1 of the source count distribution

µn =

∫ Smax

0

Sn
dÑ

dS
dS. (6.9)

We model the differential source counts dÑ/dS with a broken power law

model (Di Matteo et al., 2002; Ewall-Wice et al., 2017; Murray et al., 2017) to

match observations in different flux regimes at low frequencies (Gervasi et al.,
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2008; Intema et al., 2011; Franzen et al., 2016; Williams et al., 2016),

dN

dS
=




k1S

−β1 if Slow ≤ S < Smid

k2S
−β2 if Smid ≤ S < Shigh

. (6.10)

With this broken power law model we want to capture the difference between

the distribution of modelled and unmodelled sources. We use k1 = k2 = 4100,

β1 = 1.59, β2 = 2.5, Slow = 100 mJy, Smid = 1 Jy, and Shigh = 10 Jy. For this

model, we assume all sources above 1 Jy are used in calibration and all sources

below that threshold are unmodelled. This results in the following expression for

the sky covariance matrix,

Csky = 2π(f0f
′
0)−γµ2Σ2 exp (−2π2u2∆f 2Σ2). (6.11)

Here, µ2 is the second moment of the source count distribution, γ is the power

law index that models the spectral energy distribution of each source, f0 = ν/ν0

where ν0 is some reference frequency, e.g. the lowest frequency in the bandwidth,

∆f = f0−f ′0. Following the notation of Murray et al. (2017), Σ contains products

of the beam widths σ at different frequencies

Σ2 =
σ2σ′2

σ2 + σ′2
. (6.12)

6.3.2 Beam Covariance Matrix

Here, we derive the beam perturbation covariance matrix. Similarly to the deriva-

tion of the sky covariance, we start out by taking Equation (6.1) under ideal gains

g = 1, and assume we have a modelled sky intensity I and an unmodelled com-

ponent δI. We extend this by adding a perturbation δb to the response of one

antenna bp, i.e. bp = b+ δbp. We leave the other antenna responses as perfect,

V (u, ν) =

∫
b
(
b+ δb)∗(I+δI) × e−2πiu·l d2l. (6.13)
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We have implicitly written the sky, the beam and their perturbations as functions

of sky coordinate l and frequency ν for brevity. The extra source of noise δV (u, ν)

is the sum of unmodelled components in the visibility

δV (u, ν) =

∫ (
bδb∗I + bb∗δI + bδb∗δI

)
e−2πiu·l d2l. (6.14)

In this derivation, we assume the beam perturbation δb, the modelled sky inten-

sity I, and unmodelled sky δI are random variables. We rewrite equation (6.7)

by dividing the sky in voxels and write equation (6.14) as

δV (u, ν) =
∑

p

(
bpδb

∗
pIp + bpb

∗
pδIp + bpδb

∗
pδIp

)
e−2πiu·lp d2lp. (6.15)

Combining equations (6.7) and (6.15), we rewrite the covariance as the sum of

the covariances between the Fourier transforms of different sky voxels p and q

Cr =
∑

p

∑

q

Cpq. (6.16)

where the covariance between different voxels is given by

Cij = Cov[(bpδb
∗
pIp + bpb

∗
pδIp + bpδb

∗
pδIp) e

−2πiu·lp d2lp,

(b′qδb
′∗
q I
′
q + b′qb

′∗
q δI

′
q + b′qδb

′∗
p δI

′
q) e
−2πiu′·lq d2lq]

. (6.17)

If we extract the constant terms from the covariance, we can focus on the stochas-

tic terms, i.e. the modelled and unmodelled fluxes, and the beam perturbations.

Cij = bpb
′∗
q e
−2πi(u·lp−u′·lq) × Cov[δb∗pIp + b∗pδIp + δb∗pδIp,

δb′∗p I
′
p + b′∗p δI

′
p + δb′∗p δI

′
p]
. (6.18)

Using the formal definition of the covariance, Cov[X, Y ] = 〈XY 〉 − 〈X〉〈Y 〉,

and assuming δb, I, and δI are independent we can expand this further and

simplify (see appendix B.2)
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Cij = bpb
′∗
q e
−2πi(u·lp−u′·lq) ×

(
〈δb∗pδb

′

q〉Cov[Ip, I
′
q]

+
(
b∗pb
′
q + b∗p〈δb′∗q 〉+ 〈δb∗p〉b′∗q + 〈δb∗pδb

′

q〉
)

Cov[δIp, δI
′
q]

+
(
〈Ip〉〈Iq〉+ 〈Ip〉〈δI ′q〉+ 〈δIp〉〈I ′q〉+ 〈δIp〉〈δIq〉

)
Cov[δb∗p, δb

′∗
q ]
)
. (6.19)

Using the source count distribution that describes the number of sources in a flux

bin we can write Cov[Ip, Iq] as

Cov[Ip, Iq] = (f0f
′
0)−γ

∫
SpSqCov[Np, Nq]dS. (6.20)

However, because different parts of the sky are independent realisations of a

Poisson distribution, Cov[Np, Nq] reduces to the mean for the same sky voxel

(δijdN/dS). The 3rd term in Equation (6.19) then results in the unmodelled sky

covariance Csky, see Equation (6.11). The remaining terms will be grouped in

the beam covariance matrix Cbeam.

Combining Equations (6.16) and (6.15), and integrating this over the sky and

all fluxes S we get

Cr = Csky + Cbeam (6.21)

where the full form of the beam covariance matrix is given by

Cbeam = (f0f
′
0)
−γ
µ2,m

∫ 〈
δb∗(l, ν)δb(l, ν ′)

〉
b(l, ν)b∗(l, ν ′)e−2πi(u−u′)·ld2l

+ (f0f
′
0)
−γ
µ2,r

∫ (
b∗〈δb′∗〉+ 〈δb∗〉b′∗ + 〈δb∗δb′〉

)

× b(l, ν)b∗(l, ν ′)e−2πi(u−u′)·ld2l

+ (f0f
′
0)
−γ

(µ1,m + µ1,r)
2

∫∫
Cov[δb∗(l, ν), δb∗(l′, ν ′)]

× b(l, ν)b∗(l′, ν ′)e−2πi(u·l−u′·l′)d2ld2l′.

(6.22)
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To summarise, the beam covariance has three contributions:

1. The first contribution comes from the modelled sources and effectively de-

scribes the residuals due to subtraction of those sources with an incorrect

beam model.

2. The second term describes how the noise from the unmodelled sources Csky

is modified by the beam perturbations.

3. The last term describes the added covariance due to correlations between

different parts of the beam.

The flux density of the sky is uncorrelated between different locations on the

sky. However, because changes in the beam are in general correlated up to some

correlation length, this introduces additional noise set by the mean flux of the

sky. This last term is only important on |u|-scales on the order of this correlation

length, i.e the diameter of the antenna. In general, Cbeam is zero if the antenna

response is ideal or more generally when the modelled response is equal to the

actual response. The solution to the integrals in Equation (6.22) depends strongly

on the form of beam perturbation.

6.4 The Phased Array Beam Model

We now derive the beam covariance matrix Cbeam for the “missing” dipole case

in an MWA tile. The MWA consists of 128 tiles, and each tile is a 4 × 4 array

of dipoles on a ground screen. The detailed steps of the derivation can be found

in Appendix B.3. Here, we will only discuss the important steps for brevity. To

derive the covariance of visibilities due to beam perturbations, we start out with

the formal description of the beam response of a phased array btile consisting of

N dipoles on a ground screen (see Chapter 3),

btile = bdipole ×
N∑

n=0

wn exp
[
− 2πixn · l/λ

]
. (6.23)
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In this description we assume that the individual element electric field re-

sponses bdipole are identical, and we can then multiply this single element beam

with the array factor to create a compound beam. In this array factor wn is the

element weight. For the zenith pointings considered in this work, these weights

range from 0 to 1, however, in general these weights are complex. xn is the lo-

cation of the nth element with respect to the center of the phased array. For

simplicity, we approximate the full tile beam as a frequency dependent Gaussian,

following

btile = exp[−|l|2/2σ2(ν)]. (6.24)

We define the width of the voltage beam as σ =
√

2εc/Dν with ε = 0.42. We

re-scale an Airy disk to a Gaussian width using ε and assume an MWA tile

diameter of D = 4 m. The factor
√

2 ensures that the square of the voltage beam

is consistent with descriptions of the beam used in the literature.

6.4.1 A Broken MWA Dipole

Although, there are many ways in which we can perturb the beam response, a

common and relatively straightforward perturbation is the broken dipole case.

Figure 6.1 shows the number of tiles with either one broken dipole in the X- or

Y-polarisations, or two broken dipoles, one in each polarisation, for EoR obser-

vations over the past years. MWA tiles that have more than one broken dipole in

the same polarization will be flagged and their data are not used. At most 50 out

of 128 tiles have been marked as having 1 broken dipole. Throughout this chapter

we choose a lower limit in this, adopting 25 broken dipoles which corresponds to

∼ 30% of the visibility data.

We describe the broken dipole perturbation to the beam δb by subtracting

the contribution of a missing dipole1

1Note: we explicitly consider phase offsets due to missing dipoles.
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Figure 6.1: The number of MWA tiles with 1 broken dipole in a polarization and
the number of tiles with 2 broken tiles in two different polarizations over several
years of MWA EoR data.

δb = −bdipole × wbroken exp
[
− 2πixbroken · l/λ

]
. (6.25)

We approximate the response of the missing dipole towards the sky by a Gaussian,

with a diameter D that is 1/4 of the full tile, and a weight wbroken = 1. This is

equivalent to completely removing the dipole. To appropriately account for the

contribution of a single dipole relative to the response of an N -element phased

array, we normalise the dipole response by N :

δb =
1

N
e−2πixn·l/λbdipole. (6.26)

We now have all the tools to derive the specific structure of Cbeam for the

missing dipole case. We refer interested readers to Appendix B.3 for details of

this derivation, here we discuss results and implications for the 2D-PS.

Figure 6.2 shows the 2D-PS for a 30 MHz bandwidth centred at 150 MHz

with 251 frequency channels of the unmodelled sky variance, the beam variance

and the total variance in cosmological units (see Chapter 2 for the conversion

between frequency covariance matrices and the PS). To show all effects due to

beam modelling errors, we have extended the range of k⊥ beyond the conven-

tional EoR range. The overall structure of the foreground wedge has not changed
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Figure 6.2: The unmodelled sky covariance (left), the change in the covariance
due to addition of beam perturbations to the covariance (middle), and the result-
ing total covariance (right). We show the 2D-PS for a 30 MHz bandwidth centred
at 150 MHz with 251 frequency channels. Removing dipoles primarily takes away
power from the wedge, because the array is less sensitive. However, this leaves
us with modelled foreground residual power as those sources are incorrectly sub-
tracted. This effect manifests itself primarily at the edge of the primary beam (or
in the sidelobes of realistic phased arrays). This indicates contamination comes
primarily from broken dipoles at the edge of a tile. The changing shape of the
beam due to broken dipoles is a fairly large scale effect, both spatially and in
frequency. Hence, it introduces power only at the the smallest k⊥ and k‖.

drastically, but if we look at the beam covariance component alone, we see that

including beam modelling errors changes the noise in three regions. At small

k⊥, corresponding to baseline lengths shorter than the physical dimensions of an

MWA tile, we see the contribution due to the correlations from different parts in

the beam. We also see that there is overall less power in the wedge, because the

missing dipoles decrease the sensitivity of the array as a whole, and we there-

fore see less of the foregrounds. Finally, we see the residuals of the modelled

foregrounds on the edge of the foreground wedge. The largest relevant change

due to missing dipoles is in this region, and is dominated by sources in the side-

lobes. Note: beam errors do no intrinsically contaminate the EoR window, any

visible excess is leakage due to the first sidelobe of the Fourier transform of the

Blackman-Harris window.
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6.5 The Gain Error Covariance Matrix

Now that we have expressions for the data residuals, we explore how they propa-

gate to the gain solutions during calibration. We derive the covariance matrix of

the averaged gain error δg within a PS bin u. Sky model based calibration aims

to solve

ĝpĝ
∗
qmpq = gpg

∗
q (mpq + rpq). (6.27)

We can rearrange this to solve2 for the ratios of true and estimated gain solutions

ĝp = gp + δgp on the left hand side, and total signal over model visibilities on the

right hand side

ĝpĝ
∗
q

gpg∗q
=

(mpq + rpq)

mpq

. (6.28)

We assume ideal gains gp = 1, and that the gain error is small δgp � gp = 1

for all p. Most of the signal is contained in the sky model, and the residuals are

much smaller, and we can therefore expect small gain errors:

δgp + δg∗q =
rpq
mpq

. (6.29)

Applying this to all baselines and corresponding antenna gain errors yields a

system of equations that can be rewritten in matrix form Ax = y. The vector

y contains the residual-to-model ratios rpq/mpq, and the vector x contains the

gain errors δgp. The array matrix A relates a baseline to the antennas that it is

made up from. Its (pseudo-)inverse A−1 tells us how much each ratio rpq/mpq in

a baseline contributes to an error in a gain solution δgp. It also implies that the

gain error δgp is a weighted sum of the residual-to-signal ratio in each baseline,

2Note: to solve this system we need to split each entry into its imaginary and real component,
and set a reference antenna. We compute all errors relative to that reference antenna, implying
that the reference antenna should be error free or close to.
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δgp =
∑

n

wpn
rn
mn

. (6.30)

Here, the weights wpn are the entries of the inverse of the array matrix A−1, where

the index n runs over each visibility measurement (instead of ij). To compute the

gain error covariance matrix Cg, we need to compute Cov[δg, δg′]. Noting that

Equation (6.30) is a sum over different baselines, that in general fall in different

u-bins, and assuming the covariance between different baselines is zero leaves us

with

Cg =
∑

n

w2
nCov

[
rn
mn

,
r′n
m′n

]
. (6.31)

Instead of computing the covariance of a ratio of random variables, we approx-

imate Equation (6.31) by replacing the model signal m with the r.m.s. of the

modelled sky f−γ0
√
µ2,m. This simplifies the expression for the gain error covari-

ance matrix Cg. Figure 6.3 shows 10 000 visibility amplitude realisations of a

stochastic sky, the amplitude of the mean visibility, the mean of the realised vis-

ibility amplitudes, and the sky r.m.s. From this we conclude that the sky r.m.s.

provides a reasonable approximation to the modelled visibility mn. We replace

the modelled visibility mn with f−γ0
√
µ2,m, yielding

Cg =
(f0f

′
0)γ

µ2,m

∑

n

w2
nCov [rn, r

′
n] . (6.32)

We study how data in one bin u1 contributes to the error in a calibrated

bin u2; knowing that each baseline contributes to some gain solutions, each gain

solution is applied to the data, and finally these data are binned into |u|-bins.

Instead of deriving what the gain error is on a single baseline, we derive how

all uncalibrated PS bins change the structure of a calibrated bin through the

“averaged gain covariance”.

In our linearised approximation, each antenna gain error is a sum of (N −

1) baseline errors, i.e. all baselines in which that antenna participates. Each
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Figure 6.3: 10 000 realisations of a stochastic sky and their amplitude across
different u-scales. The average amplitude of all realisation (blue), the amplitude
of the average visibilities (orange), the amplitude of each individual realisation
(black), and the expected sky r.m.s. for a power law distributed poisson sky
(dashed green). On average all baseline do measure some signal, which is reason-
ably approximated the expected sky r.m.s.
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baseline therefore contributes ∼ 1/(N − 1) to the gain solutions of the antennas

it participates in. We smear this contribution out over all baselines, assuming

each baseline contributes ∼ 1/Nb(N − 1) to all gain solutions. Two of these

antenna errors then propagate to a calibrated baseline. We compute the number

of baselines in an uncalibrated bin that see baselines in a calibrated bin and relate

that to the error weights w(u), following

w(u) =
1

N − 1

Nb(u)

Nb(total)
. (6.33)

For an unrealistic array with perfect uniform uv-coverage, the number of baselines

drops out, and the weights are w = 1/Nbins(N − 1). For the MWA, we compute

the actual distribution of baselines binned in the same way we bin all k⊥.

In Figure 6.4, we show the binned MWA baselines, the variance of the Fourier

transformed gain covariance assuming a uniform baseline distribution, and the

Fourier transformed gain covariance for MWA Phase II Compact. For a uniform

baseline distribution, the variance is the same for each k⊥-bin; however, for the

MWA the structure of the variance is different depending on how much it is

coupled to other scales. In the next section, we demonstrate that this variance of

the gain error effectively becomes a convolution window that smears out power

from the foreground wedge into the EoR window.

6.6 The Gain Corrected Residual Covariance Ma-

trix

After obtaining our gain estimates ĝ, we apply them to the data and subtract our

model visibilities m. This leaves us with our residual estimates r̂ from which we

aim to detect the EoR signal, see Equation (6.6). We assume the errors on our

gains solutions are small δgp/gp � 1, enabling us to Taylor-expand ratios between

our true gain solutions and the estimates gp/ĝp. Grouping terms in products with

either the model m or the residuals r results in

115



10 3 10 2 10 1

k  [Mpc 1]

0.000

0.005

0.010

0.015

0.020

0.025

0.030

0.035
Fr

ac
tio

n 
of

 B
as

el
in

es

10 2 10 1 100

k  [Mpc 1]
10 18

10 16

10 14

10 12

10 10

10 8

10 6

Di
m

en
sio

nl
es

s P
ow

er

Cg(sky)
Cg(sky + beam)

10 2 10 1

k  [hMpc 1]

10 2

10 1

100

k
 [h

M
pc

1 ]

10 18

10 16

10 14

10 12

10 10

10 8

10 6

Di
m

en
sio

nl
es

s P
ow

er

Figure 6.4: left : A histogram of MWA Phase II compact baselines binned into
power spectrum bins. The spikes arise from the redundant hexagons that pro-
duce many multiples of the same baselines. middle: The Fourier transformed
gain variance for an array with uniform uv-coverage with sky-only, and sky and
beam errors. right : The Fourier transformed gain variance for an MWA Phase II
compact uv-coverage for sky model errors only.

r̂pq = −(δgp + δg∗q )mpq + (1− δgp − δg∗q )rpq. (6.34)

When we estimate the EoR signal, we grid and average these residual visibilities

onto a uv-grid before Fourier transforming along the frequency-direction. We now

want to compute the covariance of the averaged gridded residuals to understand

the full impact of sky and beam modelling errors on the 21-cm PS

Cr̂(u, ν) = Cov[̂r, r̂′]

= 〈r̂r̂′†〉 − 〈r̂〉〈r̂′〉†.
(6.35)

Equation (6.34) keeps track off individual antenna p and q and how they

impact a baseline. However, we are interested in the covariance of calibrated and

model-subtracted data binned at scale u. The details of these final steps can be

found in Appendix B.4. Here, we only describe the general assumptions we made.

To derive the covariance structure, we see the gains gp and gq as two realisations

of a random variable within a |u|-bin, i.e. the two gain errors are independent.

We also assume the gain error is independent from the model and data residuals

of a certain u-bin. We justify the latter assumption because the gain error on a

baseline or a u-bin is a linear combination of the residuals of different baselines.
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We already assumed that residuals in different u-bins are uncorrelated. This

implies that a sum of residuals over different u-bins decorrelates with the residuals

of a single u-bin (if we include sufficiently independent residuals). We therefore

assume that the gain error is independent from the residuals of the u-bin in which

are computing the covariance of the calibrated residuals Cr̂. When we combine

Equation (6.34) and (6.35), we can safely drop the expectation values of the

estimated residuals 〈r̂〉, because they integrate to zero for baselines longer than

the tile diameter. Under these assumptions, the covariance of calibrated data

residuals reduces neatly to

Cr̂ = 2Cg �Cm + (1 + 2Cg)�Cr. (6.36)

This final equation compactly describes how calibration propagates errors on

our data model into the data product from which we estimate an EoR signal. A

product of covariance matrices is a fairly unusual expression. In this specific case,

Cg describes how much of the original covariances – the model or residual covari-

ance – remain and how the correlation between different frequencies is changed.

It is a product between the gain error and either the model covariance Cm or

residual covariance Cr in Fourier space {u, v, ν}, and therefore becomes a con-

volution in PS-space {u, v, η} that smears out power from the foreground wedge

throughout the PS. How much power is actually smeared out depends strongly

on the errors that cause this correlation in the gain estimates.

6.7 Results

Now that we have a relatively simple expression that describes the covariance

of calibrated data residuals Cr̂, we first apply this to an array with identical

tile beams, i.e we consider unmodelled sky noise only, to compare with earlier

studies on this problem. We then include beam errors to study how this extra

source of modelling errors introduces contamination into the EoR window. We
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Figure 6.5: Fiducial EoR PS at redshift 8. We create this 2D PS by deprojecting
a 1D EoR PS where the reionisation process is driven by faint galaxies (Mesinger
et al., 2016).

then compare these results to a fiducial EoR signal. We have taken a 1D-PS for

a faint galaxy driven model at redshift z ∼ 8 from Mesinger et al. (2016), and

deprojected it into a 2D-PS assuming spherical symmetry, see Figure (6.5). The

code that generated the results presented here is publicly available (see Joseph,

2019).

6.7.1 Sky Model Errors

Figure 6.6 shows the data residuals after calibration and model subtraction on the

left, the difference between uncalibrated and calibrated residuals in the middle,

and the ratio between that difference and our fiducial EoR signal on the right. The
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Figure 6.6: Comparing calibrated and uncalibrated residuals. Left: Calibrated
and subtracted residuals with unmodelled sky noise only. Middle: Difference be-
tween calibrated and uncalibrated residuals. Right: Ratio between the difference
and a fiducial EoR PS.

difference plot clearly shows the contamination into the EoR window introduced

by the structure of the calibration errors. The additional bias we reproduce

is similar to the results by Barry et al. (2016) and Ewall-Wice et al. (2017),

demonstrating that our formalism neatly reproduces earlier results. Here, we

have only reproduced the results that describe the impact of unmodelled sources

on a per frequency channel calibration strategy. We have not incorporated the

mitigation strategies proposed to suppress excess noise due to these unmodelled

sources. However, we note that the expected signal is strongest at the lowest

k-modes hence mitigating leakage due to calibration is particularly important at

these scales.

6.7.2 Comparing Sources of Error

We now apply this to data residuals including the beam covariance matrix Cbeam.

Figure 6.7 shows the variance of the sum of calibrated residuals, the difference

with calibrated sky model only errors (the left most PS in Figure 6.6), and the

ratio of this difference with a fiducial EoR signal. We see that the introduction

of beam modelling errors adds power to the edge of the wedge as noted earlier in

Figure 6.2. Now that we also include calibration, it smears out power further into

the EoR window, causing a relative drop in power in the EoR window. This is not
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Figure 6.7: Comparing calibrated residuals with sky only and both sky and beam
errors. Left: Calibrated Sky and Beam error residuals. Middle: Difference with
Calibrated sky only residuals. Right: Ratio between difference and a fiducial EoR
PS. Calibration in the presence of unmodelled sources adds significant contami-
nation into the EoR window.

too surprising because Figure 6.4 shows that beam errors changes the structure

of the gain errors, such that they extend to larger k‖.

Ultimately, we want to estimate the expected contamination in the EoR win-

dow due to these errors under realistic circumstances. Figure 6.1 shows the num-

ber of broken MWA tiles during EoR observations, and from this we estimate

∼ 30% of our visibility measurements to be contaminated. We appropriately

down weight the beam covariance term Cbeam with a factor of 0.32; one factor for

both frequencies. We also use the baseline distribution in Figure 6.4 to properly

weight the covariance of each u-scale when we compute the gain error covariance

matrix. Figure 6.8, shows the expected results for an MWA-like data set. Down

weighting the beam covariance changes the structure of the gain covariance in a

way that the leakage does not extend that far into the EoR window. Nevertheless,

the additional contamination is still on the order of the expected EoR signal.

6.8 Discussion

The structure of the beam errors presented here is dominated by incorrectly

subtracted sources towards the horizon. This hints that frequency structure mit-
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Figure 6.8: Expected MWA data contamination: Comparing calibrated residuals
with sky only and both sky and beam errors. Left: Calibrated Sky and Beam
error residuals. Middle: Difference with Calibrated sky only residuals. Right:
Ratio between difference and a fiducial EoR PS.

igating techniques should rid us of most of the additional power due to beam

modelling errors. Barry et al. (2016) discussed these techniques after finding

that incomplete sky models cause foreground power to be convolved with er-

roneous calibration solutions. They compute an expected level of contamina-

tion due to sky modelling error consistent with their simulation on the order of

∼ 107mK2 h−3 Mpc−3. We estimate contamination due to beam modelling er-

rors to be 3 orders of magnitude lower than this. Patil et al. (2016) suggest

multi-frequency calibration as a way around this. Multi-frequency calibration

can enforce spectral smoothness on the solutions through a smoothness reguliser

(Yatawatta, 2015), and subsequently decrease the variance reducing contamina-

tion of the EoR window. However, using all frequency information is computa-

tionally challenging and requires appropriate software architecture to overcome

limited compute power (Yatawatta et al., 2017).

Ewall-Wice et al. (2017) derived the structure of the gain corrected residuals

by keeping track of the baseline ordering. This leads them to directly relate the

contamination from the longest baselines into the shorter baselines. When we

compute the averaged gain covariance (see Equation 6.30), we take the average

of the residuals covariances at different k⊥ bins to describe the same effect. They

suggest down weighting the longer baselines during calibration, as these baselines
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are the source of spectral contamination. On the other hand Patil et al. (2016)

suggest excluding the shortest baselines for which we currently lack accurate

models of the diffuse foregrounds. However, they also demonstrate that excluded

baselines suffer from enhanced noise after calibration. Creating diffuse sky maps

similar to Eastwood et al. (2018) for the southern sky between ν ∼ 35− 70 MHz

is therefore crucial for accurate calibration. However, in future work we should

also consider contamination from short baselines on which diffuse emission from

the galaxy dominates due to the lack of such models.

This framework we derived can also be used to study the impact of non-

redundancies on redundant calibration, i.e. the antenna position errors and beam

variations. However, redundant calibration ultimately needs some external infor-

mation to set overall gain parameters, e.g. absolute amplitudes and phase gradi-

ents see Wieringa (1992); Liu et al. (2010) for more details. Byrne et al. (2019)

show that incomplete sky models fundamentally limit the accuracy of redundant

calibration solutions due to limitations in sky model based calibration. We expect

this to be exacerbated by beam modelling errors that push power further into the

window. Orosz et al. (2019) simulate redundant calibration for HERA including

non-redundancies. They find that beam variations severely contaminate the EoR

window. In future work, we will study what actually poses the largest hurdle to

redundant arrays: inherent non-redundancies or incomplete sky models.

Li et al. (2018) study for the first time how redundant calibration and sky

model calibration can be used optimally in MWA Phase II compact. They demon-

strate that adding redundant calibration improves their results. In an effort to

bridge the gap between redundant and sky based calibration, Sievers (2017) de-

veloped the “correlation calibration” framework that incorporates uncertainties

on calibration models, e.g. sky model incompleteness, position offsets, and beam

variations. There are currently tentative results that this is a very promising path

forward; however, more work is required to properly compare this to current cal-

ibration techniques.
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Similar to earlier theoretical work we have not considered the non-Gaussian

nature of the noise discussed by Kazemi & Yatawatta (2013); Ollier et al. (2017)

and Ollier et al. (2018). In this work we study the impact of the variance as the PS

only sensitive to that. It is therefore not unreasonable to expect that the results

presented here underestimate the level of contamination. We have also not con-

sidered mitigation strategies for EoR window contamination. In our estimation of

added contamination due to beam modelling errors, we overestimate the expected

errors for the MWA EoR experiment. Both MWA EoR pipelines RTS/CHIPS

(Mitchell et al., 2008; Trott et al., 2016) and FHD/εppsilon (Sullivan et al., 2012;

Jacobs et al., 2016; Barry et al., 2019a) incorporate direction dependent cali-

bration. RTS/CHIPS uses information about broken dipoles explicitly to better

model individual MWA tile beams. Similarly, many other calibration pipelines

perform direction dependent calibration. However, we need to further quantify

how much the responses vary from across an array similar to Line et al. (2018),

and how well direction dependent calibration captures variations in the beam to

better estimate the expected contamination due beam modelling errors. Given

the order of magnitude in which beam modelling errors manifests themselves, it

seems very plausible that these errors are potentially our next systematic.

6.9 Conclusion

Inspired by earlier theoretical work in this field, we have derived a relatively

intuitive framework that neatly describes contamination in the EoR window due

to calibration. We have reproduced earlier results and computed expected errors

introduced by beam modelling errors. In this work, we have specifically focused

on broken dipoles in the MWA as a perturbation to the model beam because this a

relatively straightforward example. However, our results are applicable to a wide

range of modelling errors, e.g. more complex beam variations and signal path

variations, if analytic descriptions exists for these. We estimate that ∼ 15% −

40% of the MWA tiles have at least one broken dipole. We have made a rough
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estimate on the order of magnitude ∼ 103 mK2 h−3 Mpc−3 in which contamination

by beam modelling errors manifests itself. These numbers are only indicative

and we need to further quantify beam variations in-situ and determine how well

current calibration techniques are able to account for this. However, we expect

that these beam errors could potentially be our next limiting factor in the EoR

experiment.
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Chapter 7
Comparing Calibration Systematics in

Redundant Arrays Searching for Cosmic

Reionisation

In the previous chapters, I presented an analysis of the impact of errors through

a lower bound on the minimum variance of calibration solutions, and the impact

of calibration errors on the power spectrum. In this chapter, I will tie these

results together to compare the performance of redundant and sky-based calibra-

tion under current sky modelling limits and array deployment tolerances for the

Murchison Widefield Array (MWA). I use the Cramér-Rao Lower Bound (CRLB)

to understand the limitations of sky and redundancy based calibration in the limit

of extremely large arrays. I also compare the spectral structure of errors arising

in redundant and sky-based calibration and their impact on the 21-cm power

spectrum (PS).

7.1 Introduction

Redundancy in radio interferometric arrays has the potential to improve the sen-

sitivity to the 21-cm PS by an order of magnitude (Parsons et al., 2012a). The
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regular lay-out of redundant arrays causes oversampling of certain parts of the

uv-plane. Because these redundant measurements can be added coherently they

provide enhanced sensitivity towards those regions as compared to irregular arrays

for the same observing time. We can tune the lay-out of these arrays to improve

the sensitivity towards Fourier modes occupied by the EoR signal, and simulta-

neously avoid modes dominated by Galactic and extragalactic foregrounds. This

led to deployment of several EoR experiments with redundancy incorporated into

their design, e.g. The Donald C. Packer Precision Array for Probing the Epoch of

Reionization (PAPER; Parsons et al., 2012b), The Hydrogen Epoch of Reioniza-

tion Array (HERA; DeBoer et al., 2017), The Murchison Widefield Array Phase

II (MWA; Wayth et al., 2018).

Apart from the improvement in sensitivity, we can also use redundancy for

calibration (Wieringa, 1992; Liu et al., 2010). As discussed in earlier chapters, re-

dundant calibration does not rely on prior knowledge of the sky and at first glance

provides an “unbiased” method of calibration. Philosophically, this aligns with

our quest towards a signal that has not been observed before in an experiment

that is extremely sensitive to biases. However, on closer inspection, deviations

from redundancy do introduce non-negligible biases into the calibration solutions

(see Chapter 5), and subsequently impact estimation of the 21-cm PS (Orosz

et al., 2019). Liu et al. (2010) provide an augmentation to classic redundant

calibration that also solves for non-redundancies to first order at the cost of a

higher number of degrees of freedom, however, current implementations lack the

proposed feature.

In addition to the bias introduced by non-redundancies, redundant calibration

is also not completely free of sky based information. The inherent degeneracies

discussed in Chapter 3 need to be resolved through “external calibration”. There

are a variety of ways to break the degeneracy using sky based information. We

can apply both redundant and sky based calibration and project the solutions of

one to the other (Li et al., 2018). Alternatively, we can use the redundant cali-
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bration solutions as a starting point for a sky based calibration routine (Li et al.,

2019) or vice versa (Kern et al., 2019). We can also forego sky based calibration

completely, and simply use visibilities generated from a sky model to directly fix

the degeneracy parameters (Kern et al., 2019). However, all methods suffers from

the incompleteness of a sky model, and subsequently introduce additional bias

into the 21-cm PS (Byrne et al., 2019).

Although redundant arrays naturally lend themselves to redundant calibra-

tion, they can also be calibrated using traditional sky based calibration ap-

proaches (Li et al., 2018; Kern et al., 2019). As per usual this calibration suffers

from the incompleteness of the sky model, limited by the depth of previous sur-

veys of the radio sky. Additionally, redundant arrays that are tuned for EoR

experiments are not well suited for imaging due to a lack of uv-coverage. This

hinders the implementation of self-calibration to adequately resolve sources on

the sky. If the array suffers from a narrow field of view (FoV) it might prove hard

to find a sufficient number of bright calibrator sources (Kern et al., 2019).

A recurrent theme throughout this thesis is that both calibration methods

have inherent advantages and disadvantages. This has led to some effort to bridge

the gap between the two, i.e. hybrid calibration. These hybrid calibration efforts

have found to marginally improve the gain solutions (Li et al., 2018; Kern et al.,

2019). However, a deeper understanding of the underlying issues in both methods

might prove to be insightful in a way forward. In this chapter I investigate the

limitations of the two calibration methods in an extreme limit of large-N arrays by

computing a lower bound on the variance of the gain solutions. I also compute the

contamination expected from redundant and sky based calibration given current

array tolerances. I will conclude with a discussion on the implications of these

results and the path forward towards a detection of an EoR signal.

Throughout this chapter I adopt the following convention; boldface letters d

denote vector quantities, capitalised boldface letters C denote matrices, † denotes

the Hermitian transpose, and � denotes element-wise matrix multiplication.
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7.2 Generalised Calibration Analysis

Regardless of the calibration algorithm, the goal is to solve for the gain gq for an

antenna q per frequency and time interval

V data
pq = gpgqV

true
pq , (7.1)

where V true
pq is the true visibility, and V data

pq is the visibility as measured after the

signal propagated through the ionosphere and instrument. Both redundant and

sky-based calibration assume a model mpq. In redundancy based calibration the

model is implicit, i.e. all baseline of the same orientation and length measure the

same visibility. In sky-based calibration the model is explicitly based on current

knowledge of the radio sky. However, the models do not perfectly describe the

underlying true visibility

V true
pq = mpq + rpq, (7.2)

and the residuals rpq will propagate into the calibration solutions. In the previous

chapter I demonstrated the descriptive power of analytic covariance matrices

describing the statistical properties of these residuals. Here, I revisit those results

for sky based calibration, derive similar descriptions for redundant calibration,

and index them with a superscript r for redundant calibration and s for sky based

calibration if appropriate.

7.3 Sky Based Calibration Errors

For sky based calibration I consider errors in our sky model due to unmodelled

foreground sources Cs
sky (see Equation 6.11) and errors in the beam model Cs

beam

(see Equation 6.22), and thermal noise CN. The general total residual covariance

before sky based calibration is given by
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Cs
r = Cs

sky + Cs
beam + CN. (7.3)

The thermal noise covariance is diagonal matrix with a variance given by Equa-

tion (5.6). Although its contribution is non-negligible, I will it ignore throughout

this chapter because it dwarfs the other components on calibration timescales,

and does not contain interesting spectral structure.

7.4 Redundant Calibration Errors

Redundant calibration consists of two steps; relative calibration and absolute cali-

bration (Zheng et al., 2014). Following the notation of Byrne et al. (2019), I write

the gain gp of an antenna p as a product of the absolute gain G and a relative

gain hp

gp = G× hp, (7.4)

where the absolute gain is defined as

G = A exp[i(∆ + ∆xxp + ∆yyp)]. (7.5)

Here, A is the degenerate absolute gain amplitude, ∆ the degenerate phase offset,

∆x the phase gradient in the x-direction, ∆y the phase gradient in the y-direction,

and xp and yp are the x- and y-position of antenna p, respectively (see Chapter

3 for more details). Relative calibration relies on the redundancy of the array to

solve for the relative gains. Absolute calibration relies on external information,

i.e. sky-based calibration, to solve for the absolute gain (Li et al., 2018; Byrne

et al., 2019; Kern et al., 2019). The total gain gp is a multiplication of the

absolute and the relative gain. To understand how the relative calibration error

(see Chapter 5 and Orosz et al., 2019) and the absolute calibration error (Byrne

et al., 2019) propagate to the total gain, I assume the true gain solutions are
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unity, and perturb the solutions in Equation (7.4).

gp = Ghp

(1 + δgp) = (1 + δG)(1 + δhp)

δgp = δG+ δhp.

(7.6)

Here I ignored higher order terms between δhp and δG, the perturbation to the

relative and absolute gain, respectively. I relate the covariance of the total gain

gp to the covariances of the absolute and relative gain through

Cg = Cov[δG+ δhp, δG
′ + δh′p]

= CG + Ch,
(7.7)

where I assumed that the error in absolute calibration is independent from the

error arising in relative calibration.

The errors that enter the absolute calibration step are exactly the same as for

sky based calibration, e.g. sky modelling errors and beam modelling errors. To

understand the impact of non-redundancies on redundant calibration I first need

an analytic description. The relative calibration step in redundant arrays relies on

the fact that identical baselines measure the same visibility. However, in reality

it is impossible to position receiver elements on a perfectly regular grid, to build

elements with identical responses, and additionally, the various elements might

also suffer from pointing errors. Chapter 5 quantifies the positioning error of tiles

in the redundant configuration of the MWA to have a variance of σx = 2 cm and

Chapter 6 quantifies the fraction of MWA tiles with one broken dipole to vary

between 25-40%.

In this analysis I consider these non-redundancies as perturbations to our true

redundant visibility. This results in a measured visibility given by

V (u, ν) =

∫
Ib
(
b+ δb)∗ × e−2πi(u+δu)·l d2l, (7.8)
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where δb and δu are the change in antenna response due to broken dipoles and

baseline separation due to positioning errors, respectively. I linearise the expo-

nential around u

V (u, ν) =

∫
Ib
(
b+ δb)∗(1− 2πiδu · l) × e−2πiu·l d2l, (7.9)

and extract the perturbation to the visibility in a redundant group while ignoring

higher order terms, i.e. products between the beam and position perturbation.

This yields a visibility perturbation

δV (u, ν) =

∫
I(bδb∗ − 2πibb∗δu · l) × e−2πiu·l d2l. (7.10)

For the analysis on the precision of gain estimates, and the impact of these

errors on the power spectrum I consider these perturbations as residuals to our

“redundancy model” and compute their covariance matrix Cr
r(u,u

′). Here, I

ambiguously choose u′ to denote different baselines at the same frequency, or the

same baseline at different frequencies. The covariance matrix of the residuals is

given by

Cr
r(u,u

′) = Cov[δV (u, ν), δV (u′, ν ′)]. (7.11)

In Appendix C I discuss the details of the derivation of this covariance matrix,

and refer the interested reader for the details. Here, I only concern you with

the result and interpretation. In general, I can separate the contribution to

the error covariance matrix into three components, the first two are derived in

Equation (C.10)

Cr
r = Cr

beam + Cr
position + CN. (7.12)

Here, I define the error covariance matrix due to changes in the beam Cr
beam and

due to position errors Cr
position, and I include the thermal noise covariance for
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completeness. The error covariance matrix due to changes in the antenna beam

response is given by

Cr
beam = µ2(f0f

′
0)−γ

∫
b∗b′〈δb∗δb′〉e−2πi(u−u′)·ld2l

+ µ2
1(f0f0)−γ

∫∫
bb∗′Cov[δb∗, δb∗′]e−2πi(u·l−u′·l′)d2ld2l′.

(7.13)

where µ1 and µ2 are the mean and variance of all point sources above a detection

threshold for the stochastic point source sky model, respectively (see Equation

6.9), f0 = ν/ν0, and γ is the index of the power law used to model the spectral

energy distribution of each foreground source. Throughout this chapter I adopt

a power law index of γ = 0.8.

The solutions for these integrals for the particular case of broken dipoles in

an MWA tile are far from elegant and given in Equations (B.15-B.19). The

beam covariance matrix for redundant calibration differs slightly from that of

sky based calibration. For redundant calibration I do not distinguish between a

modeled component and an unmodeled component. Hence, the second moment

of the source counts considers all sources down to the confusion limit as “the

signal”. I also do not have a term that tries to reduce the difference between

the modelled and unmodelled component. For sky based calibration I derived

the beam covariance matrix relative to an umodelled sky as observed by a fully

functional array. In relative calibration no attempt is made to model the sky

and hence such a correction is not necessary. The error covariance matrix due to

position offsets is in general given by Equation (C.22), and repeated here for the

reader;

Cr
position = 16π3µ2 (f0f

′
0)
−γ 〈δuδu′〉Σ2

ν

(
1− 2π2Σ2

ν |u− u′|2
)
e−2π2Σ2

ν |u−u′|2 ,

(7.14)

where Σν describes the FoV of the geometric mean of the two primary beam
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responses of the two different measurements. I continue with the approximation

of a chromatic Gaussian beam re-scaled to an Airy disk response (see Equation

6.24), adopting the MWA-tile size D = 4 m as the diameter of the aperture. This

enables the relatively straightforward derivation of results as in previous chapters,

but also neglects significant sidelobe response present in current low frequency

radio interferometers. I omit the second term in Equation (C.22) because it

decays quickly with baseline length. For baselines larger than the size of the tile

diameter this term drops to zero fairly quickly and can be ignored.

Now that I have descriptions of the errors in both redundant and sky based

calibration in place, I have all the tools to study the impact of these errors on

our ability to calibrate our instrument and to estimate the 21-cm PS.

7.5 CRLB on Gain Estimates

To compute the error on the complex gains, I revisit the Fisher Information

Matrix (FIM) and the Cramér-Rao Lower Bound (CRLB) to compute errors on

the estimated antenna gains. I assume we are calibrating data per frequency

channel and compute the gain error on a single frequency channel. Formally, the

FIM for a multivariate normal distribution is defined as

Iij = 2Re

(
∂m†

∂αi
C−1

data

∂m

∂αj

)
+ tr

(
C−1

data

∂Cdata

∂αi
C−1

data

∂Cdata

∂αj

)
. (7.15)

Here, Cdata describes the noise on our data model m, and how the noise correlates

between different baselines. Note: this formal definition of the FIM differs from

the form used in Chapter 5. Here, I include a term that accounts for parameters

that depend on the noise, i.e. the visibilities in redundant calibration (see Section

7.5.2). The αi are the parameters that we are trying to estimate. The estimated

parameters differ per calibration technique and I discuss them separately for sky

and redundancy based calibration in the next section. Having computed the FIM
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I compute the CRLB by simply computing the inverse of the FIM

Cov[αi, αj] ≥ I−1
ij , (7.16)

if such an inverse exists (Stoica & Marzetta, 2001). Here, Cov[αi, αj] is the

lower bound on the error covariance of the estimated parameters αi and αj. The

CRLB gives us the variance of the gain errors for an ideal estimator (which may

not exist). I ignore that the amplitude and phase are affected differently, and

hence the results are only indicative of the global behaviour of the gain solutions.

For the model m, I revisit the approximation of Chapter 6 and assume that

each baseline measures a visibility with amplitude

m = f−γ0

√
µ2, (7.17)

This threshold differs for sky and redundancy based calibration. In redundant

calibration I consider all sources above the confusion noise, whereas in sky based

calibration I only consider sources above the sensitivity limit of current surveys.

Choosing a sky model description like this effectively describes the entire sky

as a single point source, which has an effective flux density equal to the root-

mean-square of the total sky flux density. As discussed and demonstrated in the

previous chapter, the theoretical mean visibility for such a sky would yield zero

for all baselines larger than the tile size, which is nonphysical.

7.5.1 Sky Based Calibration Errors

For sky based calibration the estimation parameters are N gain parameters, i.e.

α = {gT}. Here, g is the vector containing all the antenna gains. The gain

parameters are independent of the noise of the unmodelled sources and inde-

pendent of the beam modelling errors, so I can safely drop the second term in

Equation (7.15). In Chapter 6 I chose a slightly pessimistic detection limit of the

foreground of 1 Jy. Here, I choose a more optimistic model where calibration is
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performed on catalogued sources down to Smin = 100 mJy (Carroll et al., 2016;

Hurley-Walker et al., 2017). This corresponds to a model brightness of m ∼ 30 Jy.

For a redundant array that is calibrated through sky based calibration I expect

significant correlation between visibilities of different baselines due to unmodelled

sources. This means that structurally Cs
sky contains significant off-diagonals that

describe the covariance between redundant baselines. For a confusion limit of

∼ 1 mJy (Franzen et al., 2016; Offringa et al., 2016) and the adopted detection

limit, both the diagonal and off-diagonals are about ∼ 4.5 Jy2. Beam errors are

mildly correlated between baselines that share the same broken tile, however,

when those baselines are separated by more than the primary beam size in the

uv-plane the correlation becomes negligible. I therefore approximate Cs
beam as

a diagonal matrix, i.e. for a redundant array I ignore the correlation with all

other baselines. Beam modelling errors contribute an additional ∼ 0.5 Jy2 to the

data covariance matrix. The total data covariance matrix, however, is still very

non-diagonal. This prevents the provision of a simple analytic expression of the

CRLB, because it depends highly on array lay-out.

7.5.2 Redundant Calibration Errors

I compute the variance for the absolute gain CG in the same way as I did for

sky based calibration errors, except now I only solve for 1 gain parameter, i.e.

the absolute gain amplitude. Byrne et al. (2019) show that the error budget for

absolute calibration errors is dominated by the absolute gain amplitude, so this

is a fairly safe approximation. I assume the same errors, i.e. sky and beam model

based errors, and model signal.

To compute the covariance of relative calibration errors Ch I use a similar

expression for the signal model, however, I now include sources of all fluxes for

the modelled sky r.m.s. In practice, we only consider sources beyond the confu-

sion limit and hence going down to Smin = 1 mJy suffices. This translates into

practically the same sky brightness of 30 Jy. Unlike sky based calibration re-
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dundant calibration solves for N gain parameters + M redundant visibilities. So

α = {gT ,VT}, where V is the vector of unique visibilities. We solve for these

parameters subject to position and beam variations, that contribute ∼ 1.5 Jy2

and ∼ 0.5 Jy2 to the residual covariance matrix, respectively. Apart from the dif-

ferent covariance matrices involved in the computation of the FIM, a significant

difference is the role played by the second term in Equation (7.15). Redundant

calibration also solves for the redundant visibilities themselves that depend on

the sky signal; their covariance is captured in C. Hence, to compute the FIM

for redundant calibration I need to take this second term into account, without

it the FIM is not invertible. The second term is only computed for the elements

in the FIM describing the unique redundant visibilities. The covariance matrix is

proportional to the square of our model signal, hence, I approximate all relevant

entries of ∂Cdata/∂α as 2f−γ0

√
µ2 for α = {VT}.

7.5.3 Comparison of lower bounds

Figure 7.1 shows the CRLB computed for a hexagonal array with an increasingly

larger antenna number for a fixed hexagonal lattice defined by a shortest spacing

of 14 m. I also compute the CRLB for the MWA, two deployment stages of

HERA, and the SKA (Dewdney et al., 2015). However, for simplicity I maintain

an MWA-like FoV of 30◦, fraction of broken antennas of 15%, position error of

2 cm, and sky modelling depth of 100 mJy for all instruments, i.e. these results

are only sensitive to the varying uv-coverage and the total number of antennas for

the different telescopes. For completeness I include a computation of the CRLB

for a thermal noise-only case for both redundant and sky based calibration for

observations with a bandwidth of 40 MHz, integration time of 2 minutes, and

SEFD = 20 · 103 Jy. The results for the different sources of error all scale with

∼ 1/sqrt(Na) and clearly illustrate that indeed these errors are much smaller

than thermal noise (∼ 9 Jy) on a calibration time scale of 2 minutes.

For redundant calibration we see that the error of relative calibration is slightly
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larger than that of absolute calibration. The difference can be explained as fol-

lows. The calibration signal is practically the same for the two calibration steps.

However, even though the sky model error in itself is larger than the total error

of relative calibration, absolute calibration only solves for one parameter and the

CRLB assumes that these errors average down.

The results show that the MWA and both stages of HERA outperform the

hexagonal array. The contribution to the total gain error is almost equal for both

relative and absolute calibration. Hence, the difference between our real telescope

and our hypothetical one can only be explained by the impact of the array lay-out

on absolute calibration. Both HERA and MWA have reduced the redundancy

compared to the hexagonal array. HERA is divided into three rhombuses and

the MWA divides its redundant component over two hexagonal sub-arrays. This

reduces the number of off-diagonal terms in the sky covariance matrix, reducing

the error in the absolute calibration step.

For sky based calibration, we see a similar trend. HERA and MWA out-

perform the hexagonal array reinforcing the idea that reducing the redundancy

improves any sky based approach. Interestingly that does not seem to be the case

for the SKA. The core of the SKA suffers from a large number of similar base-

lines. These baselines have highly correlated sky model errors that potentially

degrade calibration quality. Comparing the errors between redundant calibration

and sky based calibration indicates that the errors for sky based calibration are

half an order of magnitude lower than that of redundant calibration for fiducial

parameters. For the expected sky modelling limits of upcoming surveys with the

MWA (Smin ∼ 10 mJy), this difference becomes even larger.

7.6 Spectral Structure of Gain Errors

The CRLB only gives us an indication of the precision of redundant calibration

and sky based calibration. To truly understand the impact of calibration sys-

tematics on 21-cm PS estimation, we need to understand their accuracy, and the
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Figure 7.1: top left : The standard deviation of the gain errors (square root of the
Cramér-Rao Lower Bound) for Redundant Calibration. In green the error from
the relative calibration step, in orange the errors from the absolute calibration
step, in blue the total error, and the black dashed line indicates the variance due
to a thermal noise of 10 Jy alone in the relative calibration step. top right : The
standard deviation of the gain errors for Sky Based Calibration. In orange the
gain error for sky based calibration with a sky model depth of 100 mJy and the
black dashed line indicates the expected error for thermal noise alone. bottom: A
comparison between errors for redundant calibration (blue), sky based calibration
with a sky model depth of 100 mJy (orange), and a sky model depth of 10 mJy
(green).
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resulting spectral structure of gain errors. To do so I revisit the “averaged” gain

error concept from chapter 6 as an approximation that enables propagation of

error covariance matrices into the PS of residuals after calibration. In the pre-

vious chapter I assumed the gain errors are small, and that the error between

different baselines is uncorrelated. This formed the basis for the “averaged” gain

covariance defined in chapter 6 and repeated here (see Equation 7.18). Instead

of computing the gain per antenna, propagating that forward to a per-baseline

error, and then into the EoR PS, I compute the gain for a particular u-scale in

which several baselines and corresponding antenna gains have been binned. This

averaged gain covariance is defined as

Cg(u, ν, ν ′) =
(f0f

′
0)γ

µ2,m

∑

n

w2(u′n)Cr(u
′
n, ν, ν

′). (7.18)

The weighting function w(un) determines the contribution of uncalibrated mea-

surements at a particular scale u′ to the averaged gain for scale u′. After calibra-

tion, I apply these gain solutions to our data, and subtract off a sky model. In

general, this is the same sky model that is used in sky based calibration. Under

the assumption that the errors on our gain solutions are independent of the sky

model, and residuals at that particular u-scale1, I write the covariance of the cal-

ibrated residuals Cr̂ in terms of the gain error covariance matrix Cg, sky model

covariance matrix Cs
m, and sky residual sky covariance matrix Cs

r as follows

Cr̂ = 2Cg �Cs
m + (1 + 2Cg)�Cs

r. (7.19)

An important difference between sky based calibration and redundant calibration

is the interaction between the various models and residuals. These are discussed

in the next sections.

1Note: although counter-intuitive I made this assumption in Chapter 6 to a) simplify our
expression, and b) because the gain error is sum of errors at different u-scales.
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7.6.1 Sky Based Calibration

For sky based calibration the unmodeled sky and beam errors that make up the

residuals in the averaged gain error, see Equation (7.18), are the same as the

residuals that are left in the data after subtraction in Equation (7.19). The 2D-

PS structure of these residuals before calibration is shown in Figure 6.2. I then

have to assume a weighting function to describe how uncalibrated baselines con-

taminate their calibrated counterparts and appropriately sum over all u-scales

that participate in calibration. I revisit the weighting function used in the previ-

ous chapter and detail our reasoning so we can understand how this might differ

for redundant calibration in the next section.

In chapter 6 I linearised Equation (7.1), and wrote it in matrix form y = Ax.

Here, y contains the ratio between residual and model visibilities, x contains the

linearised gain errors, and A is a matrix that maps each antenna to a baseline. A

solution for the gain error can then be obtained using least squares. The matrix

A−1 contains the weights describing how the residuals in each baseline contribute

to the gain error of each antenna. These weights are on order ∼ 1/(Na − 1),

where Na denotes the number of antennas, Na. To compute the contribution of an

uncalibrated visibility to a calibrated one, I take the baseline weights for each gain

error contained in the rows of A−1 and add them in quadrature. The contents

of this resulting weight matrix reveal, not unsurprisingly, that each calibrated

baseline “sees” the residuals of all baselines formed by the two antennas. I re-

order the rows and columns of the resulting weight matrix according to baseline

length, and bin them into the same bins used in PS estimation. The results can

be reasonably approximated by

w(u) =
1

Na − 1

Nb(u)

Nb(total)
, (7.20)

where Nb(u) is number of baselines in bin u.

For pseudo-random arrays we can indeed safely assume that errors between

different baselines are uncorrelated. This is not necessarily true for redundant
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arrays, as mentioned earlier. Ewall-Wice et al. (2017) investigate the impact of

redundancy on the propagation of errors in sky based calibration and find that

this correlation between baselines has a small impact on scales relevant to the

EoR. Under that assumption I compute the frequency covariance matrix of the

averaged gain error through a weighted sum of the residuals of the calibration

at each baseline bin, and ignore additional correlation between closely spaced

baselines.

7.6.2 Redundant Calibration

I compute the covariance matrix of the relative gain error in the same way as for

sky based calibration. The residual covariance matrix Cr in Equation (7.18) for

relative calibration is given by Cr = Cr
position+Cr

beam. Figure 7.2 shows the 2D-PS

structure of the position error, beam error, and total error covariance matrices for

relative calibration. Both contributions to the relative calibration error contain
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Figure 7.2: Two-dimensional power spectrum structure of the residuals for rela-
tive calibration. Left : The 2D-PS of the position error covariance matrix. Middle:
The 2D-PS of the beam variations error covariance matrix. Right : The 2D-PS of
the sum of the contributions to the total covariance matrix.

a wedge like feature due to the foregrounds on which these non-redundancies are

imprinted. For the position errors the power is concentrated along the edge of

the wedge. This hints on the importance of the size of the primary beam and

additional contamination due to sidelobes that are not included in this analytic
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model. The contribution of beam variations follows a classic wedge like feature,

and contains more power than the position errors.

I only need to find the appropriate weighting w(u) to relate uncalibrated

baselines to their calibrated counterparts in redundant calibration. For simplicity

we choose to adopt the same weighting function as for sky based calibration, the

difference being that now we only consider redundant baselines. Figure 7.3 shows

the calibrated residuals after relative calibration and sky model subtraction for

an array with uniform uv-coverage, and otherwise fiducial MWA parameters.
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Figure 7.3: Residuals in the 21-cm power spectrum after relative calibration
for an array with uniform uv-coverage, and MWA parameters for FoV, position
tolerances and beam variations. Left : Residuals after relative calibration with
position errors. Middle: Residuals after relative calibration with beam variations.
Right : Residuals after relative calibration with both position errors and beam
variations.

The resulting calibration residuals seem very similar to those of sky based cal-

ibration presented in the previous chapter. The 2D-PS shows increased power in

the foreground wedge, and the window contains residual power that was not there

before calibration (see Figure 7.2). A key difference is that the contamination in

the window does not extend as far along the k‖-axis as compared to our previous

sky based results. The introduced power drops off around k‖ ∼ 0.2hMpc−1. The

amount of power introduced into the window seems to be in line with results

from Orosz et al. (2019), however, our analytic model does not capture the same

structure of the contamination. Their simulations indicate contamination at both

the lowest and highest k⊥-modes hinting at a flaw in our weighting function. I
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revisit this issue when I apply our analysis to HERA and the MWA in the next

section.

Absolute calibration can be applied in various ways, and one particular strat-

egy involves solving for the absolute parameters using sky based calibration so-

lutions. Byrne et al. (2019) study the approach where the absolute amplitude

is found by averaging the gain solutions over the different antennas. Naively,

one would expect to compute the covariance matrix of the absolute gain error

by simply summing over the averaged gain covariance matrices of sky based cal-

ibration in each bin, dividing by the number of bins, and then dividing by the

number of antenna gain solutions. The first two operations attempt to capture

spectral structure that is expected to differ per antenna, depending heavily on the

baselines it forms within the array. Central antennas form many short baselines,

whereas remote antennas form many long baselines. The latter division aims to

account for the down averaging of the error over antennas. However, if I take

this proposed gain covariance matrix to compute the residuals after calibration

using Equation (7.19), I find that the residual power in the window is 2 orders

of magnitude lower than the result from Byrne et al. (2019). This indicates that

the absolute gain errors do not average out, and that the covariance matrix of

absolute gain errors is simply a weighted average of the sky based gain errors,

without the down averaging over antennas.

Figure 7.4 shows the residual power in the contamination along a 1D-slice

at k⊥ = 2 · 10−2 hMpc−1 in the 2D-PS due an absolute gain error applied to a

baseline of 7 m. The results globally show similar structure to those presented by

Byrne et al. (2019). However, the amplitude of the residual power presented here

for the error due to sky modelling drops off faster around the k‖ = 0.1hMpc−1

mode and is half an order of magnitude lower. Although I adopt similar sky

modelling parameters, this analytic model lacks sidelobe response. Artificially

increasing the size of the FoV, or changing the scaling factor ε that re-scales a

Gaussian beam to the main lobe of an Airy beam increases contaminating power.
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Figure 7.4: Residuals in the 21-cm power spectrum at k⊥ = 2 ·10−2 hMpc−1 after
absolute calibration for an array with uniform uv-coverage, and MWA parameters
for the FoV, sky modelling errors, and beam modelling tolerances. Left : Residuals
after absolute calibration with sky modelling errors. Middle: Residuals after
absolute calibration with beam modelling errors. Right : Residuals after absolute
calibration with both sky and beam modelling errors. The black line is a fiducial
EoR model from Mesinger (2016).

This indicates that the lack of sidelobes explains the difference in resulting power,

and indicates a weakness in this analytic model.

The analytic results presented here broadly align with simulations from (Orosz

et al., 2019) and (Byrne et al., 2019). Although there are some difference in the

structure or the amplitude of the expected contamination, the analytic model

reproduces results from detailed simulations fairly well. These differences are

not too surprising as this model does not describe the complexities of sidelobe

structure in the antenna response, and the exact mapping of antennas to baselines.

With a description for both absolute and relative calibration errors I now have all

the ingredients to compare redundant calibration to sky based calibration, and

the next section discusses the results when the analytic model is applied to both

HERA and the MWA.

7.6.3 Comparing Power Spectrum Contamination

I use the above recipes to compute the expected level of contamination in the

21-cm PS due to calibration errors. The previous results in this chapter assumed

an unrealistic uniform uv-coverage. In this section I adopt the design antenna po-

144



sitions of HERA-128 and deployed antenna positions of MWA Phase II compact,

both having 128 antennas, to compute their uv-coverage. For the MWA I adopt

the same modelling, and deployment parameters as mentioned before. The same

parameters are adopted for HERA, except for the diameter of the aperture. This

is changed to match the diameter D = 14 m of the HERA dishes. Figures 7.5 and

7.6 show the results for MWA Phase II Compact and HERA-128, respectively.

The contours denote ratios between residual power and the fiducial EoR signal

discussed in the previous chapter.
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Figure 7.5: Expected levels of contamination in the 21-cm EoR PS due to resid-
uals of calibration models for MWA Phase II Compact. top: residuals due to sky
based calibration. bottom: Residuals due to redundant based calibration, includ-
ing both relative and absolute calibration. Overlayed are ratios between residuals
and a fiducial signal, where the residuals have 1, 10, 102 times more power than
the fiducial signal. For the MWA it seems that the amount of contamination for
current modelling and array deployment parameters is comparable.

For the MWA the results are reminiscent of those presented in the previous

chapter. Although, for both redundant and sky based calibration the extent of

contamination in the window along the k‖ is significantly reduced as compared to
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those earlier results. These changes can be attributed to a change in the sky model

depth. Although there is some difference in the structure of the contamination

in the window, overall the level and the behaviour of the contamination is very

similar between the two calibration methods. Errors in both redundant and sky

based calibration reduce the usable region of the power spectrum to lie beyond

k‖ ∼ 2× 10−1 hMpc−1.
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Figure 7.6: Expected levels of contamination in the 21-cm EoR PS due to resid-
uals to calibration models for HERA-128. top: residuals due to sky based cali-
bration. bottom: Residuals due to redundant based calibration, including both
relative and absolute calibration. Overlayed are ratios between residuals and a
fiducial signal, where the residuals have 1, 10, 102 times more power than the
fiducial signal. I have omitted contour labels because of their strong overlap.

146



HERA-128, has a comparable number of baselines. However, it differs in uv-

coverage and its FoV is 3 times smaller. Overall the wedge for HERA has less

power and a lower inclination angle that can both be explained by the small FoV.

Contamination in the window is practically absent, apart from contamination

due to the first sidelobe of the Blackman-Harris window applied along the fre-

quency direction. This clearly highlights the limitations of our analytic model,

in particular our approximation of the beam response with a Gaussian function.

7.7 Discussion

I have presented two analyses of the impact of errors during calibration. The first

set of results studies the precision of calibration through the CRLB. The variances

presented here may not be representative, because the error contributions, apart

from the thermal noise, are not truly Gaussian distributed with a zero mean. The

visibility contribution from unmodelled foregrounds is known not to be Gaussian

distributed (Ollier et al., 2017). The contribution from beam modelling errors are

most likely not Gaussian, and certainly do not have a zero mean. Residuals due

to positioning errors are potentially Gaussian distributed. Our approximation in

Equation (7.14) shows that actual antenna deployment errors translate linearly

into a visibility error. Calibration is therefore subject to errors with distributions

that bias the calibration solutions. A more appropriate analysis of the errors

in calibration comes through the biased CRLB (Barrett & Myers, 2004). Its

drawback is that an expression for the bias needs to be derived in the first place.

This is not a trivial task.

The CRLB on the other hand provides a simple and straightforward way to

propagate errors under the assumption of a model and provides an indication

of the performance of different calibration strategies. The results presented in

this chapter indicate that redundant calibration is limited by the relative calibra-

tion step. This comes as a mild surprise because the visibility errors involved in

relative calibration are smaller in amplitude than for sky model calibration. In ad-
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dition the errors in sky based calibration are highly correlated between redundant

baselines. This indicates that the smaller number of parameters estimated using

sky based calibration offsets the lack of an accurate sky model. However, in ny

analysis I did not include a description of diffuse foregrounds. These foregrounds

contain significant power on baselines relevant for EoR science, and including

those would provide a more realistic prediction of calibration precision.

The CRLB indicates that sky based calibration outperforms redundancy based

calibration by half an order of magnitude. Sky based calibration has a historical

advantage over redundancy based calibration. The fiducial modelling parameters

I adopted are the result of more than half a decade of work on the modelling

of foregrounds in the Southern sky for the MWA (Carroll et al., 2016; Offringa

et al., 2016; Hurley-Walker et al., 2017). The upcoming GaLactic and Extra-

galactic All-sky MWA Extended Survey (GLEAM-X)2 and Long Baseline Epoch

of Reionisation Survey (LoBES) that use the enhanced imaging capabilities of the

extended configuration of MWA Phase II (Wayth et al., 2018) will continue to

provide improvements. Similarly, modelling of the beams of MWA-tiles informed

by measurements (Neben et al., 2015; Line et al., 2018) or through advanced

electromagnetic simulations (Sokolowski et al., 2017) continue to provide more

accurate beam models. These developments signify a difference in the improve-

ments that can be made to sky and redundancy based calibration. Sky and

instrument models can be improved through measurements, detailed modelling

and arrays expansions. However, there is a limit to the precision at which arrays

can be deployed with redundancy. Hence, augmentations to redundant calibra-

tion as proposed by Liu et al. (2010) or alternative paths to combine redundant

and sky based information proposed by Sievers (2017) are an unavoidable path

forward.

Although precision gives an estimate on the performance of different cali-

bration strategies, accuracy is what stands in the way between us and a detec-

2http://www.mwatelescope.org/gleam-x
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tion of the 21-cm signal. In particular, bias with spectral structure introduces

contamination in an otherwise pristine EoR window. To compute the expected

contamination for fiducial array deployment, and sky and instrument modelling

parameters I made simplifying assumptions resulting in the 2D-PS presented in

Figures 7.5 and 7.6. Those results show that the MWA suffers more from calibra-

tion errors than HERA. The contour lines indicate ratios between the computed

residuals and a fiducial EoR signal. Close to the wedge the contours indicate that

the residuals have 100 times more power than the signal and it is only around

k‖ = 0.2hMpc−1 that the residuals drop off in power to equal our EoR model

signal. This severely reduces the usable region in the window because the con-

tamination in these modes does not average down.

In stark contrast, the results for HERA indicate it is completely robust against

calibration errors. Even if I adopt extreme position errors or a higher fraction

of broken elements, the results do not change drastically. The planned 128 ele-

ment deployment of HERA has the same number of antennas as MWA Phase II

compact, yet covers a more compact region of the uv-plane than MWA phase II.

The latter reduces contamination from long baselines that contain most of the

spectral structure (Ewall-Wice et al., 2017). However, a major difference with

the MWA it is the narrow FoV of the HERA dishes. The narrow FoV offers

some suppression of contamination due to either sky based or redundancy based

calibration. However, the lack of any contamination presented here indicate that

our results in general are too optimistic.

There are some improvements that can be made to the analytic model. The

Gaussian beam approximation strongly suppresses any horizon response. This

completely ignores the sidelobe response in real instruments that covers an ad-

ditional portion of the sky. Modelling the main lobe alone captures only part of

the contamination. For the MWA the large main lobe introduces enough spec-

tral structure that it appears in our calibrated residuals. However, the Gaussian

approximation seems to break down completely for narrow FoVs for instruments
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such as HERA. Orosz et al. (2019) model the HERA beam with an Airy beam

which has non-negligible sidelobe response, as they find that a Gaussian unreal-

istically suppresses the foreground wedge. Including a more realistic yet analyti-

cally solvable beam model would significantly improve these results.

Additionally, a more accurate weight function could be devised to approxi-

mate the contamination introduced from uncalibrated baselines into their cali-

brated counterparts. To find an approximation for the weighting function I could

consider the lincal algorithm from Liu et al. (2010) and its explicit solution

in matrix form y = Ax from Li et al. (2018). Studying its properties follow-

ing similar steps as in Chapter 6 could provide the insight that enables a more

accurate weight function for redundant calibration. Despite these necessary im-

provements, the overall framework seems very suitable to study the propagation

of errors if analytic expressions for those errors exist. Together with simulations

and real data, these analytic models provide us with the deep understanding of

the obstacles we need to overcome in our efforts to detect the elusive EoR signal.

7.8 Conclusions

In this chapter I aimed to investigate the limitations of redundant and sky based

calibration. I computed both the CRLB and 21-cm PS contamination due to

errors in the calibration model. Redundant calibration is primarily limited by

relative calibration due to the position precision during array deployment, and

variations in the antenna response. Sky based calibration is limited by sky and

beam modelling errors. Both the CRLB and the expected PS contamination in-

dicate that in wide-field arrays sky based calibration is marginally more robust

against calibration errors. Additionally, sky and beam models can be improved,

albeit with significant effort. Non-redundancies on the other hand are inher-

ently built into the the array. Design choices that mitigate non-redundancies are

therefore crucial. However, even more important is the development of hybrid

calibration methods that employ both redundancy and sky based information.
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Chapter 8
Summary and Conclusions

The Epoch of Reionisation (EoR) holds the key to understanding the transition

from a structureless Early Universe into the diverse and structured Universe we

live in today. The redshifted 21-cm line from neutral hydrogen provides us with

a direct probe into the state of the intergalactic medium (IGM) during the EoR,

and enables us to study both astrophysics and cosmology at the same time. In the

absence of extremely large telescopes that provide us with the ability to directly

image the 3-dimensional structure of the IGM through cosmic time, we rely on

the 21-cm power spectrum (PS). This enables us to further constrain astrophys-

ical and cosmological parameters, and shed light on a poorly studied time in the

history of the Universe. The 21-cm PS is an extremely powerful tool for a statis-

tical detection of the redshifted hydrogen signal. It provides increased sensitivity

compared to direct imaging, while retaining information about the spatial struc-

ture of the signal. However, the extreme dynamic range of the EoR experiment,

with foregrounds being 5-6 orders of magnitude brighter than the EoR signal,

puts stringent requirements on the amount of control we need to exert on the

systematics that plague the experiment. In this thesis I investigated the limits

of current calibration techniques subject to realistic systematics based on current

experience with the latest generation of low frequency radio interferometers.
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8.1 Position Errors in Redundant Calibration

The most common form of antenna gain calibration is the sky based calibra-

tion method. However, we now understand that performing calibration in the

absence of a complete sky model imprints spectral structure onto the antenna

gain solutions that leads to contamination in the 21-cm PS. Redundant calibra-

tion aims to provide an alternative to sky based calibration in the absence of a

complete model for the foreground sky through so-called relative calibration. By

sacrificing instantaneous uv-coverage, we can oversample certain Fourier modes

through a regular array lay-out. This oversampling enables us to calibrate a radio

interferometer without the need for a sky model. However, building a perfectly

redundant telescope is impossible. In Chapter 5 I investigated the impact of posi-

tion errors on relative calibration algorithms and their ability to reliably constrain

the antenna gains. I discussed the results of simulations of relative calibration of

the hexagonal substations of the Murchison Widefield Array (MWA) where the

tiles are displaced with positions errors similar to the actual displacements in the

deployment of MWA phase II. The simulations showed that bright radio sources

exacerbate the errors introduced by position errors, and that relative calibration

performs optimally when bright sources are located at the pointing centre or in

regions on the sky that are suppressed by the primary beam response. I also found

that calibrating on the same bright source alone with a sky based approach results

in less precise and accurate gain solutions. The results highlighted the impor-

tance to understand the sky modelling depths, and array deployment tolerances

at which redundancy based calibration outperforms sky based calibration and

vice versa.

8.2 Beam Variation in Sky Based Calibration

In Chapter 6 I investigated the impact of beam variations in the MWA on sky

based calibration methods. The MWA tiles are built out of 16 dipoles arranged
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on a 4×4 grid, and these dipoles can fail over time. I collated data on the number

of broken dipoles in the MWA over the course of its lifetime since 2013, and found

that the number of tiles with at least one broken dipole varies between 15% to

40%. Based on these results I developed an analytic framework that models

the impact of the introduced error when the change in response is not properly

taken into account, and translates that into contamination in the 21-cm PS after

calibration. After confirming that this framework reproduced work from both

earlier simulations and theory, I estimated the expected additional contamination

due to beam modelling errors in the MWA. A median value for the fraction of

broken tiles translated into 30% of the data having non-ideal beams. The results

showed that under these circumstances ∼ 103 mK2 h−3Mpc−3 of additional power

is added into the EoR window. This is 3 orders of magnitude lower than the

current lowest limits, however, it still poses a challenge to the success of the

EoR experiment as it limits the amount of usable information in the PS. This

contamination is most likely our next limiting factor in the EoR experiment, and

motivates further quantification of beam variation through in-situ measurements.

8.3 Comparing Redundant and Sky Based Cal-

ibration

In Chapter 7 I tied the results from the two earlier chapters together by pro-

viding a comparison between redundant and sky based calibration. I revisited

the Cramér-Rao Lower Bound (CRLB) and the analytic framework to estimate

power spectrum contamination. This chapter presented a derivation of the co-

variance matrix describing the residuals due to position errors, and discussed

the beam variations covariance matrix in context of redundant calibration. The

covariance matrices feed into the CRLB for relative calibration, absolute calibra-

tion, and sky based calibration. In the limit of extremely large regular arrays,

the CRLB showed that sky based calibration outperforms redundant calibration
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for fiducial sky modelling limits, and instrument deployment tolerances of the

MWA. However, at best the CRLB provides an estimate of the precision of the

different calibration strategies. For the EoR experiment accuracy, in particular

spectral accuracy is crucial to its success. It is well known that spectral structure

introduces contamination that biases a detection of the 21-cm PS signal. I re-

purposed the analytic framework from Chapter 6, and employed the covariance

matrices that describe sky modelling errors, beam modelling errors, and antenna

position errors to compute the spectral structure of the residuals after redundant

and sky based calibration. The results showed that for the MWA errors in redun-

dant calibration marginally contaminate more modes than sky based calibration.

However, when the model was applied to the Hydrogen Epoch of Reionisation

Array (HERA) it indicated that contamination is completely absent. This high-

lighted a flaw in the Gaussian beam model chosen in Chapters 6 and 7. Although

a Gaussian beam describes the main lobe of the beam response fairly well, it

lacks sidelobe response. This implies that the framework presented in this thesis

underestimates contamination due to calibration. This became evident when I

attempted to model the narrow Field of View (FoV) of HERA. The issue can

be fairly easily resolved using an Airy function that contains moderate sidelobes,

and was used successfully in earlier studies. The results do reiterate a few key

points.

• For current sky modelling limits, antenna position precision, and antenna

failure rates, sky based and redundancy based calibration seem to introduce

contamination on similar levels.

• For redundancy based calibration, beam variations provide most of the

contamination.

• The results reinforce the idea that narrow FoV arrays are most robust

against calibration errors.

• Finally, the comparable errors in the MWA motivate the development of
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calibration avenues that employ both redundancy and sky based informa-

tion.

8.4 Conclusion and Outlook

Redundancy based and sky based methods provide alternative yet complimen-

tary avenues to calibrate radio interferometric data. At current modelling and

deployment parameters for MWA Phase II we expect the calibration error and

subsequent power spectrum contamination to be on comparable levels for sky

based and redundant calibration. However, this is subject to a few conditions.

Redundant calibration performs best in the absence of bright radio sources or

when those source are located at phase center. This implies that for the MWA

redundant calibration is particularly suited for the EoR0 field, and less so for

EoR1 containing Fornax A, and EoR2 that neighbours the Galactic Plane. Sky

based calibration outperforms redundancy based calibration in the presence of

bright sources, subject to accurate modelling of those sources.

The analytic framework presented in this thesis can be improved with some

simple adjustments that could dramatically improve its performance. Inclusion

of an Airy beam that describes non-negligible sidelobe response enables the prop-

agation of additional and realistic spectral structure. Improving the weighting

function to capture the contribution from various baselines to calibration er-

rors more accurately enables a more reliable prediction of the contamination of

relevant power spectrum modes. Finally, a full baseline-frequency covariance

treatment and propagation into PS-space enables a derivation of a simple scal-

ing relationship that directly translates modelling and deployment errors into PS

contamination.

Combining analytic frameworks, with detailed simulations and real telescope

data provides the deepest insights into the limitations that prevents us from de-

tecting a signal from the reionisation epoch. Real data provides us with the prob-

lems, simulations and analytic analysis provide models to enable us to reliably
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predict contamination and interpret the observed contamination. The results in

this thesis further motivate the development of diffuse models for Galactic emis-

sion and large extended sources, and work to understand the behaviour of the

antennas after deployment. These steps are crucial in an effort to improve our

ability to use sky models for calibration. It is intrinsically hard to improve the

redundancy of the array. One can reasonably expect errors in the placements of

antennas at 1% of the element size, and work in this thesis demonstrates that

centimetre precision has the potential to ruin a signal detection. Similarly, enforc-

ing uniformity in the antenna responses of the array is incredibly difficult in the

harsh remote locations that host our instruments. Accurate flagging of elements

at a daily cadence is required to be able to isolate data that are corrupted, for

both sky and redundancy based calibration. However, the most promising avenue

forward is an approach that incorporates both sky and redundancy based infor-

mation. Approaches that account for non-redundancies have been put forward

and the next steps are to implement, test and quantify their performance.

8.5 Closing Remarks

The EoR experiment is extremely challenging. We now have over half a decade

of experience with the latest generation of radio interferometers, and staggering

amounts of data. Unlike the mathematics and analytic calculations presented

in this thesis the real world and its data are truly messy. The mess provides

challenges we can tackle from many avenues, and with the construction date of

the Square Kilometre Array coming closer than ever, we can expect many more

petabytes of exciting mess ahead. I hope that this thesis and the work presented

here will prove to be useful while we try and make sense of the mess and the

beautiful Universe we live in.
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Appendix A
Circumventing Phase Wrapping in

Redundant Calibration

This Appendix is a reproduction of the appendix in Joseph, R. C., Trott, C.

M. and Wayth, R.B., ‘The Bias and Uncertainty of Redundant and Sky-Based

Calibration under Realistic Sky and Telescope Conditions’, 2018, The Astronomi-

cal Journal, 156, 285, https://doi.org/10.3847/1538-3881/aaec0b. It differs

from the original due to minor alterations, e.g. referencing to earlier chapters to

ensure consistency within this thesis.

A.1 The Multi-Frequency Implementation

Redundant calibration is typically presented on a channel-by-channel basis in con-

trast with standard model based calibration schemes that operate over a range of

frequencies. The multi frequency approach uses all of the information available

in other frequency channels. In this section we will discuss the multi-frequency

implementation of logcal, allowing it to benefit from the multi-frequency in-

formation available in radio interferometry data. Another motivation is that a

multi-frequency implementation has the prospect of resolving the phase wrap-

ping problem. Earlier, we described that phase wrapping occurs when a specific
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baseline u observes a source on a specific coordinate l = 1/2u, the phase becomes

ill-defined at this point. That same baseline should measure a defined phase when

observing that same source at a different frequency. This property has motivated

us to extend the classical redundant calibration framework by solving for the gain

and visibilities simultaneously at different frequency channels. We will assume

that the gain is the same at those frequencies, as a first order approximation, but

the visibilities are different.

We extend Equation 3.21, by stacking the measurement vectors at different fre-

quencies and adding the visibilities from the additional frequency channels. We

then construct the matrix accordingly by realizing that A can be split into two

components:

Ag =




−0 1 0 0 0

0 −1 1 0 0

0 0 −1 1 0

0 0 0 −1 1

−1 0 1 0 0

0 −1 0 1 0

0 0 −1 0 0




Av =




1 0

1 0

1 0

1 0

0 1

0 1

0 1




, (A.1)

where Ag maps the gains onto the measurements and Av maps the visibilities

onto the measurements. We can construct a multi frequency matrix combining

Ag and Av, e.g. for a two-channel solutions estimation.

A =


Ag Av 0

Ag 0 Av


 (A.2)

Using this extended version of redundant calibration we return to the 5-element

interferometer, while varying the number of channels involved to calibrate our

antennas. Figure A.1 shows the results when we attempt to calibrate 5 antennas

using 2 frequency channels spaced around the actual frequency channel we are
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interested in. We observe a significant change in the structure of the variance of

the phase solutions. The peaks around the phase wrapping points have severely

decreased in width. However, it has not resolved the the phase wrapping point,

which was the aim of this multi frequency implementation.

To understand why a multi frequency extension of redundant calibration does

not solve the problems immediately we have to return to Equation 3.21. The ma-

trix [ATA]−1AT mixes the phase wrapping and the non-phase wrapping chan-

nels into the calibration solutions. Although adding extra frequency channels

does adds another set of constraints to the calibration solutions, the solutions

do no escape the impact of the phase wrapping channel. Adding more channels

therefore would decrease variance, but not resolve a phase wrapping point. To

really resolve phase wrapping in redundant calibration we require the inclusion

of knowledge of the sky.

Figure A.1: From left to right: the amplitude gain, the phase gain solutions for a
single antenna in an ideal 5 element interferometer, the visibility amplitude and
the visibility phase for one of the two redundant groups as a function of strong
source position l. The dark blue line represents the mean of the solutions, the
shaded blue area indicates the 1-sigma solutions variance. The amplitude solution
variance inversely follows the shape of the beam, i.e. the variance increases when
the beam response decreases. The mean of the phase solutions generally fluctuates
around φ = 0 and deviates along with the variance at so-called phase wrapping
points, which are further explained in the text. The additional position offset,
which causes a phase offset from the ideal redundant phase, is absorbed into the
solutions causing a slope.
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Appendix B
The Covariance Matrix of Beam

Modelling Errors

This appendix is a reproduction of the appendix in Ronniy C Joseph, C M

Trott, R B Wayth, A Nasirudin, Calibration and 21-cm power spectrum esti-

mation in the presence of antenna beam variations, Monthly Notices of the Royal

Astronomical Society”, Volume 492, Issue 2, February 2020, Pages 2017-2028,

https://doi.org/10.1093/mnras/stz3375. It differs from the origin form due

to minor alternations, such a referencing to earlier chapters to enhance the flow

of this thesis.

B.1 Propagating Covariance Matrices to Power

Spectrum space

In this paper we derive covariance matrices that describe residuals in PS space.

However, we are interested in the structures of residuals in PS space (u, η). Nor-

mally, we apply a frequency taper Γ to our data before Fourier Transforming our

data. To compute the covariance in PS space we use the following transformation:

C̃ = F†Γ(ν)CΓ(ν ′)F. (B.1)
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In this work we use a Blackmann-Harris function as a taper. Despite perform-

ing extremely well at surpressing sidelobes in PS space. It still has a non-neglible

sidelobe within the EoR window, see Figure 6.2. This window function is also

used in current MWA EoR pipelines.

B.2 The General Beam Covariance Matrix

Starting from equation (6.18) we can write out the cross-terms in the covariance

matrix Cij.

Cij = bpb
′∗
q e
−2πi(u·lp−u′·lq) ×

(
b∗pb
′
qCov[δIp, δI

′
q]

+ b∗pCov[δIp, δb
′∗
q I
′
q] + b∗pCov[δIp, δb

′∗
q δI

′
q]

+ b′qCov[δb∗pIp, δI
′
q] + Cov[δb∗pIp, δb

′∗
q I
′
q]

+ Cov[δb∗pIp, δb
′∗
q δI

′
q] + b′qCov[δb∗pδIp, δI

′
q]

+ Cov[δb∗pδIp, δb
′∗
q I
′
q] + Cov[δb∗pδIp, δb

′∗
q δI

′
q]
)

(B.2)

Using the formal definition of the covariance and the properties of the mod-

elled component of the stochastic sky I, the unmodelled component of the sky

δI, and our beam perturbations δb, i.e. the the sources that contribute to the

intensity about the noise level are independent of the unmodelled sources. So we

can further write out equation (B.2).

The first term results into the unmodelled sky covariance matrix Csky in equa-

tion (6.11). The second term becomes zero, because we can separate the averages

over the modelled sky, the unmodelled sky, and the beam perturbation, that then

cancel each other out.

b∗pCov[δIp, δb
′∗
q I
′
q] = b∗p

(
〈δIpδb′∗q I ′q〉 − 〈δIp〉〈δb′∗q I ′q〉

)

= b∗p

(
〈δIp〉〈δb′∗q 〉〈I ′q〉 − 〈δIp〉〈δb′∗q 〉〈I ′q〉

)

= 0

(B.3)
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The third term is describes a contribution to the modified sky noise, because

the shape of the beam has been changed by a perturbation

b∗pCov[δIp, δb
′∗
q δI

′
q] = b∗p

(
〈δIpδb′∗q δI ′q〉 − 〈δIp〉〈δb′∗q δI ′q〉

)

= b∗p〈δb′∗q 〉Cov[δIp, δI
′
q]

(B.4)

The fourth term becomes zero similarly to the second term.

b′qCov[δb∗pIp, δI
′
q] = 0 (B.5)

The fifth term describes the covariance between different parts of the beam,

i.e. a beam perturbation in generally changes large portions of the beam, this

couples different parts of the sky.

Cov[δb∗pIp, δb
′∗
q I
′
q] = 〈δb∗pδb

′

q〉Cov[Ip, I
′
p] + 〈Ip〉〈Iq〉Cov[δb∗p, δb

′∗
q ] (B.6)

The sixth term describes can also be rewritten as the covariance between

different parts of the beam

Cov[δb∗pIp, δb
′∗
q δI

′
q] = 〈Ip〉〈δI ′q〉Cov[δb∗p, δb

′∗
q ] (B.7)

The seventh term describes the modification to the sky noise due the pertur-

bation of first frequency

b′qCov[δb∗pδIp, δI
′
q] = 〈δb∗p〉b′∗q Cov[δIp, δI

′
q] (B.8)

The eight’ term describes the added covariance due the beam perturbations,

similarly to the sixth term.

Cov[δb∗pδIp, δb
′∗
q I
′
q] = 〈δIp〉〈I ′q〉Cov[δb∗p, δb

′∗
q ] (B.9)

And finally the last term, similarly to the fift term, describes the added co-
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variance due to different parts of the beam and how it couples different parts of

the unmodelled sky together.

Cov[δb∗pδIp, δb
′∗
q I
′
q] = 〈δb∗pδb

′

q〉Cov[δIp, δI
′
q]

+ 〈δIp〉〈δI ′q〉Cov[δb∗p, δb
′∗
q ]

(B.10)

This leaves us with 6 additional terms on top of the well understood unmod-

elled sky noise.

Cij = bpb
′∗
q e
−2πi(u·lp−u′·lq) ×

(
〈δb∗pδb

′

q〉Cov[Ip, I
′
q]

+ (b∗pb
′
q + b∗p〈δb′∗q 〉+ 〈δb∗p〉b′∗q + 〈δb∗pδb

′

q〉)Cov[δIp, δI
′
q]

+ (〈Ip〉〈I ′q〉+ 〈Ip〉〈δI ′q〉+ 〈δIp〉〈I ′q〉+ 〈δIp〉〈δI ′q〉)Cov[δb∗p, δb
′∗
q ]
)

(B.11)

B.3 Beam Variations due to Missing Dipoles

First we need to compute the averaged beam perturbation 〈δb(l, ν)〉 and the av-

eraged product of perturbations 〈δb(l, ν)b(l′, ν ′)〉. We can calculate the averaged

beam perturbation by simply averaging over the 16 different beam perturbations,

in equation (6.26). Although it is possible to write a single expression for these

averages using the geometry of a square MWA tile, however, when we Fourier

transform this we will end up with a sum over the different broken dipole re-

alisations. Hence, we keep this simple formulation that describes a general tile

lay-out.

〈δb(l, ν)〉 = − 1

N2
bd

N∑

n=1

e−2πixn·l/λ (B.12)

We can calculate the averaged product of beam perturbations at different

frequencies in a similar fashion.
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〈δb(l, ν)δb∗(l′, ν ′)〉 =
1

N3
bd(l, ν)b∗d(l′, ν ′)

N∑

n=1

e2πixn·l/λe2πixn·l′/λ′

=
1

N3
bd(l, ν)b∗d(l′, ν ′)

N∑

n=1

e−2πixn·(l/λ−l′/λ′)

(B.13)

Combining equations (B.12), (B.13), and (6.22), we get:

Cbeam = CA −CB −CC + CD −CE (B.14)

where all individual covariance components are given by

CA = (µ2,m + µ2,r) (f0f
′
0)
−γ
∫ 〈

δb∗(l, ν)δb(l, ν ′)
〉
b(l, ν)b∗(l, ν ′)

× e−2πi(u−u′)·ld2l

CB = µ2,r (f0f
′
0)
−γ
∫
b∗(l, ν)〈δb′∗(l, ν ′)〉b(l, ν)b∗(l, ν ′)

× e−2πi(u−u′)·ld2l

CC = µ2,r (f0f
′
0)
−γ
∫
〈δb∗(l, ν)〉b′∗(l, ν ′)b(l, ν)b∗(l, ν ′)

× e−2πi(u−u′)·ld2l

CD = (µ1,m + µ1,r)
2 (f0f

′
0)
−γ
∫∫
〈δb∗(l, ν)δb(l, ν ′)

〉

× b(l, ν)b∗(l′, ν ′)e−2πi(u·l−u′·l′)d2ld2l′

CE = (µ1,m + µ1,r)
2 (f0f

′
0)
−γ
∫∫
〈δb∗(l, ν)〉〈δb(l, ν ′)

〉

× b(l, ν)b∗(l′, ν ′)e−2πi(u·l−u′·l′)d2ld2l′.

(B.15)

This leaves us with 6 integrals to solve. We combine the covariance terms

A − D in equation (B.15) with (B.12 ) and (B.13), and write the product of

beams, into one single Gaussian. This enables us to use the Hankel transform for

each broken dipole realisation.
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CA =
2πΣ2

A(µ2,m + µ2,r) (f0f
′
0)−γ

N3
×

N∑

n=0

exp
(
− 2π2Σ2

A|u− u′ + xn(1/λ− 1/λ′)|2
)

CB = −2πΣ2
Bµ2,r (f0f

′
0)−γ

N2

N∑

n=0

exp
(
− 2π2Σ2

B|u− u′ + xn/λ
′|2
)

CC = −2πΣ2
Cµ2,r (f0f

′
0)−γ

N2

N∑

n=0

exp
(
− 2π2Σ2

C |u− u′ + xn/λ|2)

(B.16)

Here we define:

Σ2
A =

σ2σ′2σ2
dσ
′2
d

σ′2σ2
dσ
′2
d + σ2σ2

dσ
′2
d + σ2σ′2σ2

d + σ2σ′2σ′2d

Σ2
B =

σ2σ′2σ′2d
2σ′2σ′2d + σ2σ′2d + σ2σ′2

Σ2
C =

σ2σ′2σ2
d

σ′2σ2
d + 2σ2σ2

d + σ2σ′2

(B.17)

The 4th and fifth integral require us keep the primed and unprimed coordi-

nates separate, we then solve the integrals separately using the same procedure.

Rewrite all beams that observe the same sky, either l or l′ into a single Gaus-

sian and perform two Hankel transforms one over the unprimed and one over the

primed coordinates..
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CD = (µ1,m + µ1,r)
2 (f0f

′
0)
−γ 2πΣ2

DΣ′2D
N3

×
N∑

n=0

exp
(
− 2π2Σ2

D|u− xn/λ|2) exp
(
− 2π2Σ′2D|u′ − xn/λ

′|2)

CE = (µ1,m + µ1,r)
2 (f0f

′
0)
−γ 2π2ΣDΣ′D

N4

×
( N∑

n=0

exp
(
− 2π2Σ2

D|u− xn/λ|2)
)

×
( N∑

n=0

exp
(
− 2π2Σ′2D|u′ − xn/λ

′|2)
)

(B.18)

Where

Σ2
D =

σ2σ2
d

σ2 + σ2
d

(B.19)

These 6 terms together, effectively averaging the error over 16 dipoles form

the covariance for a single baseline between different frequencies. It quantifies

the error and how this is error is correlated.

B.4 Linearised Gain Error Covariance Matrix

Starting from the definition of covariance we compute 〈r̂r̂′〉 and 〈r̂〉〈r̂′〉 to form the

residual covariance matrix. Taking Equation (6.34 we can work out the averaged

product assuming the gain error δg is independent from both m and r within

the same u-bin. This is strictly not true, but because the gain error is a linear

combination of several independent u-bins this is a reasonable approximation.

〈r̂r̂′〉 = 〈(δg + δg∗)(δg′ + δg∗′)〉〈mm∗′〉

− 〈(δg + δg∗)(1− δg′ − δg∗′)〉〈m〉〈r∗′〉

− 〈(1− δg − δg∗)(δg′ + δg∗′)〉〈m∗′〉〈m〉

+ 〈(1− δg − δg∗)(1− δg′ − δg∗′)〉〈rr∗′〉

(B.20)
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The product of averages is fairly straight forward to compute, when we combine

both to get the covariance we notice that many terms will drop out leaving us

with

Cr̂ = 〈(δg + δg∗)(δg′ + δg∗′)〉〈mm∗′〉

− 〈(δg + δg∗)〉〈(δg′ + δg∗′)〉〈m〉〈m∗′〉

+ 〈(1− δg − δg∗)(1− δg′ − δg∗′)〉〈rr∗′〉

− 〈(1− δg − δg∗)〉〈(1− δg′ − δg∗′)〉〈r〉〈r∗′〉

(B.21)

This expression looks fairly similar to the product of gain covariance Cg with

either the model covariance Cm or the residual covariance Cr. Because the mean

model visibilities 〈m〉 integrate to zero at u scales beyond the diameter of a tile,

and similarly for the residuals 〈r〉 we can all terms that contain these means.

Following a similar argument we can say that Cg ∼ 〈δgδg′〉, Cm ∼ 〈δmδm′〉, and

Cr ∼ 〈δrδr′〉. Assuming the gain errors from two antennas are independent we

can write 2Cg = 〈(δg + δg′)(δg + δg′)∗
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Appendix C
The Covariance Matrix of

Non-Redundant Errors

In this appendix we discuss the details over the derivation of the covariance

matrices that describe the errors during redundant calibration.

C.1 The Covariance Matrix of Non-Redundant

Errors

To derive the covariance matrix of non-redundancies, e.g. position errors and

beam perturbations, we start by perturbing the general visibility equation with

a beam perturbation δb and a position perturbation δu.

V (u, ν) =

∫
Ib
(
b+ δb)∗ × e−2πi(u+δu)·l d2l. (C.1)

We then linearise the exponential around u

V (u, ν) =

∫
Ib
(
b+ δb)∗(1− 2πiδu · l) × e−2πiu·l d2l. (C.2)

If we expand this and ignore higher order terms that contain both the posi-

tion and beam perturbation, we can extract the perturbation to the redundant

171



visibility

δV (u, ν) =

∫
I(bδb∗ − 2πibb∗δu · l) × e−2πiu·l d2l. (C.3)

We want to estimate the covariance Cr of these ”residuals” to our redundant

calibration model

Cr,r =
∑

pq

bpb
∗′
q e
−2πiu·lp−u′·lq∆lp∆lq

× Cov[Ip(δb
∗
p − 2πib∗pδu · lp), I ′q(δb∗′q − 2πib∗′q δu

′ · lq)].
(C.4)

Here, we discretised the sky in pixels with size ∆l, and taken all non-random

quantities out of the covariance. Writing out the cross-terms in the covariance

term yields 4 terms, see below

Cr,r =
∑

pq

bpb
∗′
q e
−2πiu·lp−u′·lq∆lp∆lq

×
(

Cov[Ipδb
∗
p, I

′
qδb
∗′
q ]− Cov[2πib∗pδu · l, I ′qδb∗′q ]

− Cov[Ipδb
∗
p, 2πib∗qδu · lI ′q] + Cov[2πib∗pδu · l, 2πib∗qδu

′ · lq]
)
.

(C.5)

We now discuss each of the four covariance terms in Equation (C.5). We derived

the first term in Chapter 6 and Appendix B.2.

Cov[Ipδb
∗
p, I

′
qδb
∗′
q ] = 〈δbpδb′q〉Cov[Ip, I

′
q] + 〈Ip〉〈Iq〉Cov[δb∗p, δb

∗′
q ]. (C.6)

For the second the term we write out out the covariance explicitly, Cov[X, Y ] =

〈XY 〉 − 〈X〉〈Y 〉, and separate averages over independent terms and rewrite:

Cov[2πib∗pδu · l, I ′qδb∗′q ] = 2πbp〈δu · lp〉〈δbq〉Cov[Ip, I
′
q] (C.7)
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We assume the baselines offset distribution is Gaussian with a mean of zero

and standard deviation δu. Hence this second term becomes zero, and similarly

for the 3rd term. The final term is slightly more elaborate. We again write out

the covariance explicitly take out the constant terms

Cov[2πib∗pδu · l, 2πib∗qδu · lq] = 4π2bpb
′
qCov[Ipδu · lp, I ′qδu · lq]

= 4π2bpb
′
q

(
〈IpI ′q〉〈(δu · lp)(δu′ · lq)〉

− 〈Ip〉〈I ′q〉〈δu · lp〉〈δu · lq〉
)

(C.8)

Noting again that the second term in the parentheses contains the mean 〈δu · lp〉

which we assume to be zero, we arrive at

= 4π2bpb
′
q〈(δu · lp)(δu′ · lq)〉 ×

(
Cov[Ip, I

′
q] + 〈Ip〉〈Iq〉

)
. (C.9)

Note: in general Equation (C.9) reduces to zero for completely independent

baselines. However, when one antenna is shared between two different baselines

there also exist some covariance due to the shared position offset of that particular

antenna. Our notation that describes the covariance between different {u, v, f}-

cells does not allow for this. However we will revisit this issue after having

simplified these equations. Combining Equations (C.5), (C.6),(C.7) and (C.9) we

can start integrating this over the entire sky.

Cr
r = Cr

beam + Cr
position

(C.10)

Where we have defined the first terms from Equation (C.6) as the Cbeam,r and

the terms from Equation (C.9) as Cposition,r. Writing out the integrals we get
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Cbeam = µ2(f0f
′
0)−γ

∫
b∗b′〈δb∗δb′〉e−2πi(u−u′)·ld2l

+ µ2
1(f0f0)−γ

∫∫
bb∗′Cov[δb∗, δb∗′]× e−2πi(u·l−u′·l′)d2ld2l′.

(C.11)

and

Cposition = 4π2µ2(f0f0)−γ〈δuδu′〉
∫
BB′|l|2e−2πi(u−u′)·ld2l

+ 4π2µ2
1(f0f0)−γ〈δuδu′〉

∫∫
BB′l · l′e−2πi(u·l−u′·l′)d2ld2l′

(C.12)

Here, we have used the fact that for a stochastic sky of point sources, the integral

over Cov[Ip, Iq] is only non-zero when we consider the same part of the sky, i.e.

p = q. In that case we only consider the variance Var[Ip] = µ2(f0f
′
0)−γ, where µ2

is the second moment of the source count distribution. In Equations C5 and C7

in J19 we solved Equation (7.13) for the ’broken’ dipole case in the MWA.

In the appendix we only focus on the position offset covariance matrix. The

first integral in Equation (C.12) can be written as a defined Hankel-transform by

first integrating over a circle around 2π|u − u′|l cos θ. If we assume a Gaussian

beam, the circular symmetry simply adds another factor of 2π

= 4π2µ2(f0f
′
0)−γ〈δuδu′〉

∫
BB′|l|2e−2πi(u−u′)·ld2l

= (2π)3µ2(f0f
′
0)−γ〈δuδu′〉

∫
BB′l2e−2πi|u−u′|lldl

(C.13)

We can then use the following Hankel transform relation

∫ ∞

0

r2f(r)J0(kr)rdr = −d2F0

dk2
− 1

k

dF0

dk
(C.14)

where F0 is the zeroth order Hankel transform of f(r). We first rewrite the

product of the two Gaussian primary beam responses as one Gaussian f(r) =

exp (−l2/2Σ2), where
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Σ2 =
σ2σ′2

σ2 + σ′2
. (C.15)

For such a Gaussian the zeroth order Hankel transform becomes

F0 = 2Σ2
ν exp (−2π2|u− u′|2Σ2

ν). (C.16)

With these relations we find that the first integral in Equation (C.12) becomes

∫
BB′l2e−2πi|u−u′|lldl = 2Σ2

νe
−2π2Σ2

ν |u−u′|2 (1− 2π2Σ2
ν |u− u′|

)
(C.17)

For the second integral in Equation (C.12) we first solve the Fourier transform

over l and then the integral over l′. To do so we use the relation F{rf(r)} =

i/(2π)dB̃/dk twice, one time per coordinate in l = (l,m). This results into the

following

∫∫
BB′l · l′e−2πi(u·l−u′·l′)d2ld2l′ = − 1

(2π)2

(
∇B̃ · ∇B̃′∗

)
(C.18)

Here, B̃ denotes the Fourier transform of the antenna response. Conveniently,

for a Gaussian beam

B(l) = e−|l|
2/2σ2

(C.19)

its Fourier transform is rather trivial

B̃(u) = 2πσ2e−2π2σ2|u|2 . (C.20)

Taking the gradient of this yields

∇B̃(u) = −(2π)3σ4ue−2π2σ2|u|2 . (C.21)

The same holds for its complex conjugate except without the negative signs in
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the exponent. Combining Equations (C.12), (C.17),(C.18), and (C.21) we get the

following expression for the position covariance

Cposition = 16π3µ2 (f0f
′
0)
−γ 〈δuδu′〉Σ2

νe
−2π2Σ2

ν |u−u′| (1− 2π2Σ2
ν |u− u′|

)

+ (2π)8µ2
1(f0f0)−γ〈δuδu′〉(σσ′)4 (u · u′) e−2π2(σ|u|2+σ′|u′|2)

(C.22)

The last term in Equation (C.22) decays to zero for baselines larger than the

size of an MWA tile. We are now only left with addressing one issue, the correla-

tion between different baselines. When we consider the same baseline and abuse

notation to index antennas with p and q, and write out the baseline perturbation

in terms of antenna position perturbations δupq = (δxp + δxq)/λ. For the same

baseline 〈δupqδu′pq〉 = 2〈δx〉2/(λλ′), i.e. the variance of the position offset distribu-

tion. For baselines that share one antenna this becomes 〈δupqδu′ps〉 = 〈δx〉2/(λλ′),

because only the variance of the shared antenna contributes here. Naturally, for

completely independent baselines the term becomes zero.

〈δupqδu′kl〉 = (δpk + δql + δpl + δqk) 〈δx〉2/(λλ′

= (δpk + δql + δpl + δqk) 〈δx〉2
σ2
xν

2
0

c2
(f0f

′
0)

(C.23)
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G. Lemâıtre (1927). ‘Un Univers homogène de masse constante et de rayon

croissant rendant compte de la vitesse radiale des nébuleuses extra-galactiques’.
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