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Abstract

The research presented is aimed to develop a methodology for inferring complex sub-surface shallow structures of a high relevance to hydrological studies of the Gnangara Mound locality, Perth Basin. The motivation for the research was derived from the analysis of 2D high density seismic data acquired by the Department of Exploration Geophysics, Curtin University in 2011. Six high-fold high-resolution 2D seismic lines were acquired to provide new information on the shallow sediments of the Gnangara Mound. The objective was to produce additional information that could be of high relevance to hydrogeological studies in this area.

Initial interpretation suggested the presence of a complex faulted structure that could have an impact on the fluid flow and hence the derivation of a dynamic model for the main aquifer. Proving the interpretation results turned out to be a difficult task. To help resolve interpretation ambiguities high-fidelity 2D and 3D numerical simulations were deployed. The resulting seismic responses were critically analysed as such fault structures have a potentially very significant impact on the fluid flow and the reservoir properties.

With the aid of seismic interpretation, 2D numerical modelling was conducted to simulate the seismic response of the inferred ‘flower’ structure. The results indicated that in very favourable conditions, such structures could be inferred from 2D seismic data. More realistic 3D simulations were conducted with the aid of physical models and CAT scanning of the models. Simple materials, such as wood and resin were used to rapidly build the model. This approach turned out to be very effective and much faster than conventional numerical model building. The scanned physical model was subsequently populated with the physical parameters acquired from nearby boreholes. Full 3D geometry was used to acquire the numerical data. Full processing, including time and depth prestack imaging, was applied to the synthetic data. The next level of sophistication involved the inclusion of noise that was modelled after the field records. The numerical noise included source-generated energy, ambient noise and attenuation. That paved the way for the analysis of a quite realistic data set, which was
not too dissimilar to the one that would have been recorded in the field. Different levels of noise were introduced to reproduce the best and the least favourable comparisons to field cases. In the best case, it was possible to interpret a ‘flower’ structure from the 3D seismic data. The worst case involved low SNR, and from this it was challenging to positively infer complex structures from the 3D seismic data.

The results of this study show that 2D seismic is less favourable for solving hydrogeological issues. The use of physical models in combination with CAT scanning to digitize the 3D models provides a very rapid means of constructing the 3D numerical models required for numerical simulations. The same approach can be used to optimise future 3D seismic acquisition geometries.
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CHAPTER 1

INTRODUCTION

1.1 Introduction

Groundwater resources of the onshore central Perth Basin in Western Aus-
tralia have been actualised to a depth of 1100–1400 m. Fresh water is present through-
out the Jurassic to Quaternary strata and supplies more than 40% of Perth’s water re-
quirements. The importance of managing fresh water for local daily use requires a
hydrogeological model; hence, studies of the shallow subsurface structures have to be
intensified. Reflection seismic investigations were used to gain an improved under-
standing of the structures and depositional history of the Perth Basin, which spans
thousands of square kilometres across Western Australia. Considering the size of the
area, seismic interpretation was previously concerned with a regional geological
model, rather than investigating shallow structures that are of direct interest to hydro-
logical studies. An additional problem was that the data acquired were of generally
low resolution. Recently, high-resolution 2D seismic reflection survey data have been
acquired by the Department of Exploration Geophysics, Curtin University. These data
produced greatly improved imaging of the shallow geology and provided new insight
into the shallow structures of the North Gnangara Mound in the Perth Basin. For the
first time, a well constrained detailed analysis uses performance on the shallow sedi-
ments, which is important for deriving the hydrogeological model of the Perth Basin.

Previously, most of the seismic investigations in the Perth Basin were aimed
at deriving the hydrocarbon potential. Hence, structural and stratigraphic analyses
were limited to relatively deep sedimentary formations. Data acquisition and data pro-
cessing were accordingly set to enhance deep targets, prospective for hydrocarbon ex-
ploration. Consequently, previous seismic imaging is lacking shallow details. There-
fore, there is an incomplete understanding of the structural play and depositional en-
vironments for the shallow formations in the Basin. It is known that large faults
oblique to the Darling fault (a mega bounding rift fault structure that runs thousands
of kilometres parallel to the coast of WA) are intercepting the continuity of the deep
sediments in the basin. The complexity and hydrological transmissivity of these formations is presently unclear.

Geological formations, like the Leederville and Yarragadee, have massive areal extent and are highly significant for water supply. The hydrogeological model currently under development is, in general, highly sensitive to the structural features, their geometry, areal extent, fault tips termination points, fault properties (sealing or transmissive), and so on. Even the direction of sediment influx is not very well defined. All the elements above need to be investigated across the Basin in order to arrive at a viable model needed for dynamic hydrological studies.

In 2011, six 2D high-resolution seismic lines were collected on the Gnangara Mound (Harris, 2011). The acquired data were processed at Curtin University. Seismic line-3 was of specific interest to this study as it showed an uncommon pattern. After thorough data analysis I strongly suspected the presence of a near-surface complex structure. Further studies were required; as such structures may have a profound effect on the fluid dynamics in the Mound. Structures of this type were not visible in the old, low-resolution seismic data. Despite the fact that the old seismic works amounted to 27,300 line kilometres (Owad-Janes and Ellis, 2000), new seismic data were required to analyse shallow features in the Perth Basin. Old works also included some 200 boreholes, but again, logging and analysis focused on deeper formations and structures, and correlation with deeper seismic events that were of interest to hydrocarbon studies. Examples of such work are found in Lasky and Lockwood (2004) who focused on deeper seismic events that were based on completion of the work done by the Western Australian Bureau of Mineral resources (Owad-Janes and Ellis, 2000).

After revisiting the old works it was clear that new, high-resolution seismic works were required to facilitate derivation of more precise hydrogeological models of the Perth Basin (Urosevic et al., 2007). Indeed Martin et al. (2013) first carried out detailed seismic investigations aimed at analysing near-surface structures. They demonstrated that seismic reflection data can help define aquifers. This was the foundation work where on which I built my research.
1.2 Issues

The groundwater industry has been slow in adopting seismic reflection methods for helping resolve hydrogeological issues. One of the reasons is the generally high cost of seismic surveys due long time frame to acquire, interpret and process data. Another is that the existing seismic reflection survey data was of little use to hydrologists. This is to be expected as the acquisition parameters were adjusted for deep regional investigations. It came as no surprise that especially early seismic surveys in the period 1960–1989 were in general, of very poor quality, particularly in the northern Perth Basin (McKellar, 1971; Tarabbia, 1991; and Titan Energy Ltd., 2012). The Perth Basin could be considered as unexplored with respect to information available for the analysis of the first 1000 m of the subsurface.

The Gnangara Mound is considered to be the largest water resource in Western Australia and covers an area of approximately 2200 square kilometres. The knowledge of the aquifer mainly derives from isolated drill holes and logs. Such “point” information requires extrapolation of the stratigraphic units over many kilometres, inevitably yielding derivation of an oversimplified hydrogeological model. To study such large area and reduce the uncertainty, it is necessary to introduce reflection seismic into the study. Even with seismic, investigation of such large and (as we will later see) geologically complex area is a long term project that requires close cooperation between hydrologists, geologists and geophysicists.

The high-resolution seismic program of the Gnangara Mound started in 2011 as a joint effort between the Water Corporation and the Department of Water, Western Australia. The primary aim was to image the near-surface structures as well as aquifer geometry and extent (Martin et al., 2011). It was also important to map the boundaries between major aquifers, such as Yarragadee and Leederville. Soon after the first seismic results were produced, it became clear that near-surface fault structures appeared to be more complex than initially envisaged and that further thorough investigation were required.
1.2.1 Research objectives

High-resolution 2D seismic data offered new insights into the complexity of the near surface fault structures at the Gnangara Mound. However, there are inherent limits associated with 2D seismic that originate from directional illumination of the geology. In other words, if the seismic line is not ideally positioned in the true dip direction, then the resultant images may be misleading and interpretation prone to errors.

Analysis of the 2D seismic images, particularly seismic line-3, suggested that potentially complex fault structures, such as ‘flower’ or ‘inverse flower structures’ may exist. It was difficult to produce firm conclusions using only 2D seismic data, particularly in the absence of additional calibration points such as provided by cores and borehole wireline logs. It was therefore necessary to come up with a new approach plan and research direction that could potentially answer the question of the existence of complex near-surface structures. While the general objective was to perform detailed structural analysis of seismic data for defining an improved hydrogeological model, the more specific task was to devise a method for objectively extracting information from existing seismic data. This could help current exploration and possibly suggest new directions in the future that could lead to an improved definition of the near-surface geology and hence an improved hydrogeological model.

1.2.2 Methodology

With only 2D seismic data available for this research, there is a high potential for exercising a subjective interpretation and therefore producing conclusions prone to errors. It is necessary to introduce additional analyses that support or deny the initial seismic-only based interpretation. In the absence of ground “truth”, that is boreholes, the only available resource is modelling the seismic response and comparing it to the field results. 2D synthetic modelling is a natural approach considering that field data are also 2D. However, considering that the proposed structures are inherently 3D in nature, it is necessary to transfer the problem into 3D. Oversimplification is still likely, and additional steps need to be taken to bring numeral data closer to the field data.
Constructing a 3D numerical model is a non-trivial task, and in this thesis it is investigated alternatives to this approach. Overall, the set of successive 2D and 3D “noisy” simulations are a primary tool for firming up 2D seismic interpretation and establishing the most likely geological scenario at the Gnangara Mound.

1.3 Thesis layout

This thesis is composed of seven chapters.

Chapter 1 provides the reader with the basic reasons that motivated this research. A brief background history of the exploration in the area under investigation is also presented. The objectives of the research and the methodology used are discussed.

Chapter 2 elaborates on water supplies in Western Australia as well as a global hydrological model of the Perth Basin. I also provide information on the current thinking of the Basin’s evolution, dominant structures and depositional environment. The historical role of seismic data in the studied area is discussed. Essential information of the study area, the northern Gnangara Mound, is also provided.

In Chapter 3 I present and discuss the 2D seismic interpretation of the high-resolution seismic lines acquired by the Curtin Department of Exploration Geophysics in 2011 in the northern Gnangara Mound. Geological and structural interpretation is presented.

Chapter 4 describes the methodology utilised in this research. The initial step deploys 2D modelling of the complex faults. The results are compared to actual field data. Analyses of the results pave the way for further investigations.

Chapter 5 introduces a novel way of creating 3D numerical models. The ‘flower’ structure is constructed using basic materials. Details for building the physical 3D model, including the CT model scanning, are provided. 3D numerical modelling, modelling and image analysis are presented.

Chapter 6 demonstrates a methodology used to bring numerical simulations closer to field data results. The introduction of realistic noise content is derived from
the analysis of actual field data. Final “noisy” images are then fully processed and analysed. Relevance to the initial objectives are analysed.

Chapter 7 summarises the methodology and the results. It also proposes a way forward that may advance the analysis of the shallow structures of direct relevance to hydrological studies in the Perth Basin.
Chapter 2: Exploration of water resources in Perth Basin

2.1 Introduction

Water is a valuable resource. Apart from drinking and household use, Australians rely on water as an input to almost every industry in the nation’s economy, particularly agriculture. Western Australia is the second driest state in the world’s driest continent (after Antarctica) and fresh water is one of Australia’s most important natural resources.

The drinking water in Perth comes from both surface and groundwater sources. The volume of water available is determined mainly by rainfall, which affects run-off recharge and groundwater supplies. Rainfall is variable and in recent times many parts of Australia have experienced long periods of drought. One of the factors that affect the water supplies is population growth.

As a result of climate change, freshwater supply is highly subjected to droughts. Therefore attention is highly focused on the need to conserve water. Water storage in dams and underground aquifers are the important tools to secure water supplies for human use in Western Australia.

During the 1970s and 1980s, the IWSS (Integrated Water Supply Scheme) used groundwater to supplement the supply of surface water for the expansion of the northern suburbs. Nowadays, the IWSS gets more than 60% of its water from groundwater sources and pumps it to the Northern Perth suburbs (CSIRO, 2005).

2.2 Water supply

The water supply in Perth, Western Australia comes from accumulation lakes and Aquifers (Shan, 1995; Simpson, 1998) The Gnangara Mound and the underlying Perth Basin aquifers are the largest source of groundwater for south-western Australia; it covers an area of about 2200 km² and supplies Perth with 35–50% of its drinking water (Meredith et al., 2012).

Perth groundwater resources are obtained from three major aquifers that occur beneath the Perth metropolitan area: the Superficial Aquifer, Leederville Aquifer and Yarragadee Aquifer. The Superficial Aquifer is unconfined and composed of Quaternary-Tertiary sediments of the Swan Coastal Plain. The aquifer consists of sand, silt
and clay, usually 30 m deep, but reaching up to 70 m. The Leederville Aquifer is spatially confined, and consists of interbedded lenses of sandstone, siltstone and shale. It is directly below the superficial aquifer where the Osborne Formation is eroded. The Yarragadee Aquifer consists of interbedded sandstones, siltstones and shale beds. It is up to 2000 m thick (Salma et al., 2000). The boreholes shown in Figure 2.2.1, in the Gnangara Mound have reached only the upper part of the aquifer, that is, approximately 500 m (Thorpe and Davidson, 1991).

Figure 2.2.1: The north Gnangara Mound 70 km north of Perth, 20 km west of Gingin. Boreholes shown in red (from Pigois et al., 2010)
The Yarragadee aquifer is the major confined, fresh water resource aquifer underlying the Perth Region and extending to the north and south within the Perth Basin. It is a multilayered aquifer; it varies in thickness from around 100 m to 3000 m (Crostella and Backhouse, 2000). The Yarragadee aquifer consists of the Jurassic Yarragadee Formation, but also includes the Cretaceous Gage Formation, the Parmelia Formation in the north east, and the Cattamarra Coal Measures in the south east (Davidson, 1995) (Figure 2.2.2). The formation was eroded and uncomfortably overlain through much of the Perth region by the Leederville Formation, South Perth Shale and Gage Formation, resulting in the Neocomian Unconformity, which is generally taken as the upper surface of the Yarragadee Aquifer.

![Figure 2.2.2: Stratigraphic sequence of the Perth Basin (Mesozoic Era), with the corresponding groundwater units (from Davidson, 1995).](image-url)
2.3 Global hydrological model of Perth Basin

A groundwater mound refers to mounding of the water table within a superficial system. It is called a mound because the water table forms a mound shape from local recharge. The mound develops where the rainwater that infiltrates it vertically is greater than the rate at which ground water flows horizontally.

![Diagram of groundwater mound in the Perth Basin](image)

**Figure 2.3.1:** A simple sketch of the distribution of the three Aquifers in the Gnangara Mound (Xu, 2008).

The ground water resources in Western Australia are comprised of three main aquifers (Figures 2.3.1 and 2.3.2). The Superficial Aquifer is shallow and unconfined. It receives direct recharge from rainfall. The top of the saturated zone in an unconfined aquifer is the water table. The rainfall recharge infiltrates the Superficial Aquifer and vertically migrates to the confined aquifers through areas where no confining layer exists in between the Superficial and underlying Aquifers.

The Yarragadee Aquifer receives most of its recharge from the Leederville Aquifer to the north of Perth, where confining shale beds are absent (Glasson et al., 2011; Karina, 2011; Katsavounidis, 2006).
The two confined Leederville and Yarragadee Aquifers are deeper under the ground and mostly overlayed by material (i.e. clay). The Superficial Aquifer is hosted by the Quaternary and Pliocene sediments. The Leederville Aquifer is hosted by the Lower Cretaceous Leederville Formation, while the Yarragadee Aquifer (Davidson 2006) is hosted by the upper Jurassic Yarragadee Formation and locally by the lower Cretaceous Gage Formation (Leyland, 2011) (Figures 2.2.2 and 2.4.1).

The focus of this research is the Yarragadee Aquifer (upper Jurassic) Davidson, 2006, which is the main aquifer in the North Gnangara Mound and supplies Perth with about 45% of its water requirements (Heath, 2013). Its thickness in the north Gnangara Mound varies from 150–2000 m. The Yarragadee Aquifer receives its recharge through downward leakage from the Leederville or Superficial aquifers, where confining beds are absent and where there is a downward hydraulic gradient.

The Yarragadee Aquifer is confined by the overlying South Perth Shale, the Otorowiri, which is a member of the Parmelia Formation (north), or the shale beds of the lower part of the Leederville formation (Figure 2.2.2).
2.3.1 Aquifers recharge and discharge

The Superficial Aquifer is recharged directly from rainfall with minor upward recharge from the underlying Leederville and Yarragadee Aquifers in some areas. Groundwater discharge occurs by evaporation from wetlands, transpiration from groundwater dependent vegetation, leakage into underlying aquifers and by groundwater abstraction from wells. Groundwater is recharged to the Leederville Aquifer through the Superficial Aquifer on the crest of the Gnangara Mound, and flows westward to eventually discharge offshore. Some groundwater in the Leederville Aquifer discharges into the Superficial Aquifer where the Kardinya Shale Member is absent and where there are increasing heads with depth and upward hydraulic gradients (DOW, 2009).

The Yarragadee North Aquifer is recharged on the northern Gnangara Mound by downward leakage of groundwater where it is directly overlain by the Superficial Aquifer. It is also recharged from the Leederville Aquifer where the South Perth Shale is absent, and where a downward hydraulic head prevails. Groundwater discharges from the Yarragadee aquifer into the Leederville Aquifer in area where there are upward hydraulic head differentials and where the confining South Perth Shale is absent. Aquifer consists of interbedded sandstone, siltstone and shale. The South Perth Shale or shale beds within the Parmelia Formation confine the Aquifer above. It is in hydraulic connection with the Leederville Aquifer where the South Perth Shale or Parmelia Formation is absent (Salama, R.B., 2002). A schematic groundwater recharge mechanism is shown in Figure 2.3.3.

Water drawn for public water supply comes from all of the aquifers and is distributed between them, with more coming from the deeper aquifers and less from the superficial aquifer, to minimise the impact on groundwater dependent ecosystem (DOW, 2009). The production rate and long term modelling of water supply requires a high quality geological model. Hence knowledge of the structural features are of a key importance as it has significant impact onto the acquifer continuity, intra-aquifer connectivity and recharge mechanism. Consequently the prime objective of this work was to utilise seismic data for the structural analysis of main aquifers in Gnangara area.
2.4 Geology of the Perth Basin

The Perth Basin is an elongated north–south trending sedimentary basin, which extends along the south-western margin of the Australian continent. It is a complex basin that was formed during the separation of Australia and Greater India in the Permian to Early Cretaceous (Owad, 2000). Playford et al. (1976), described the Perth Basin as an elongate, north to northwest-trending sedimentary basin that spans across approximately 1,300 km. It averages about 65 km in width and is filled with sedimentary rocks along the south-western coast of Australia, both onshore and offshore (Offshore Petroleum Exploration Acreage Release, 2013 and Empire Oil & Gas NL, 2015).

Janssen et al., (2003) described the Perth Basin as a faulted trough filled with sediments, while the main structural feature is the Darling Fault. Perth Basin is pervaded by numerous faults, with most faults having north to northwest trends while
throwing both to the east and west. There are however a number of “echelon” type of faults of small to medium size throughs, trending approximately east–west.

The technical term “sedimentary basin" means a depression in the earth's crust where sediments accumulate. It is like a huge natural wash basin—full of sand, pebbles, clay, mud, dust, old seashells and anything else that may have fallen in, been blown in by wind or washed in by flowing water. The Perth Basin contains mainly continental clastic rocks, ranging in age from Permian to Recent, and deposited in a developing rift system that culminated with the breakup of Gondwana in the Early Neocomian (Lasky et al., 1991).

The discovery of the onshore Perth Basin was through groundwater and petroleum exploration (Davidson, 1960 and 1995; Allen, 1976; Crostella, 1995; Crostella and Backhouse, 2000; Lambeck, 1987; Moray, 2005). McPherson’s study (2005) shows the stratigraphic column of the Perth Basin sediments (Figure 2.4.1) that is relied on in Davidson’s (1995) studies in expansion to the studies made by Cockbain (1990) and Playford et al. (1976). It focuses on the Late Tertiary and Quaternary units, which are outlined by Playford et al. (1976), when describing the geology of the Perth Basin as most of the regolith is within these successive units of the Basin.

In their study of the Perth Basin, Cadman et al., (1994) evaluated the sedimentation in the basin as it started in the late Ordovician to Silurian to Quaternary when in the extreme north of the basin, adjacent to uplift Precambrian basement, a structural low with the fluviatile Sandstone was laid down. No sediments of Devonian or Carboniferous age have been found in Perth Basin. Although the Permian to Cretaceous stratigraphic and structural evolution of the southern Perth Basin is similar to that of the northern Perth Basin (Crostella and Backhouse, 2000), marine intervals that break the continuity of the prevailing coarse-grained terrigenous deposits in the northern region are not present in the south, where the environment of deposition was entirely continental up until the late Neocomian. Most of the Phanerozoic sediments deposited in shallow water, fluvial or continental environments are believed to have originated from the Yilgarn Block (Playford et al., 1976). Exploration in the central Perth Basin has focused on the offshore Vlaming Sub-basin. In particular, it has concentrated on
the Parmelia Group, which is over 3000 m thick, and on the overlying Gage Sandstone.

Wilde, 1987 studied the Phanerozoic sediments in Perth Basin in reliance to Playford et al. 1976 had estimated maximum thickness of the main stratigraphic units (Table 2.4.1), where numbers in the sedimentation column refer to duration (in Ma) these intervals.

Figure 2.4.1: Stratigraphic column of the Perth Basin (from McPherson, 2006).
<table>
<thead>
<tr>
<th>Period</th>
<th>Sediment Thickness (m)</th>
<th>Sedimentation (m Ma⁻¹)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(Ordovician) Silurian (40)</td>
<td>3000</td>
<td>_</td>
</tr>
<tr>
<td>Devonian (50)</td>
<td>_</td>
<td>_</td>
</tr>
<tr>
<td>Carboniferous (65)</td>
<td>_</td>
<td>_</td>
</tr>
<tr>
<td>Permian (50)</td>
<td>2600</td>
<td>50</td>
</tr>
<tr>
<td>Triassic (35)</td>
<td>2500</td>
<td>70</td>
</tr>
<tr>
<td>Jurassic (55)</td>
<td>4200</td>
<td>75</td>
</tr>
<tr>
<td>Cretaceous (75)</td>
<td>6000</td>
<td>80</td>
</tr>
<tr>
<td>Tertiary</td>
<td>Very little</td>
<td>_</td>
</tr>
</tbody>
</table>

Table 2.4.1 indicates the minimum estimation of the maximum thickness of Phanerozoic sediments in the Perth Basin (Playford et al. 1976)

Crostella and Backhouse (2000) carried out a geological correlation between available deep wells across the Perth Basin. A cross section from “Woodada 3” (north of Perth) to “Sue1” (south of Perth) shows the distribution of the formations along Perth Basin with their thicknesses and extensions. (Figure 2.4.2)
Figure 2.4.2: The stratigraphy grounded on the correlation of exploration wells of the central, northern and southern Perth Basin (Crostella and Backhouse, 2000)
2.4.1 Structural and tectonic framework

Perth Basin evolved during the separation of Australia and Greater India in the Permian to Early Cretaceous periods. The tectonic history exhibits a significant variation from north to south in the basin (Lasky, 1993; Song, 2000; Pigram, 2007; Department of Resources, Energy and Tourism-HG 20, 2011). Three rifting phases took place in the region (Figure 2.4.1 and 2.4.1.2). The initial rifting established a series of depocentres in the Permian to Early Triassic, with fluvial and marine siliciclastics, coals and minor fluvial dominating in the north, while fluvial siliciclastics and coal dominate in the south. The second phase of rifting took place in the Late Triassic and Early Jurassic, and is associated with fluvial and deltaic deposits. It is also associated with the Cattamarra Coal Measures (a thick succession of siliciclastics and coals), and in the north Perth Basin is overlain by Cadda Formation (middle Jurassic shale). The third and final rift and breakup phase occurred from the Middle Jurassic to Early Cretaceous, which was associated with the deposition of fluvial and marine siliciclastics (Yarragadee Formation, Parmelia Group and Warnbro Group). Extension and transtension occurred during the Jurassic to Early Cretaceous, and is associated with the continental break-up (Plumb, 1979; Cadman et al., 1994; Harris, 1994; Mory and Lasky, 1996; the Department of Resources/Energy and Tourism, 2011).

In their study, Playford et al. (1976) made the following observations with respect to the tectonic events in the Perth Basin:

1. The breakup during the Early Cretaceous (Valanginian), the Neocomian Unconformity, was interfaced with strike-slip tectonics and volcanism, which influenced the build-up of the tectonic system in the Perth Basin structure.
2. The initial phases of rifting (Early Permian) had established a north–south trending trough at the down end of the axis of the Basin, while in the north this trough was initially filled by coarse-consolidated masses of unweathered conglomerate sedimentary boulders.
In a different description of the Perth Basin structure of Australia, Song (1999) (after Lasky et al., 1991) reported that two major tectonic phases were recognised: The Permian extension in a south-westerly direction and the early Cretaceous transtension (extension) to the northwest during the breakup. Two movements were inferred, sinistral and dextral, respectively, along the major north-striking faults during these phases, and were rejuvenated by breakup tectonism, which caused horizontal displacements. These faults gave an evidence of the generation of strike-slip movement and normal dip-slip. On seismic sections, the appearances of such structures are important as they indicate the strike-slip movements and therefore the development of pull-apart basins.

Many near-surface or shallow strike-slip faults are associated with normal faults. The overall fault geometry is transtensional and lead to the formation of negative structures known as ‘negative flowers’, with dominant normal faults (Figure 2.4.1.1). The identification of such structures in the Perth Basin is regarded as a reliable indication of strike-slip features.

Davidson and Yu (2006), in their wide-range study on the Perth Metropolitan Area showed that there are only seven faults defined, one of which includes the Darling fault. Continental break-up is marked by a regional Neocomian unconformity, the

![Figure 2.4.1.1](image.png)

**Figure 2.4.1.1**: Sketch of a ‘negative flower’ structure, a termination of strike-slip fault (modified from Zeng, 2005).
Pre-Neocomian sedimentary. In addition of recognising the faults, rocks are covered by younger and generally un lithified sediments, which seem to be relatively undistorted. Variability in the distribution and thickness of post-Neocomian sediments has been interpreted to be the result of the overlaying of pre-existing fault blocks with differential compaction.

The fluvial-dominated Yarragadee Formation was deposited across the entire onshore Perth Basin during a middle Jurassic syn-rift phase (Rift II-2 of Song and Cawood, 2000), that resulted in east-west extension (Fairbridge, 1953; Playford et al., 1976; Harris, 1994). The architecture of the Perth Basin structure is the result of oblique rifting during the Permian, Late Triassic to Early Jurassic and Middle Jurassic to Early Cretaceous. Stratigraphic chart of the Perth Basin is shown in Figure 2.4.1.2.

An important study of the Perth Basin was carried out by Collins (2003). In it he observes that the extension during the Permian produced round terrain rifts of deep (up to 15 km) north-south trending basins. Collins (2003) added that the total thickness of the Phanerozoic succession could be more than 15 km. Playford et al. (1976), observed that the basin’s eastern margin is defined throughout most of its length by the Darling Fault (Figure 2.4.1.3), which is nearly 1,000 km long and its maximum throw may reach up to 15 km. McPherson and Jones (2005), suggested that the Perth Basin sediments are intensely faulted. The fault direction is north to northwest however east-west fault direction is also present throughout the basin (Davidson, 1995). This is shown in Figure 2.4.1.3
Figure 2.4.1.2: Stratigraphic evolution of the Perth Basin with rifting stages during the separation of Australia and Greater India (after Cadman et al., 1994), (from Bradshaw, et al., 2000).
Figure 2.4.1.3: Distribution of tectonic elements throughout the Perth Basin (after Davidson, 1995).
2.4.2 Hydrocarbon importance in Perth Basin

The available petroleum structure studies show that mature source rocks are widespread and the structures are well established for hydrocarbon entrapment throughout the Perth Basin and so the reservoirs are abundant (Owad-Jones and Ellis, 2000). The oil and gas fields are concentrated in the onshore north Perth Basin where thick regional seals are present. They are well developed, particularly in the Lower Triassic Kockatea Shale (Crostella and Backhouse, 2000). Gas and oil shows and their distribution throughout stratigraphic units of the Perth Basin are shown in Figure 2.4.1.2. In onshore north Perth Basin, six commercial petroleum fields have been discovered, which include gas fields at Mondarra, Beharra Springs and Woodada, oil and gas fields at Dongara and Yardarino, and the Mount Horner oil field (Bradshaw et.al., 2003)

2.5. The potential role of seismic recorded in the north Gnangara Mound

West Australian Petroleum Pty Ltd (WAPET) was the first company to explore the Perth Basin for hydrocarbons using gravity and seismic in the 1950s and many stratigraphic wells were drilled accordingly. The company used seismic reflection method extensively to study geology and evolution of the onshore Perth Basin (Owad-Jones and Ellis, 2000; Martin, 2008). The regional 2D seismic lines used in this survey totalled 27300 line kms (Figure 2.5.1).

Around 200 wells were drilled at the majority of known hydrocarbon accumulations; the responsibility of the discovery of most of the fields was by WAPET. Lasky and Lockwood (2004) focused on provided interpretation of seismic and gravity data. Their study focused on deeper seismic events and was based on work completed by the Western Australian Bureau of Mineral Resources (Owad-Jones and Ellis, 2000)

In previous studies of the area, 2D shallow seismic interpretation has not been given much attention. There is a general lack of high-quality shallow seismic imaging in the Perth Basin. Recently, high resolution 2D seismic reflection data has been collected across the Gnangara Mound in the Perth Basin, Western Australia. The surveys were collected to better understand the relationship of Perth’s major aquifers in this
Figure 2.5.1: 2D onshore seismic surveys across the Perth Basin, Western Australia (after Owad-Janes and Ellis, 2000).
hydro - geologically complex area. Formations like the Leederville and Yarragadee have massive areal extent and are highly significant for water supply. Sedimentological detail, such as the orientation of deposition, is often unclear and detailed seismic interpretation may help refine the current understanding of these important formations. Variations in petrophysical properties, particularly porosity and permeability across the formations are only modelled rather than physically investigated or measured on a large scale.

Many researchers have completed seismic reflection interpretation; Valenta, et al. (2008), used forward modelling of various sedimentary structures to aid in the interpretation of 3D seismic reflection data. Exploration of the Perth Basin has led to the discovery of nine new hydrocarbon fields.

2.5.2 Recent seismic survey of the north Gnangara Mound

The Gnangara Mound is the most significant source of groundwater that supplies the Perth metropolitan area. The seismic surveyed area is located 70 km north of Perth on the Swan Coastal Plain and spans more than 200 km². It is bounded by the coast line to the west, Gingin Brook to the north, Gingin Scarp and Darling Scarp to the east and the Swan River to the south. The Mound has an area of 2150 km² (De Silva, 2009) (Figure 2.5.2.1).

More than 50 km of seismic reflection survey lines were collected by the Curtin University Department of Exploration Geophysics and processed to a high quality. Six available seismic lines (Figure 2.5.2.2 and 2.5.2.3), the Tuart Road and Clover Road were the main dip lines where seismic interpretation was carried out.

The 2D data acquisition at Tuart Road and Clover Road (Figure 2.5.2.2-3) consisted of the following (Harris et al., 2011):

- Tuart Road Transect … seismic Reflection with number of shot Records =1424
- Clover Road Transect … seismic Reflection with number of shot Records =1843
Acquisition parameters were as follows:
- 300 channel distributed array seismic acquisition system
- Split-spread configuration
- Geophone spacing = 5 m
- Source point spacing = 10 m.
- Free fall weight drop (WD) source, six impacts per shot station
- WD was mounted on a tracked skid steer. The acoustic wave is generated by a 1400 kg steel block being drop from 1.2 m height.

Recording parameters were:
- Sample rate = 1 msec,
- Trace length = 2.5 sec

A basic processing flow consisted of: amplitude recovery, deconvolution, single and multi-channel filtering to remove source generated noise, static and dynamic corrections, followed by stacking and post-stack migration. 2D seismic interpretation utilised mainly migrated seismic lines. Three strong reflectors namely, the Neocomian Uncon-
formity, the base of Yarragadee formation and the base of Cadda Formation were readily observable and traceable on all seismic lines. Seismic interpretation confirmed several known main structures and proposes the existence of new and more complex structures.

**Figure 2.5.2.2:** Seismic lines in the north Gnangara Mound (Harris, et al. 2011)

**Figure 2.5.2.3:** The main study area is in the vicinity of Tuart and Clover roads. Two boreholes of a particular interest are circled in red.
Chapter 3: Seismic response over the north Gnangara Mound

3.1 Introduction

The Gnangara Mound is a very significant area due to the amount of rainfall which is recharged to Perth's aquifers through this area. The research is located in the Yeal area, in the north Gnangara Mound in the Perth Basin (Figure 2.5.2.3).

Previous works in this area include the drilling of 54 boreholes to estimate the location of the water tables and to determine the hydraulic connectivity (Figure 3.1.1). The seismic application objective was to confirm the continuity of the main units and their structural integrity, particularly in the near surface, 0–500 m depth. Consequently establishing correlation between seismic and log data was essential for advancing the interpretation. Two boreholes, NG8 and WC6a, labelled with red circles in Figure 2.5.2.3, along Tuart Road in the north Gnangara Mound were used to correlate seismic data shown in 3.1.1. Only a gamma ray log was available for this task, and therefore only indirect correlation was established.

NG8 is one of the two boreholes that passed through the study area, 50 m to the north of Tuart Road. The gamma ray was interpreted in NG8 through which the Neocomian unconformity was identified (Figure 3.1.1). The gamma logs (Kayal, 1979; Norris, 1972) verified hydraulic continuity along three interfaces: at the water table (30–50 m depth), between the Superficial and Leederville aquifers, and between the Leederville and Yarragadee aquifers. The high resolution seismic identified the interface between the Superficial and Leederville aquifers and the interface between Leederville and Yarragadee formations or aquifers as the angular Neocomian unconformity (Figure 3.1.1 and 3.1.2). The reflection signal is weak at depths of less than 30 meters, primarily due to a reduced fold caused by the application of stretch mute.
Figure 3.1.1: Seismic Line-3 along Tuart Road 50 metres north of the well bore NG8 and 300 meters east of WC6. Gamma ray log clearly viewed at the Neocomian unconformity.

The gamma ray log (Howell, 1939) measures the gamma radiation to characterise the rock type or sediment in a borehole and is normally recorded in API units of radioactivity (American Petroleum Institute), which is defined as the measurement of the natural radioactivity of the formation. This is because radioactive elements tend to be concentrated in shales, and therefore the gamma ray normally reflects the shale content in the formation. While the resistivity log can be defined as the degree to which a substance resists the flow of the electrical current, measured in Ohms.
Figure 3.1.2: Geophysical gamma ray log of borehole NG8, which identifies different formations in depth (Pigois et al, 2010).

The gamma ray log of borehole NG8 shows the sedimentation break (unconformity) at a depth around 50 m and below it, the Yarragadee formation at depth 54–130 m (around 80 m thick) characterised mainly by sandstone and mixed with clay, shale and silt (Figure 3.1.2).

Different types of rock emit different quantities and different bands of normal gamma radiation. A high radioactivity causes the deflection of the curve to the right and low radioactivity to the left. Thus high radioactivity readings indicate shale, while low readings indicate clean, non-shale formations such as sandstone, limestone and dolomite (Thomas, 1983).
Shales usually emit more gamma rays than other sedimentary rocks because radioactive potassium is a common component in their clay content (uranium, potassium and thorium are other key radioactive elements found in shale). This difference in radioactivity distinguishes shales from sandstones. The value of gamma-ray (GR) is high in shale.

<table>
<thead>
<tr>
<th>Depth in meters from surface</th>
<th>Gamma ray log (GR)</th>
<th>Resistivity log (MD)-Ohm</th>
</tr>
</thead>
<tbody>
<tr>
<td>80</td>
<td>Shale is high , API = 190</td>
<td>Sandstone is low = 30 Ohms</td>
</tr>
<tr>
<td>124</td>
<td>Shale is high , API = 190</td>
<td>Sandstone is low = 25 Ohms</td>
</tr>
<tr>
<td>126</td>
<td>Shale is low , API = 50</td>
<td>Sandstone is high = 90 Ohms</td>
</tr>
</tbody>
</table>

Table 3.1.1: A comparison between the gamma ray log and resistivity log, as shown in Figure 3.1.3

GR is the best log for correlation (Asquith, 1982). The API calibration is between 0.00 and 200.0 as shown in the NG8 gamma ray log (Figure 3.1.2). Shale reaches an API of 200. Gamma ray logs are useful in determining grain size. Sandstone and pebble conglomerates correlate with low gamma radiation readings (high resistivity response; compact sandstone and more consolidated) and shale correlates with high gamma radiation readings (Low resistivity response; loose sandstone and less consolidated (Krassay, 1998). Figure 3.1.2 shows the gamma ray log of borehole NG8, one of the 54 shallow bores in the Gnangara Mound, most of which reached the Yarragadee formation.

A correlation is made between gamma ray and resistivity logs, as shown above in Table 3.1.1 The gamma log shows a high value of API (190 at a depth of 80 m), which means the rock is rich in shale. This difference in radioactivity between shales and sandstones allows the gamma tool to distinguish between shales and non-shales, while the corresponding resistivity response at the same depth (80 m) is low,
at about 30 Ohms. This corresponds to sandstone of low resistivity (soft or loose sandstone or sedimentary rocks).

3.2 Geological and structural interpretation

The Perth Basin is intensely faulted with most faults having north to northwest trends. The dominant structural feature in the region is the Darling Fault, which bounds the Perth Basin to the west from the Precambrian rocks to the east. There was active normal displacement during deposition, which lead to the Permian to Neocomian sediments being thickest just west of the fault. Locally, the Badaminna Fault in the west and Gingin Fault to the east are the local expressions of the last stages of Australia’s separation from India (Figure 2.4.1.3) (Janssen et al., 2003).

The Yarragadee aquifer is the main source of water in Gnangara Mound and the focus of this study. It is mainly comprised of sands interbedded with silts and clays. Sand units can be up to 40 m thick, while the silt and clay horizons are generally less than 15 m thick. The age of Yarragadee Formation ranges from Tithonian to Callovian, and paleological evidence suggests it was likely deposited in a predominantly fluvial environment with minor marine influence (Piogois et al., 2010).

![Figure 3.2.1: Migrated seismic section at the Tuart road line. The 10 km length shows the picked strong reflectors and the major interpreted faults in red.](image)
Five reflectors with a good continuity were picked, namely, the shallow Superficial aquifer (Quaternary), Leederville aquifer (Lower Cretaceous), Neocomian Unconformity (Upper or early Cretaceous), the base of Yarragadee aquifer (Middle and Upper Jurassic), and the base of Cadda Formation (Middle Jurassic) (Figure 3.2.1). The Cretaceous and younger sediments dry deposits that move up the Leederville and Superficial aquifers are clearly flat sediments overlying the Neocomian Unconformity, which appears as a strong reflector of angular type with a sharp boundary that terminates the underlain dipping Jurassic formation.

Three major normal faults with west blocks down movement and strike northwest with the throw between 100–200 m are shown in Figure 3.2.1. It is postulated that they were formed as a result of the upward extension of the deep-seated faults formed during the separation of Australia and Greater India in the Permian to Early Cretaceous (Janssen et al., 2003), but do not penetrate the Neocomian Unconformity. The fault planes are close to vertical and the relative slip is interpreted to be predominantly lateral along the plane. As a result of the strike-slip movements, the ‘flower’ structures are likely to be formed and may be widespread in the Perth Basin.

Figures 3.2.2 and 3.2.3 illustrate the potential ‘negative flower’ structures within the Yarragadee formation. They are likely to be generated during the third-final rift and breakup phase, which occurred from the Middle Jurassic to Early Cretaceous, and was associated with uplift and erosion, with deep-seated strike-slip faulting. Fluvial sedimentation in the Yarragadee Formation was accompanied by the onset of major extensional faulting (Bradshaw et al., 2003).
Figure 3.2.2: Tuart Road depth migrated seismic profile before interpretation.
Figure 3.2.3: Tuart Road depth migrated seismic profile after interpretation.

Woodcock and Schubert (1994), described the formation of the ‘flower’ structure as strike-slip fault systems which are characterised by faults that converge downward in two ways: (a) compressional (positive) described as ‘palm tree flower’ structure and (b) extensional (negative) described as ‘tulip flower’ structure (Figure 3.2.4).
Figure 3.2.4: Two types of ‘flower’ structure, (a) compressional or positive and (b) extensional or negative, proposed by Woodcock and Schubert (1994).

3.3 2D seismic interpretation summaries

2D high resolution seismic surveying and data processing have enabled detailed interpretation and identification of three major faults offsetting the Yarragadee Formation (Figure 3.2.1). The maximum throw of these faults is estimated to be from 200 to 300 meters. Most of these faults were probably formed as a result of the formation and development of the Perth Basin during the Permian to Early Cretaceous. The big faults extend upward to the Neocomian unconformity, but in general do not penetrate it. The younger sediments are mainly unaffected by late structural activities or they have possibly absorbed minor deformations and undergone subsequent differential compaction. Lasky et al. (1998) suggested that during the continental break-up, sediment accumulation took place which was widespread in the Perth Basin. This provided basic insights into the deformation of the western Australian continental margin prior to, and during, the break-up.
Termination of faults at the unconformity surface could be interpreted as an evidence of erosion during the uplift in the early Cretaceous. Precise timing at which normal faulting terminated at the break-up remains unclear. However, the faults are hard to define by drilling, particularly sparse drilling, and seismic reflection survey remains a principal tool for detecting faults, inferring their geometry and hence deformation history of the basin.

A distinctive ‘flower’ structure faulting system of a ‘negative type’ is proposed within the Yarragadee Formation based on interpretation of the seismic section, as shown in Figure 3.2.3. This is an indication of the strike-slip fault due to the effect of the sinistral and dextral movements that occurred along the major north-south striking faults. These were rejuvenated by “break tectonism”, which caused horizontal displacements, as suggested by Lasky et al. (1991). Proving such structure is difficult and requires additional investigations, which will be shown in later chapters.
Chapter 4: 2D Modelling of complex structures

4.1 Introduction

Initial seismic interpretation of the Tuart Road seismic line proposed the existence of a complex fault system (‘negative flower’ structure), but could not resolve it well enough to allow for the proper modelling of fluid flow through the Yarragadee formation. To advance this work further, I used forward modelling was used to understand the seismic response over the complicated geological structures of the north Gnangara Mound. However, such study requires a realistic model that is comprised of geological features likely to be found in the basin.

The model requires the “best estimate” of the fault system so that it can generate relevant seismic responses (Barbour, 2004). For that purpose velocity profile is constructed based on logs from the surrounding shallow wells and subsequently extended in depth with root mean square (RMS) velocities computed during field data processing. These velocities and extrapolated density (inverse Gardner’s equation) (Crain, 1974) are then used to populate the geological model. The seismic wavelet is extracted from the field data to produce pre-stack full elastic shot records that utilise the geometry, which mimics the one used in field data acquisition. The synthetic data are fully processed. The objective of the synthetic data analysis is to verify if the presence of such complex fault system can be observed and possibly interpreted in 2D seismic data.

4.2 Objectives

2D Modelling is used extensively in scientific studies, but also for exploration objectives. In this research, 2D numerical modelling is deployed for the following reasons:

1. To generate seismic expression of complex flower structure faulting.
2. To establish if such fault structures can be observed and interpreted in 2D data under ideal condition and weather the conventional data processing might create artefacts that could be misunderstood as fault.
3. To determine the methodology required for imaging complex structures.
4.3 Forward modelling

The propagation of seismic waves through the real earth is often numerically simulated in order to analyse and understand the seismic response over different underground layers and structures (Ballesteros, M. W., 1991; Zahradnik, 1995). It is also used to test processing routines, algorithms and flows as well as to help understand the origin of the events (Urosevic and Juhlin, 2007, Anderson, 2000). The choice of the dimensions for modelling is driven by the complexity of the model and the study objectives. 3D modelling is time consuming and can be challenging when it comes to the model construction and subsequent data processing. 2D modelling is the method of choice in many cases, as long as the target complexity is such that its response can be approximated using this method. The most frequently used numerical schemes deploy acoustic wave equations. Post-stack modelling, in the form of exploding reflector approach (Loewenthal et al., 1976), is the most frequently used scheme for producing nearly instant synthetic seismograms. However, this is limited to only simple investigations. Pre-stack acoustic schemes are more meaningful when it comes to studying more complex models, such as investigated in this study. This approach propagates acoustic waves (compressional only) through a “liquid Earth” which in effect means that only compressional waves are considered to propagate through layers of different acoustic impedance or just different velocity if the density is constant.

This type of modelling utilises the simplest form of wave equations, which are derived using two important laws of physics:

1. Newton’s second law of motion, which states that the acceleration of a body equals the force acting on the body divided by the mass of the body, and

2. Hook’s law of elasticity, which states that the restoring force on a body is proportional to its displacement from equilibrium (Krebes, 2004; Margrave and Manning, 2004; Chopra, 2005, Alaei, 2012).

Conjoining these two laws give the following wave equation (a second-order partial differential equation for the vector displacement \( u \)):

\[
\nabla^2 u = \frac{1}{v^2} \frac{\partial^2 u}{\partial t^2}, \quad \text{where} \quad (4.3.1)
\]

\( \nabla^2 = \) is the Laplacian and represents the sum of the second order derivatives of the
wavefield spatially,

\( u = \) is the wavefield,

\( v = \) is the wave velocity in the medium; also given as the square root of the bulk Modulus to density,

\( t = \) time variable, and

\( \frac{\partial^2 u}{\partial t^2} = \) is the second order derivative of the wavefield with respect to time.

This equation is commonly solved with the finite difference scheme (Zahradnik and Priolo, 1995).

Because of its capability to produce a good solution in laterally heterogeneous media (Virieux, 1984; Zahradnik, 1995), the next level of sophistication in numerical representation of wave propagation is utilisation of the elastic wave equation, which deals with all types of wave (direct waves, primary reflected waves, and multiply reflected waves). The isotropic elastic wave equation has a form:

\[
\rho \frac{\partial^2 u}{\partial t^2} = (\lambda + 2\mu) \left( \frac{\partial^2 u}{\partial x^2} + \frac{\partial^2 u}{\partial x \partial z} \right) + \mu \left( \frac{\partial^2 u}{\partial z^2} - \frac{\partial^2 u}{\partial x \partial z} \right), \quad \text{(4.3.2)}
\]

\[
\rho \frac{\partial^2 w}{\partial t^2} = (\lambda + 2\mu) \left( \frac{\partial^2 w}{\partial x \partial z} + \frac{\partial^2 w}{\partial z^2} \right) + \mu \left( \frac{\partial^2 w}{\partial x^2} - \frac{\partial^2 u}{\partial x \partial z} \right), \quad \text{(4.3.3)}
\]

where \( \rho = \) density, \( \lambda = \) wavelength, and \( \mu = \) shear modulus.

The elastic wave equation is considered to be the most accurate method in terms of its ability to simulate wave propagation through real earth materials. However the resultant solution can be overwhelming. This equation can be conveniently solved with finite differences albeit requiring higher order spatial derivatives (Kelly et al., 1976). A more stable and significantly more effective method was proposed by Virieux (1986), when utilises these Elastodynamic equations:

\[
\frac{\partial^2 u_x}{\partial t^2} = \frac{\partial \tau_{xx}}{\partial x} + \frac{\partial \tau_{xz}}{\partial z}, \quad \text{and} \quad \text{(4.3.4)}
\]

\[
\frac{\partial^2 u_z}{\partial t^2} = \frac{\partial \tau_{xz}}{\partial x} + \frac{\partial \tau_{zz}}{\partial z}, \quad \text{where} \quad \text{(4.3.5)}
\]

\[
\tau_{xx} = (\lambda + 2\mu) \frac{\partial u_x}{\partial x} + \lambda \frac{\partial u_z}{\partial z}, \quad \tau_{zz} = (\lambda + 2\mu) \frac{\partial u_z}{\partial z} + \lambda \frac{\partial u_x}{\partial x}, \quad \text{and} \quad \text{(4.3.6)}
\]
\[ \tau_{xz} = \mu \left( \frac{\partial u_x}{\partial z} + \frac{\partial u_z}{\partial x} \right), \text{ where} \]
\[ \tau = \text{stress tensor, } \mu = \text{Elastic Modulus} \]

This is so called the stress-velocity formulation, emphasised by Barthwal (2010), which is implemented in the Tesseral software (tesseral Technology Incorporation, Calgary, Canada, 2007-2015), which was intensively used in this study. The methods produce both compressional and shear waves. It is accurate and computationally efficient.

### 4.4 Elastic wave modelling

1. 2D modelling with Tesseral software is utilised through several steps. Building a 2D velocity model is quite effective if one has the desired geological cross-section sketched in some form. The section is readily digitised and elastic parameters are assigned with assistance from the local Tesseral library.

2. Acquisition geometry is assigned.

3. Modelling parameters are chosen such as spatial and temporal sample rates, total travel time. These parameters have to be carefully chosen in order to avoid numerical dispersion.

4. Processed “shot records” are then input into the basic processing functions available within the software package or output in SGY form for more elaborate processing with a full commercial processing system, such is ProMAX by Landmark.

The initial geological model was derived from a simplistic interpretation of a 2D seismic line (Figure 4.4.1). A corresponding seismogram, that is, a CMP stack and migrated stack, are shown in Figures 4.4.2(A) and (B), respectively. In this case post-stack modelling was used based on the exploding reflector principle (Loewenthal et al., 1976).

Another model is presented in Figure 4.4.3., when forms a classic ‘flower’ structure, and now the aim is to investigate the seismic response over it. Post-stack modelling (Figure 4.4.4) produces a similar result to the one shown in Figure 4.4.2, despite the fact that different structural models shown in Figures 4.4.1 and 4.4.3, respectively, were used to generate the synthetic data.
Figure 4.4.1: The geological model interpreted from 2D seismic lines: shots=280, interval=10 m, receivers=300, interval=5 m.

Figure 4.4.2: (A) Synthetic section, (B) the migrated synthetic line, (C) an enlarged structural feature from (A) and (D) the same feature from (B).
Figure 4.4.3: The ‘flower’ structure—2D Model with depth increasing velocities.

Figure 4.4.4: (A) Stacked synthetic data, (B) the post-stack migrated synthetic stack.

Subsequent modelling included pre-stack approach. 280 shots were fired across the model. Source interval was 10 m. 300 receivers were spaced at 5 m during the “shooting”. After pre-processing, pre-stack time migrated (PSTM) sections using the best stacking velocities and true medium that is model velocities were produced, as
shown in Figure 4.4.5 (A) and (B), respectively. Structural breaks can be clearly observed now and a ‘flower’ structure can be inferred with some certainty. Full pre-stack depth migration (PSDM) shows clearly the ‘flower’ structure (Figure 4.4.6) that can be readily interpreted, as shown in Figure 4.4.7.

**Figure 4.4.5:** PSTM sections: (A) using RMS velocity and (B) using true model field velocity.

**Figure 4.4.6:** PSDM (Kirchhoff integral solution) section with true model velocities. The ‘flower’ structure is clearly imaged.
Figure 4.4.7: Interpreted prestack depth migrated (PSDM) section.

Summary

Forward modelling shows clearly an accurate velocity field (Guillaume, 2008) and a high signal-to-noise ratio (SNR) are critical for imaging complex structures, such as the ‘flower’ structure. After the application of the full pre-stack imaging we arrived at the result that suggested that in a favourable situation (proper dip line orientation) 2D seismic can provide information about complex faulting, which is vital for hydro-geophysical studies. However, it is further shown that only depth migration can fully reveal the nature of the structure. In the field case it is expected that borehole information is required to provide accurate velocities for PSDM. High SNR provided by highly energetic source and/or high fold are further needed to enable good performance on both PSTM and PSDM codes.

Chapter 5: Seismic expression of complex structures – 3D models
5.1 Introduction

The seismic modelling study presented in the previous chapter shows that in an ideal situation it might be possible to detect the presence of complex geological features, such as the proposed ‘flower’ structure, from 2D seismic data. However, it is hard to prove its presence from 2D seismic data only, as ‘flower’ structures are always three dimensional. It is, therefore, of interest to investigate the 3D expression of such structures, particularly in terms of the future exploration strategy in the Perth Basin.

3D modelling can simply be described as the function of plotting points (vertices) within a three-dimensional (x, y and z axis) measured area of space (Fredman, 2008). When the points are connected with lines, they create a “simple polygon” in that space; by creating enough polygons, a three dimensional shape is created. This approach is used to model the response of a three dimensional geological model. The basic advantages of a 3D model generated using real seismic responses are: (a) the target is illuminated from all azimuths and incidence angles, (b) scattering is accounted for, and (c) different acquisition strategies can be investigated. This is subsequently used to devise interpretation approaches and future exploration strategies. For example, 3D modelling can be used to test the effect of different acquisition parameters (Gjøystdal, 2002), such as the shooting geometry or the maximum offset between the source and receiver and/or the difference between surface or so-called layer cake fold and the actual underground fold distributed over the geological targets. The synthetic seismic data is then processed with an optimal sequence that will be eventually used for processing of the field data.

Similar to 2D modelling, 3D modelling schemes can utilise a “liquid earth” model or actual elastic media (Kelly, 2007). The excitation can be a point source (pre-stack modelling) or the entire underground (3D exploding cube, which amounts to a poststack modelling approach).

The first and often most severe obstacle is building a 3D model representative of the underground geology (Ketcham, 2005). If only 2D information is available then
this process becomes even more challenging. Specifying the acquisition geometry is vital, but not simple, as it will be dependent on the hardware capabilities and would have to be custom specified as current commercial software is not capable of utilising flexible geometries.

5.2 3D modelling investigations

The Finite Difference Method (FDM) is a popular method for numerically solving either 2D or 3D wave equations (Kelly et al., 1976; Claerbout, 1985; Virieux, 1986; Igel et al., 1995; Etgen, 2007; Bansal and Sen, 2008). The foundation of finite difference seismic modelling can be found in several articles (Carcione et al., 2002; Marfurt, 1984; Margrave, 2003; Moczo et al., 2007). Extensive testing of the proposed algorithms are conducted on a so-called Marmousi 3D model created by Versteeg and Grau (1991). It is not easy to analyse and interpret even 3D acoustic seismic responses. A full elastic response is seldom used as it is hard to infer the crux of the problem from the data. Therefore from now on we will concentrate on the acoustic instigations.

5.3 3D modelling - finite difference approximations

The acoustic wave equation with the constant density has been most commonly used in seismic modelling (Villarreal, 1997), migration and inversion studies (The most popular scheme for solving the acoustic wave equation is the finite difference method. The methodology can be illustrated on a 1D wave equation, which in a homogenous medium and is given by:

$$\frac{\partial^2 p}{\partial x^2} = \frac{1}{v^2} \frac{\partial^2 p}{\partial t^2}.$$  \hspace{1cm} (5.3.1)

where \( \rho = \rho(x, t) \) is a scalar wave field and \( v \) is the velocity.

From Equation (5.3.1), it can be seen that the spatial distribution of pressure wave front is controlled by the medium velocity. Temporal derivatives are commonly solved by the 2\textsuperscript{nd} order finite differences:
\[
\frac{\partial^2 p}{\partial t^2} \approx \frac{1}{\tau^2} \left[ -2p_{j,m} + (p_{j,m-1} + p_{j,m+1}) \right].
\] (5.3.2)

Where \( p_{j,m} = p(jh, m\tau) \) and \( P_{m-1} \) is the past pressure, \( P_m \) is the present and \( P_{m+1} \) is the future pressure that we are interested in:

\[
\frac{\partial^2 p}{\partial t^2} = \lim_{\tau \to 0} \frac{1}{\tau^2} \left[ -2p_{j,m} + (p_{j,m-1} + p_{j,m+1}) \right].
\] (5.3.3)

Consequently, a smaller step in time or space indicates a better accuracy for the computation of progressive derivatives. A higher-order approximation of Equation (5.3.2) can also be derived from the Taylor series. Spatial derivatives are commonly solved with 4th or 8th order of differencing (Liu and Sen, 2009).

**Figure 5.3.1:** A diagram designs the grids for wavefields in the time domain; \( h \) and \( \tau \) are grid size and time step, respectively (Liu and Sen, 2009).

Explicit high-order finite difference requires large computer memory and it can be unstable if the spatial and temporal sampling is unmatched through the velocity. Liu and Sen (2009) illustrated the grids for the wavefield in the time-space domain (Figure 5.3.1).

A \( 2N^{th} \)-order finite difference formula for the \( 2^{nd} \)-order spatial derivative is given by:
\[
\frac{\partial^2 p}{\partial x^2} \approx \frac{1}{h^2} \left[ c_0 p_{j,m} + \sum_{n=1}^{N} c_n (p_{j-n,m} + p_{j+n,m}) \right],
\] (5.3.4)

Where \( c_n \) are the finite-difference coefficients and their expressions are given in the following section. When \( N=1 \), we can obtain \( c_0 = -2, c_1 = 1 \), then Equation (5.3.4) is similar to Equation (5.3.2). When \( N=2 \), then \( c_0 = -5/2, c_1 = 4/3, c_2 = -1/12 \). Also, a smaller grid size can help attain greater accuracy for spatial derivatives.

Substituting Equations (5.3.2) and (5.3.4) into Equation (5.3.1), we have

\[
\frac{1}{h^2} \left[ c_0 p_{j,m} + \sum_{n=1}^{N} c_n (p_{j-n,m} + p_{j+n,m}) \right] = \frac{1}{v^2 \tau^2} \left[ -2p_{j,m} + (p_{j,m-1} + p_{j,m+1}) \right].
\] (5.3.5)

Reorganising Equation (5.3.5), we get

\[
p_{j,m+1} = 2p_{j,m} - p_{j,m-1} + \tau^2 \left[ c_0 p_{j,m} + \sum_{n=1}^{N} c_n (p_{j-n,m} + p_{j+n,m}) \right],
\] (5.3.6)

Where \( \tau = v \tau/h \). Equation (5.3.6) is the recursion formula for solving the ID wave equation using the finite-difference method. The recursion begins with the wavefield values known at two successive time steps \( t=0 \) and \( t=\tau \). The wavefield values, that is, pressure distribution in space at a future time step, is computed using Equation (5.3.6).
5.4 Building a physical 3D model

As mentioned before, the construction of a 3D numerical model is a quite involved process, particularly if 3D structures were not a priori derived in one of the interpretation software applications, such as GoCAD, Petrel or Geomodeller. A way around this problem is to construct a physical model, and instead of simulating wave propagation, conduct an experiment that involves actual waves (Urosevic and Dzunic, 2013). The “waves” can be in any frequency range as long as they are matched to the model dimensions.

In this study a physical 3D model of the possible geologic ‘flower’ structure is constructed from wood with dimension 22x10x7cm. This model is filled with a casting and embedding resin between each layer, while the other layers are left hollow (Figure 5.4.1).

Figure 5.4.1: The physical (wooden) 3D constructed model of the ‘flower’ structure with the dimensions 22cm x 10cm x 7cm.
5.5 3D Model scanning

The “sources” for scanning the model are in the high-frequency range. A medical computerised tomography or computerized axial tomography (Seletchi, 2007; Engelberg, 2012). (CT or CAT) scan was used to “propagate” the waves through the physical 3D model. Tomography refers to imaging by sections or sectioning, through the use of any kind of penetrating wave (Russ, 1995; Carlson, 2006; Mees, 2003).

In the medical profession, specialised software applications are needed to analyse CT scans and structurally diagnose problems, such as cancers, cardiovascular disease, trauma, and others. It combines special X-ray equipment with sophisticated data processing (Cnudde, 2006) to form images of the inside of the body (Figure 5.5.1). In its basic form it takes many cross-sections to form a 3D image. This is exactly the principle used to create 3D geological models in digital space.

CAT scanning took place in the Royal Perth hospital. Some 410 DCM image sections were taken, which were subsequently used to create a 3D model.

![Figure 5.5.1: Images of the CAT scanner as used for medical purposes (Radiologyinfo.org).](image)
A 3D-CT was used to scan through the ‘flower’ structure physical model (Figure 5.5.2). 410 images were produced and were then used to construct the 3D volume (Mukerji, 2008). The intensity of these images corresponds to X-ray attenuation. These images are saved in the digital imaging and communication (DICOM) image format.

**Figure 5.5.2:** The 3D physical model of the ‘flower’ structure is comprised of simple materials such as wood and resins. These materials are used as they support the propagation of X-rays. The model is close to 2.5D but not exactly as some fault planes have different azimuths to the others.
Figure 5.5.3: The 3D physical model inside the CAT scanner.

Figure 5.5.4: A zoomed view of the 3D physical model inside the CAT scanner.
Image Compression is typically used: JPG splits image into colour and grey-scale information (Figure 5.5.5). The layers are defined by the CT imaging, but the scanned image is still not ready for the use for the synthetic seismogram creation.

![Image](image.png)

**Figure 5.5.5:** The JPG Split image of the ‘flower’ structure in grayscale using the Onis 2.5 image viewer.

### 5.6 Numerical model creation

The physical 3D model is initially created from a stack of scanned cross-sections (410 sections) using the medical software Drishti (Figure 5.6.1). Each cross-section has dimensions of 768x768 pixels.
Figure 5.6.1: 410 DCM images are assembled into a 3D model using the Drishti software package.

The CT scanned model parameters are given in Table 5.6.1:

<table>
<thead>
<tr>
<th>Type</th>
<th>Characteristic</th>
</tr>
</thead>
<tbody>
<tr>
<td>Doc Type</td>
<td>Drishti Header</td>
</tr>
<tr>
<td>Raw file</td>
<td>Volume</td>
</tr>
<tr>
<td>Voxel type</td>
<td>Short</td>
</tr>
<tr>
<td>Pvl Voxel type</td>
<td>Unsigned char</td>
</tr>
<tr>
<td>Grid size (model dimensions)</td>
<td>410 x  768 x  768</td>
</tr>
<tr>
<td>Voxel size (mm)</td>
<td>0.325521 x 0.325521 x 0.329956</td>
</tr>
<tr>
<td>Raw map</td>
<td>-1024.01 x 3070.95 : original CT scan values</td>
</tr>
<tr>
<td>Each byte of unsigned integer</td>
<td>0 - 255</td>
</tr>
<tr>
<td>The assigned integer</td>
<td>8 bit scaled (coded) density values used for velocity mapping</td>
</tr>
<tr>
<td></td>
<td>255 x 255</td>
</tr>
</tbody>
</table>

Table 5.6.1: CT model parameters
The next step is to automatically create the parametrised model that can be used for numerical simulations. For that purpose different density regions are assigned to the appropriate elastic parameters. For that purpose a FORTRAN program was utilised. The code was written by Aleksandar Dzunic (Dzunic, 2014, personal communication) and enabled rapid assignment of elastic parameters.

5.6.1 X-ray analysis

The physical 3D model was created out of the different materials (air, wood, and resin) with different densities that will attenuate x-rays in different ways. These differences will later on be used to assign different elastic properties to the selected “geological” units. Therefore, not just one single material was used to create model, because it will be impossible to recreate an accurate geological model; three different materials with known densities are usually sufficient to build less complex models.

In essence the idea is to create desired shapes with different densities. This is very convenient as user do not need to model in the first instance velocities or any relationships, whether linear or not, between densities and velocities. The ideal case would be to have model densities to equal rock densities. In this case, a single function was used for mapping of the velocities using known density-velocity relationships, preferably for Perth basin.

In practice, the work at first started by analysing the density distribution and then localise zones that are clearly defined and was followed through the x-ray cube (Figure 5.6.2.3). If the regions can be well separated, then the velocity assignment can be readily accomplished. An example is shown in Figure 6.3.1, where separation was chosen for X-ray ranges of 0-120, 121-137, and 138-255. Now, for example, the resin can be selected to represent sandstones with the density range of 1.8 - 2.1. Then assumption for any flexibility can be assumed for this process. For example, it is assigned the velocities of 3500 m/s to a certain intensity range or density; let’s say 1.8, while 3800 m/s can be assigned to 2.1 g/cc.3.
5.6.2 Seismic velocities across the Perth Basin

The study of P-wave velocity distribution in depth incorporated some 20 well logs covering the Perth Basin from north to south (Figure 5.6.2.1). The result shows that the Yarragadee Formation depth varies considerably, and is anywhere within the bounds of 300–3500 m. Velocity varies from 2200–4200 m/s (Figure 5.6.3.1). The average velocity depth curve for the Perth Basin is shown in Figure 5.6.2.2. This curve can be utilised to assign most probable velocities to the formations.

Figure 5.6.2.1: Twenty P-wave well logs in the Perth Basin were chosen to study the distributions of the interval velocities and to build the velocity-depth curves (Crosstella and Backhouse, 2000).
Figure 5.6.2.2: Distributions of interval velocities along the 20 wells in the Perth Basin.

Figure 5.6.2.3: Variation of X-ray signals across the physical model.

5.6.3 Mapping velocities and densities
The X-axis is represented by voxels of 8-bit coded densities and the Y-axis is represented by voxels of velocities. To start building the 3D velocity model, scanning density values had been applied and then remapping them to P-velocities (Figure 5.6.3.1). The actual mapping is fully automated using a stand-alone FORTRAN program.

![Fig. 5.6.3.1: Density-velocity distributions (remapping).](image)

The velocity mapping for the scanned model follows geological velocities (Johnson, 2002), which are averaged from the available logs of the most important units in a depth range. The area within the model occupied by air was assigned velocities ranging from 2600 to 3600 m/s according to the slope in Figure 5.6.3.1. Wood received the velocity range of 3600 to 4100 m/s, while for resins I used somewhat narrower velocity range of 4200 to 4500 m/s.

### 5.6.4 Numerical model
The Initial selection of the x-ray regions produced a simple cube, which was used for the seismic model (Figure 5.6.4.1). Model parametrisation was adjusted to the available computing resources and, therefore, 442 in-lines and 350 cross-lines were selected. 340 cells in the depth axis (Nz) were selected. This meant that the initial model size was trimmed by about 30%.

![Figure 5.6.4.1: The resulting 3D velocity model](image)

Model parametrisation is shown in Table 5.6.4.1

<table>
<thead>
<tr>
<th>Axis</th>
<th>Old dimensions</th>
<th>New dimensions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ny</td>
<td>442</td>
<td>221</td>
</tr>
<tr>
<td>Nx</td>
<td>768</td>
<td>350</td>
</tr>
<tr>
<td>Nz</td>
<td>768</td>
<td>340</td>
</tr>
</tbody>
</table>

**Table 5.6.4.1:** The dimensions of the 3D velocity model

Automatic assignment of different regions to be populated by chosen elastic parameters significantly cut the model construction time and shortened the procedure.
of parameters assignment. The refined velocity model was imported from Drishti (Figure 5.6.4.2) into the proMAX processing software (Landmark graphics, a Halliburton company). A 3D grid was used to define in-lines and cross-lines for post-stack modelling.

![Figure 5.6.4.2: The final image of 3D velocity model imported into ProMAX](image)

### 5.6.5 3D poststack modelling

For model parametrisations of $NY=221$, $Nx=350$, and $Nz=340$. I selected a uniform grid: $DH=dx=dy=dz=7m$, that is less prone to numerical dispersion (Mufti et al., 1996). In general, the following rule should be followed to avoid or reduce grid dispersion:

$$H \leq \frac{C_{\text{min}}}{w f_{\text{max}}},$$

(5.6.5.1)

Where $C_{\text{min}}$ = minimum value of the migration velocity used in the model, $f_{\text{max}}$ = maximum frequency in the data to be migrated, $w$ = number of samples per minimum wavelength $\lambda_{\text{min}}$, given by $\lambda_{\text{min}} = \frac{C_{\text{min}}}{f_{\text{max}}}$.

Furthermore, for a selected value of grid spacing, the system becomes numerically more stable when the time sampling satisfies the condition...
\[ \Delta t \leq \mu h / C_{\text{max}}, \quad (5.6.5.2) \]

Where \( C_{\text{max}} \) symbolises the maximum value of the migration velocity and \( \mu \) is a constant. According to Mufti (1996) \( \mu = 0.5 \) and \( w = 3.5 \) are reasonable values for 3D modelling.

The modelling parameters were as follows:
(a) Maximum time: 2500 ms
(b) Sample rate: 0.5 ms
(c) Wavelet central frequency: 20 Hz
(d) Wavelet length: 45 ms

Numerical dispersion and stability have to be considered thoroughly before modelling commences. Stability is controlled by the grid sampling primarily and discrepancy between true and grid velocity. If true velocity \( (C) \neq \frac{\Delta h}{\Delta t} \), then different frequencies will propagate with different velocities, resulting in numerical dispersion. Dispersion can be avoided if at least 6 grid points are used to sample the highest frequency. Further improvement is achieved if large velocity contrast and variation are avoided.

Using this, I calculated the critical parameters were calculated as shown in Table 5.6.1. The slowest velocity was 2600 m/s, while the highest velocity in the model was 4339 m/s. This is a significant span in velocities so the grid needs to be adjusted not only to the smallest velocity, but also to the contrast between them. That requires more samples per wavelet and hence a finer spatial sample rate. Subsequently the time sample rate \( \Delta T \) is selected.

For \( R \), the coefficient of stability; the following equation is used:
\[ R = V \cdot \Delta T / \Delta H < 0.7, \]

where \( V \) is the maximum velocity, which is this case is 4339 m/s. Thus, in this case the controlling factor (\( R \)) is less than 0.31, which is satisfactory.
If the wavelet is well sampled (6 or more points per period) then the grid velocity is not far from the real velocity and we get reasonable results. Once the parameters were selected the actual post-stack modelling took approximately 30 hours. Instead of the common exploding reflector (boundary) modelling of Carcione et al. (2002), the exploding surface model was used. The solutions are not identical, but are very close, while the exploding surface model is easier to implement. Snap shots of the modelled wavefield are shown in Figures from 5.6.5.1 to 5.6.5.5, representing 3D poststack time sections: in-lines, cross-lines and are shown in Figures 5.6.5.2 and 5.6.5.4, and enlarged section area is shown in Figure 5.6.5.3 and 5.6.5.5.

The output was without any numerical dispersion yielding a 3D cube of excellent quality; these results suggest that the same parameters can be used for pre-stack modelling, which much more time is consuming and sensitive to errors.

The generated GNU/FORTRAN application contained parameter files (Appendix B) that were executed and output for parallelisation. A master parameter file (Appendix D) utilised second order finite difference in time and 4th order for space derivatives. It was written and created in a way that it was supplied with the powerful parameter files; log files and the master parameter file (Appendices A to F). This is shown solely to illustrate the main steps taken and the complexities involved in 3D pre-stack modelling.

The main steps are:
- Parameterisation of geometry
- Selection of the numerical parameters (grid size, wavelet type and characteristics such as duration and peak frequency)
- Memory management and parallelisation
- Output grid management
- Data reorganisation
- Conversion to SGY format and porting to processing package
<table>
<thead>
<tr>
<th>The Parameters</th>
<th>(Description) Information</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cube dimensions</td>
<td>(Ny = 221, Nx= 350, Nz = 340)</td>
</tr>
<tr>
<td>Sample rate [us]</td>
<td>500</td>
</tr>
<tr>
<td>Number of samples</td>
<td>5000</td>
</tr>
<tr>
<td>DH</td>
<td>7.0 m</td>
</tr>
<tr>
<td>(dx)</td>
<td>7m</td>
</tr>
<tr>
<td>(dt)</td>
<td>0.5 ms</td>
</tr>
<tr>
<td>No of Wavelet samples</td>
<td>45 ms</td>
</tr>
<tr>
<td>(W = \text{minimum phase wavelet})</td>
<td>Dom. period ~ 45 ms (22 HZ +), are producing satisfactory result in regard to minimal dispersion and temporal resolution.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Stability Analysis</th>
<th>Vhigh</th>
<th>Rmin = .1857</th>
<th>Rmax .3099 (&lt;.7)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Velocity</td>
<td>2600.</td>
<td>4339.</td>
<td></td>
</tr>
<tr>
<td>(\text{grdPt/W avL})</td>
<td>14</td>
<td>&gt;12</td>
<td>31</td>
</tr>
</tbody>
</table>

**Table 5.6.5.1:** Parameters used for poststack modelling.
**Figure 5.6.5.1**: 3D poststack modelling snapshots of the pressure distribution in the model.

**Figure 5.6.5.2**: 3D poststack modelling (time sections). In-lines: 1, 50, 100, 150 and 200.
Figure 5.6.5.3: 3D poststack modelling in-lines.

Figure 5.6.5.4: 3D poststack modelling time sections cross-lines: 1, 50, 100, 150, 200, and 300.
In summary, the quality of the images obtained with the 3D post-stack modelling approach was high. It is therefore hoped that the chosen parameters will result in good quality shot records that is non-dispersive shot records.

5.6.6 3D pre stack modelling

One of the first tasks for 3D modelling is to set the receiver and shot lines. The acquisition parameters are given in appendices B, D and E. The grid size again was: DY=221, DX=175 and DZ=170. The recording time was extended to 4000 ms so that large offsets are recorded properly.
The dominant frequency was slightly increased to about 33 Hz (Figure 5.6.61). The minimum phase wavelet was successfully used as it displayed high level of numerical stability in previous simulations. Hence the same wavelet was chosen in the next phase, for the 3D pre stack modelling. The number of grid points per wavelet was increased to 17 to reduce dispersion. Survey geometry included 10 shot lines (SL) and 8 receiver lines (RL).

**Figure 5.6.6.1:** The wavelet used for prestack modelling.

Before discussing resultant shot gathers it should be noted that fully qualifying modelling (recording) geometry, in terms of ProMAX processing software requirements, is essential and not often trivial. Geometry is the most important stage before the data processing can commence. In this case a stand-alone FORTRAN program was used to populate trace headers properly (Dzunic, 2014, personal communication) so that the values could be loaded to the ProMAX data base. For that purpose, geometry information was extracted from the trace headers, and the 3D Geometry module (ProMAX) was used to complete binning (Figure 5.6.6.2). There was a difference between the modelling grid size of 7 x 7 m and the processing bin size of 7 x 3.5 m. While nominal bin size is 3.5 x 3.5 m; the increase in one direction by ½ will effectively double the data fold, which is desirable for later processing stages such as pre-stack imaging.
Shot/receiver lines are displayed in Figure 5.6.6.2. Binned grid and binning parameters are shown in Figure 5.6.6.3. The 3D fold is shown in Figure 5.6.6.4.

**Figure 5.6.6.2:** 3-D survey geometry. Shot lines shown in black and receiver lines in white.

**Figure 5.6.6.3:** Binning parameters.
5.7 Results

An example of the 3D shot record is shown in Figure 5.7.1, where a very high quality result was again obtained. Consequently a simple processing flow comprised of AGC, NMO application and stacking produced clear images. Organisation of 3D in-lines, cross-lines and time slices and their relationships are shown in Figure 5.7.2. The resulting brute stack of a selected in-line and migrated stack are illustrated in Figures 5.7.3 and 5.7.4, respectively. The time slices are shown in Figure 5.7.5. In Figures 5.7.6 and 5.7.7, inline 201 was extracted from 3D stacked and migrated cubes, respectively. A “best guess” of the ‘flower’ structure is presented in Figure 5.7.7. It is clear that interpretation of complex structures is not trivial.

To move the interpretation of the results to the next level, and also to verify the validity of the procedure used from geometry definition to stacking and migration, the resultant seismic image was overlain over the input model in depth domain (Figure 5.7.8). It is now relatively easier to identify the flower structure, but it is also clear
that the data density and the processing need to be improved in order to produce a more interpretable image.

**Figure 5.7.1:** 3D shot gathering (8 receiver lines).

**Figure 5.7.2:** Crosslines, inlines and time slices, through the 3D Cube is conventionally used to analyse processed data.
Figure 5.7.3: In-line 21 extracted from 3D brute stack cube.

Figure 5.7.4: In-line 21 extracted from 3D migrated stack cube.
As with the 3D Model used, there were 1–441 in-lines (Receivers) and 1–175 cross-lines (Sources) and FFID (1–880) shots (Figure 5.7.4).

The time slices of the 3D post stack migration are shown in Figure 5.7.5 within a range of 200-1200 ms (step 200 ms), Duff (1989).

**Figure 5.7.5:** Time slices in the range 200–1200 ms, with a 200 ms increment.
Figure 5.7.6: 3D stacked time section in-line 201.

Figure 5.7.7: 3D migrated depth section in-line 201, where the ‘flower’ structure is viewed in its final profile.
Figure 5.7.8: The seismic-migrated image with the modelling velocity field overlaid in the depth domain.
Chapter 6: Complex structures in the presence of noise

6.1 Introduction

Raw seismic data are often dominated by different types of noise (Bormann, 2013). Common types of disturbances fall into the category of so-called ambient noise, such as wind, rain, traffic, domestic farm animals, power lines, airplanes and so on (Novotny, 1999). The other type of noise is categorised as coherent noise (Newman, 1996), which is created by seismic sources and is, therefore, referred as source-generated noise. Coherent noise (White, 1984; Wentworth, 1989) mostly includes air waves and ground roll (Kummer, 2012). Other coherent events considered as noise in a reflection experiment include P-waves and converted shear head waves, multiple reflections of all orders, refracted reflections and reflected refractions.

Ambient noise can be generated by many sources and is often regarded as random (McNamara, 2004; Shapiro, 2005; McNamara, 2004; Schimmel, 2011; Murugan, 2012). However, the majority of this type of noise is in fact organised in some way, and is therefore also somewhat coherent. Both coherent and ambient noise (Yang, 2008) can significantly affect seismic data quality and must be considered in the seismic survey design. For example, to overcome high levels of noise requires energetic seismic sources, high fold and finer receiver spacing. This substantially raises the costs of the application of seismic methods. Even with the most careful seismic acquisition design, some noise will remain present in the seismic data. Remnant noise can create issues in processing, and subsequently, in interpretation. For example, otherwise continuous reflections can be intercepted by remnant, organised (coherent) noise. Such response can be misinterpreted as, for example, fracture swarm or complex fault zones. It is therefore important to understand the potentially harmful effect of the noise and attenuate it with appropriate processing procedures.

It should be also mentioned that a third type of noise is instrument-generated. However, in most of the seismic recordings, the instrument noise level is several orders of magnitudes below the other so-called seismic noise (Holcomb, 1989). It is clear that all types of noise have to be attenuated or eliminated with the appropriate choice.
of seismic processing steps. Only then can seismic interpretation be accomplished with high degree of confidence.

Therefore, to make our 3D synthetic model (as presented in Chapter 5) to closer resemble an actual field situation, it is necessary to include different types of noise so that the reliability of the seismic interpretation of complex faults can be estimated. It is usually the case that the 3D seismic images are clearer than the corresponding 2D images. This can be attributed to the higher quality object illumination, which is achieved through the use of 3D seismic as well as the power of 3D processing algorithms (Urosevic, 2014, personal communication). However, some remnant noise is often observed, even in 3D land-seismic images, therefore it is required to include this noise in the resulted synthetic seismic response and use it in the objectives of this study. Moreover, we need to simulate the so-called remnant noise, that is, the noise that remains after the application of various noise attenuation techniques (Henley, 1999, 2003, 2011). This is indeed the most common situation occurring in real seismic data.

6.2 Objectives

In this chapter, two main tasks need to be completed before the interpretation stage: a) the introduction of realistic noise trains, and b) attenuation of the noise through processing and imaging (Cupillard, 2011). Some remnant noise is expected to remain in the data after processing. Different types of noise can be introduced into the synthetic data. Shot-generated noise, for example, emerges naturally from the elastic wave solution. If we are using the acoustic wave equation, which is more common approach, then this type of the noise will have to be introduced later in the process, after numerical simulation is completed.

The noise has to then be attenuated with selected seismic algorithms (Stein, 2007). One of the ways to remove the noise from the data is based on velocity, which is done through measuring coherent noise at a particular velocity or set of velocities (Dingus, 2010). Another way is by using a common process called the ‘F-K filter’ (Bekara, 2009). It should be noted that the application of the F-K filter, often creates artefacts Calvert, 2003, which may influence the interpretation process (Castro, 2007). Another familiar way to improve the signal quality is via high-frequency enrichment,
which can improve data frequencies without a corresponding increase in noise. This will produce an outcome resulting in a larger bandwidth seismic section with a much higher data frequency than that accompanying conventional seismic (Kumar et al., 2008).

The first step is to identify and analyse the raw seismic data and determine the noise type, its spectral characteristics and its origin. Only then a test can be applied using the required attenuation techniques.

6.3 Noise analysis from field data

Forward modelling of the seismic response needs to be related to the actual field conditions. Only then the modelling results can be used for the analysis of exploration issues specific to the area under investigation. Hence, it is first necessary to analyse seismic noise in the existing field records that are acquired over the area of interest for this study. This may tolerate to add the same type of noise to the synthetic data as is found in the field data. For that purpose, I analysed several field records. One such record is shown in Figure 6.3.1.

Figure 6.3.1: Selected field record from 2D seismic data acquired (time ms) over the Gnangara Mound. Refractions are marked by the yellow arrow while the area occupied
by surface waves is highlighted in orange. The precursor noise window (white triangle) represents ambient noise at the time of the recording (Bensen, 2007).

Measuring the field data is to establish the study of energy of the ambient noise; direct, refracted as well as surface waves in order to be used within the model (Peterson, 1993) (see figure 6.3.1). This is because in noisy environment, it is hard to see reflections from the target (source) but only coherent noise, first arrivals and ambient noise.

The precursor window is used to analyse the background noise properties (Figure 6.3.2). The different noise sources are labelled. The average noise intensity is estimated to be within an offset range of ±1000 m; refracted waves are then analysed and their intensity estimated (Figure 6.3.3).

In Figure 6.3.2, in the red colored ellipse, the near offset ambient noise produced is mostly by effect of vehicles or weight rather than winds (Machine or vehicle noise). Average ambient noise level is measured in the below window from zero at that moment when the ambient noise was taking place and could be when it was raining or windy or because of the effect of traffic or nearby machines working (factories), which has certain levels of noise. The reason why noise is so high in the vicinity of zero-offset, actually ± 200 is most likely because of the effect of the sources that creates the seismic waves.

![Figure 6.3.2](image.png)

**Figure 6.3.2:** The ambient noise level as a function of offset. Linear fit can be used to estimate a range of the ambient noise as well as its average intensity.
Figure 6.3.3 is similar to Figure 6.3.2, represents the amplitude of the first arrival of the refracted waves.

Figure 6.3.3: Refraction wave amplitude verses offset. These waves display moderate energy level.

The three figures 6.3.2, 6.3.3 and 6.3.4, indicate that the surface wave intensity is the highest while refractions are just above the ambient noise on moderate to far offsets, as expected.

The figures 6.3.2, 6.3.3, and 6.3.4 represent amplitude of the traces as a function of the offset for ambient noise (as seen in Figure 6.3.1 above the white colored triangle, the second strip is the yellow colored window that covers the refracted waves, and the orange strip that covers the surface waves)

Surface waves are analysed in a window limited to their presence. The intensity in the offset plane is shown in Figure 6.3.4.

Figure 6.3.4 shows the amplitude distribution verses offset in the window that covers the surface waves (as indicated by the orange colored strip in Figure 6.3.1), which depicts maximum value. The reason why this was measured, because acquiring those amplitudes on the representative shots that gives the amplitude of the important
features dealt with; ambient noise, direct waves, refracted waves (Colburn, 1986) and surface waves.

**Figure 6.3.4:** Surface wave energy along the offset plane. These waves display the highest energy level.

The energy of different events can be better visualised through computations of their ratios. The ratio of refracted/ambient noise is displayed in Figure 6.3.5.

**Figure 6.3.5:** Amplitude of refracted waves compared to ambient noise amplitude.
Figure 6.3.5 shows the ratio of the amplitude of the refracted waves to amplitude of ambient noise. The vertical axis is Logarithmic to produce a good insight of the ratio. This is important because for with the used model, there was a need to provide certain levels of noise that has a parallel impact as with that ratio in the field.

![Graph showing ratio of refracted waves to ambient noise](image)

**Figure 6.3.6:** Amplitude ratio: surface wave/ambient noise.

There was a need to establish how much amplitude or energy of surface waves must be added on top of our model to get a model data. A certain level of noise data (ambient noise) was added then surface wave with certain amplitudes. But these amplitudes must follow ratio that is not measured in the field, that’s the main idea. Figure 6.3.6 indicates the Amplitude ratio of surface wave to ambient noise.

Figure 6.3.7 shows that surface waves at the close offset are much smaller by amplitude compared to direct wave, and that is because when exploding was done the P-waves were first created which goes up very high and goes down then died out quickly very fast but when the offset at 300 meters, surface waves became much more stronger than P-wave as direct or refracted. So the curve in Figure 6.3.7 shows how the energy of surface waves and direct waves or refracted waves can be related in the field.
6.4 “Noisy” synthetic data: simulating field data

After noise analysis in the field records, we are now in position to add ambient and coherent noise to our synthetic data. Several wave types are added to the 3D synthetic shot gathers in accordance with the results from the field data analysis. Coherent wavetrains include surface and air waves. Ambient noise is simulated by adding random noise (numbers) in percentages (Bekara, 2009), relative to the signal strength. Another type of noise is added through simulation of an imperfect static computation. This is achieved by adding random time shifts to the receiver and shot stations, by dta base manipulation and transfer to trace headers as time delays.

A “raw” 3D synthetic gather in its original shape, as produced by the numerical scheme, is shown in Figure 6.4.1.
Figure 6.4.1: The 3D synthetic shot gather created by a stand-alone modelling program (A. Dzunic, 2014, personal communication). Data were written in SEG-Y format to simplify the importing process into the ProMAX® (Landmark Graphics Corporation) processing package. Individual trace scaling applied.

The same gather after the addition of surface and air waves is shown in Figure 6.4.2.

Figure 6.4.2: The 3D synthetic shot gather after the addition of source-generated noise: surface and air waves. Peak amplitude is scaled down relative to the raw gather to avoid clipping the surface waves.
Random noise is added in three stages to cover the range observed in the field gathers. This corresponds to the actual signal-to-noise values of 1, 1.3 and 1.6 respectively. In percentages, these stages can be expressed as 100%, 130% and 160%. The latest is stage 3 (Figures 6.4.3 to 6.4.5).

**Figure 6.4.3:** 100% of random noise added to the synthetic gather shown in Figure 6.4.2.

**Figure 6.4.4:** 130% of random noise added to the synthetic gather. Primaries are not clearly visible in the last two receiver lines that are furthest from the source.
The final stage includes the addition of static shifts to simulate variable traveltimes through the near-surface weathered zone. Short wavelength statics are applied with variable intensities. The reason for this is that the refraction arrivals in the field gathers are not always visible, hence picking errors are likely and consequently, weathering static computed from the refraction arrivals may be inaccurate. The remaining traveltime misalignments after the application of the refraction statics may be of the magnitude of 5–10 ms. the net result is that reflection events will be misaligned to a degree proportional to the static correction error. Similarly, the higher the error is, the greater the attenuation of the high frequencies. This will be reflected in the interpretation process. Hence, it is of interest to observe the effects of imperfect static solutions on the image coherency and interpretability.

Figure 6.4.6 shows 3D shot record before the addition of static shots and random noise (130%), while Figure 6.4.7. shows the same record after the addition of ±5 ms static shifts and Figure 6.4.8 shows after the addition of 130% of the noise to this misaligned data. The grey scale is used to make the shifts more visible and distinctive.
This example represents the most likely situation of small static errors combined with the moderate ambient noise.

**Figure 6.4.6:** Original 3D shot record displayed in grey scale

**Figure 6.4.7:** Original field record with addition of ±5 ms static shifts

**Figure 6.4.8:** 3D shots after the addition of 130% noise and random static shifts of ±5 ms.
After adding coherent, ambient and processing (static) noise, the 3D synthetic shot gathers are now ready for full processing, stacking, migration and analysis.

These pictured figures presented in this chapter are to replicate conditions parameters in the field into the model data, because model data will always give perfect results. But the goal was not to replicate for something that is already known, but to establish how much noise we be handled. In other word, the ratios of such noises were taken from the field in order emerge them into the model and then by testing and decimation, reducing the number of channels, reducing the number of shots, in other word reducing the fold (effective number of traces within the CDP) that will produce high S/N ratio.

The purpose of measuring the amplitude of the noise, amplitude of the first break, amplitude of the refracted waves and amplitude of the surface waves is to establish ratio of the noises with respect to the initial signal (first arrival and the refracted wave) and perceive the effect on the model.

6.5 Effect of noise on stacked and migrated seismic images

The idea behind the noise examination in 2D field gathers and its reproduction in 3D synthetic gathers is to simulate the most likely outcome of a future 3D survey in this area, which may be undertaken for the detection of complex structures. Hence, to understand the impact of all types of noises discussed in Chapter 6.4 on the interpretability of seismic images, it is necessary to fully process the 3D gathers to the stack and migration stages.
The first step is to process noise-free 3D synthetic shot gathers. That includes geometry application, CMP sorting, NMO application, filtering and 3D stacking. A selected inline from a 3D cube is shown in Figure 6.5.1. Despite of this noise-free inline, but it shows that the interpretation of complex structures is not a straightforward process. For land seismic, adding a relatively small percentage of ambient noise makes the process of interpretation a little harder, as some structural details appear to be lost, particularly at early times (Figure 6.5.2). Adding 160% of ambient noise and random static shifts of ±10 ms puts any interpretation effort into doubt (Figure 6.5.3). Clearly, such errors cannot be permitted if processing is to produce reliable 3D seismic images.
Figure 6.5.2: Inline 205 extracted from noisy 3D synthetic cube. 100% of random noise and coherent, source-generated noise are added to the shot gathers.

In Figure 6.5.2 the 100% of random noise and coherent mans the same level or amount of field noise measured were added to the model data in order to get a normal model section with noise as in the field.

In Figure 6.5.3, Inline 205 extracted from noisy 3D synthetic cube with random and coherent noise, 100%, means the same amount or level measured in the field, source-generated noise are added to the shot gathers of the model.
Figure 6.5.3: Inline 205 extracted from a noisy 3D synthetic cube. 100% of random noise, coherent, source-generated noise and ±10 ms time delay errors are added to the shot gathers.

In figure 6.5.2 we do not have static correction shift introduced, but in Figure 6.5.3 we have error in resolving static correction. This showed us what the impact of the resolving the static correction has to do with the final outcome. When comparing the two Figures 6.5.2 and 6.5.3, it can reach to a conclusion that even 10 ms of static correction is not that critical for this can be solved through residual static correction.

The final analysis involves poststack depth migrated seismic images that are more likely to reveal the geometry of a complex structure. As before, the start of the work was by migrating the noise-free shot records (Figure 6.5.4). The image is simplified after migration and closer to the initial geological model. Equivalent migrated images after the addition of 160% of noise and ±10 ms static errors are displayed in Figure 6.5.5. Many structural details have been blurred and/or lost, which makes interpretation challenging. Another level of difficulties can be added by increasing the time delay errors to ±20 ms (Figure 6.5.6). Clearly, image coherency is completely lost and no viable interpretation can be achieved from such data.
Figure 6.5.4: Inline 205: A 3D poststack depth-migrated noise-free seismic cube.

Figure 6.5.5: The inline poststack depth-migrated 3D volume after 160% of ambient noise combined with ±10 ms variable time delays is applied to the synthetic shot records. Inline section 205 is shown as extracted from the volume.
Figure 6.5.6: The inline poststack depth-migrated 3D volume after 160% of ambient noise combined with $\pm 20$ ms variable time delays is applied to the synthetic shot records. Inline section 205 is shown as extracted from the volume.

6.6 Conclusions

The idea of using a physical model to analyse the seismic response of complex structures is utilised in this research, so then the most probable geological situation can be built. A conventional 3D surface geometry is then used to acquire the 3D synthetic shot gathers over the “geological model”. The output is refined to make it more similar to the real field data by incorporating appropriate noise trains that are inferred from the 2D seismic data. Numerical simulations are then used to study the seismic response over complex fault structures, such as the ‘flower’ structure. It appears evident that the addition of only a moderate amount of ambient noise, in combination with random delays through the weathered zone, makes the seismic images difficult to analyse. It can be concluded that complex structures, such as the ‘flower’ structure, are difficult to identify in low-quality seismic data. A very high S/N, skilful processing and careful interpretation are needed for the positive identification of a ‘flower’ structure.
CHAPTER 7

7.1 Conclusions and Discussions

Seismic interpretation of the six 2D seismic lines recorded along Tuart Road and Clover Road, across Gnangara Mound, Perth Basin suggests the presence of several faults within the Yarragadee aquifer over a depth range of 200–1500 m. The potential presence of complex discontinuities, such as the ‘flower’ structure of a negative type, is of particular concern for the purpose of building a realistic hydraulic dynamic model of this area. The existence of such structures could have significant impact on groundwater fluid flow within Yarragadee Aquifer. Therefore, it is necessary to further study seismic images and search for a better and more consistent data set for interpretation.

Complex faults are difficult to positively identify from 2D seismic data, particularly in the absence of wireline logging. The 2D interpretation study performed during this research work postulate the presence of complex faulting. However, to make an additional step towards the validation of such a hypothesis, I first conducted extensive 2D forward-modelling. A detailed 2D synthetic study reveals that in an ideal case, the detection of such structure is possible when there is an optimum line orientation with respect to the structure and exceptionally high signal to noise ratio S/N.

To make this examination more realistic I conducted 3D physical model of a ‘flower’ structure. The model was then CAT scanned and translated into a binary code using commercial and in-house developed packages by Dzunic (2014). Properly formatted output is utilised for the 3D numerical modelling studies. The modelling included the generation of hundreds of 3D shot records. To make the model closer to reality, I examined seismic noises in the field records and then generated the same type of noise numerically and included it into the 3D shot records. In addition to the source-generated noise and ambient noise, I added random static shifts, simulating imperfect refraction and residual static solutions. Full processing of noise-free and noise-contaminated 3D shot gathers was then conducted. The results suggest that 3D seismic has a better chance of illuminating and validating complex structures, but only if very
careful processing was conducted and the SNR is preserved or recovered through the survey design. When choosing acquisition parameters, the effect of source-generated noise on the final seismic image must be considered and then deploying appropriate spatial sampling. This will enable an unaliased recording of the coherent noise, which is removed using digital filtering. Sufficient CMP fold has to be utilised to combat ambient (random noise) (Bekara, 2009). Hence, 3D surveys that are used to obtain high definition images of shallow fault structures are very expensive. This situation can be somewhat mitigated since 3D seismic processing algorithms are a far more powerful tool for noise suppression than equivalent 2D processes. A good example is S/N suppression achieved by using F-XY (3D data processing deconvolution) in comparison to F-XY (2D data processing deconvolution) (Bekara, 2009). Therefore, the detection of complex, shallow fault structures requires dense acquisition and more reliable processing as a prerequisite for consistent interpretation. This presumes high spatial sampling that translates to a higher receiver and shot densities and hence more expensive surveys. True amplitude processing is necessary in either the time (or preferably) the depth domain, followed by prestack imaging.

Physical modelling and CAT scanning provide very effective process for generating realistic 3D numerical models. Subsequent seismic responses can then be rapidly computed in prestack or poststack domains. Physical model construction and scanning has now been developed to a stage where both can be achieved in a matter of 1–2 days. Hence, it is a far more cost-effective and efficient method of generating numerical 3D models than is generally in use today.
7.2 Recommendations

Utilising novel computer driven technology, such as 3D printers, can further perfect physical model construction process. This would bring new dimension to the current process by providing extra precision in model construction when required. The choice of modelling materials is yet to be fully assessed with respect to the X-Ray propagation effects. That could expand current studies to the area of fluid saturated media that might be of particular importance not only for water exploration but also for oil and gas exploration.

To make the proposed process of forward modelling, particularly in pre-stack domain, it is necessary to introduce additional effective flexibility into the numerical computations. To achieve this, there will be a need of very large computing clusters that can produce updated responses in very short time frame. The importance of fast computing response would be amplified by the introduction of full 3D elastic modelling. Additional elastic parameters, such as shear velocity, could help the process of identification and characterisation of complex structures, particularly in terms of their fluid flow properties.

In any case, it appears that forward 3D numerical studies are at least helpful, if not required, for characterising complex structures and further deriving dynamic models of a high relevance to water exploration objectives, at least in Perth Basin.
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Appendix A

File 1: Data files used in the FORTRAN programming – 3D modelling
| File 2: Parameter file for shot definition and execution - 3dj022x.prm |
***** 3DXMDLTF - parameter file - SHOTS *****
*OUT_FILE.LOG
3dj022b.log
*VEL_FILE.SU
jvrx2_L221_X175_2170.UFM
*OUT_FILES - SGY

!!! DO NOT CHANGE LENGTH OF 'SGY' MASK FILE NAME !!!
3DSL0000SX0000.SGY

#IL_GRD #XL_GRD #Z_GRD #TAPER DH[m] LREC[#smp]
221 175 170 41 7. 4000

SRT_us NWAV# NSNAP#
500 120 3001

#SHT_LINES - [max. 20 lines]
1

SHT_LIN SY_LOC SX_BEG SX_END SX_STP SZ#
2  40 165 175  2  1

#REC_LINES
8

REC_LIN RX_LOC RX_BEG RX_END RX_STP RX#
1  20 1  221 1  1
2  40 1  221 1  1
3  60 1  221 1  1
4  80 1  221 1  1
5 100 1  221 1  1
6 120 1  221 1  1
7 140 1  221 1  1
8 160 1  221 1  1
File 3: Log file example - 3dj092b.log

Write PPID: 1
Write BINARY header... 3DS0180SX0053.SGY
Rec line/Max. channel: 1 221
Rec line/Max. channel: 2 442
Rec line/Max. channel: 3 663
Rec line/Max. channel: 4 884
Rec line/Max. channel: 5 1105
Rec line/Max. channel: 6 1326
Rec line/Max. channel: 7 1547
Rec line/Max. channel: 8 1768
3D SHOT
SHT X= 55
SHT Y= 180
SHT Z= 1
3DS0180SX0055.SGY Completed: 2014/04/24 04:15:27.688
Write PPID: 2
Write BINARY header... 3DS0180SX0055.SGY
3D SHOT
SHT X= 57
SHT Y= 180
SHT Z= 1
3DS0180SX0057.SGY Completed: 2014/04/24 13:53:06.516
Write PPID: 3
Write BINARY header... 3DS0180SX0057.SGY
3D SHOT
SHT X= 59
SHT Y= 180
SHT Z= 1
3DS0180SX0059.SGY Completed: 2014/04/25 00:51:30.424
Write PPID: 4
Write BINARY header... 3DS0180SX0059.SGY
3D SHOT
SHT X= 61
SHT Y= 180
SHT Z= 1
Write PPID: 5
Write BINARY header... 3DS0180SX0061.SGY
3D SHOT
SHT X= 63
SHT Y= 180
SHT Z= 1
3DS0180SX0063.SGY Completed: 2014/04/25 21:01:35.265
Write PPID: 6
Write BINARY header... 3DS0180SX0063.SGY
END OF SHT LINE: 2014/04/25 21:01:38.710

CALC END: 2014/04/25 21:01:38.710
**File 4: Master parameter File – all shots: 3DJAMAL_master.prm**

```plaintext
**** 3DMODLF - parameter file - SHOTS ****
*OUT_FILE.LOG
3DJAMAL.LOG
*VEL_FILE.SU
jvnx2_L221_X175_2170.UFM
*OUT_FILES - SGY
 !!! DO NOT CHANGE LENGTH OF 'SGY' MASK FILE NAME !!!
3DSL0000SX0000.SGY

#TGRD #XLGRD #ZGRD #TAPER DH[m] LREC[#smp]
221 175 170 41 7. 4000

SRT.us NWAV# NSNAP#
500 120 3001

#SHT_LINES - [max. 20 lines]
10

<table>
<thead>
<tr>
<th>SHT_LINE</th>
<th>SY_LOC</th>
<th>SX_BEG</th>
<th>SX_END</th>
<th>SX_STP</th>
<th>S2#</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>20</td>
<td>1</td>
<td>175</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>40</td>
<td>1</td>
<td>175</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>3</td>
<td>60</td>
<td>1</td>
<td>175</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>4</td>
<td>80</td>
<td>1</td>
<td>175</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>5</td>
<td>100</td>
<td>1</td>
<td>175</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>6</td>
<td>120</td>
<td>1</td>
<td>175</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>7</td>
<td>140</td>
<td>1</td>
<td>175</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>8</td>
<td>160</td>
<td>1</td>
<td>175</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>9</td>
<td>180</td>
<td>1</td>
<td>175</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>10</td>
<td>200</td>
<td>1</td>
<td>175</td>
<td>2</td>
<td>1</td>
</tr>
</tbody>
</table>

#REC_LINES
8

<table>
<thead>
<tr>
<th>REC_LINE</th>
<th>RX_LOC</th>
<th>RY_BEG</th>
<th>RY_END</th>
<th>RY_STP</th>
<th>R2#</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>20</td>
<td>1</td>
<td>221</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>40</td>
<td>1</td>
<td>221</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>3</td>
<td>60</td>
<td>1</td>
<td>221</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>4</td>
<td>80</td>
<td>1</td>
<td>221</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>5</td>
<td>100</td>
<td>1</td>
<td>221</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>6</td>
<td>120</td>
<td>1</td>
<td>221</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>7</td>
<td>140</td>
<td>1</td>
<td>221</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>8</td>
<td>160</td>
<td>1</td>
<td>221</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>
```
File 5: Script file that submits jobs on the cluster node (1 of 4) - Nod00x.sh

```
3dlnxfmdml_10.exe 3dj001x.prm &
sleep 5
3dlnxfmdml_10.exe 3dj002x.prm &
sleep 5
3dlnxfmdml_10.exe 3dj003x.prm &
sleep 5
3dlnxfmdml_10.exe 3dj004x.prm &
sleep 5
3dlnxfmdml_10.exe 3dj005x.prm &
sleep 5
3dlnxfmdml_10.exe 3dj006x.prm &
sleep 5
3dlnxfmdml_10.exe 3dj007x.prm &
sleep 5
3dlnxfmdml_10.exe 3dj008x.prm &
sleep 5
3dlnxfmdml_10.exe 3dj009x.prm &
sleep 5
3dlnxfmdml_10.exe 3dj010x.prm &
sleep 5
3dlnxfmdml_10.exe 3dj011x.prm &
sleep 5
3dlnxfmdml_10.exe 3dj012x.prm &
sleep 5
3dlnxfmdml_10.exe 3dj013x.prm &
sleep 5
3dlnxfmdml_10.exe 3dj014x.prm &
sleep 5
3dlnxfmdml_10.exe 3dj015x.prm &
sleep 5
3dlnxfmdml_10.exe 3dj016x.prm &
sleep 5
3dlnxfmdml_10.exe 3dj017x.prm &
sleep 5
3dlnxfmdml_10.exe 3dj018x.prm &
sleep 5
3dlnxfmdml_10.exe 3dj019x.prm &
sleep 5
3dlnxfmdml_10.exe 3dj020x.prm &
sleep 5
3dlnxfmdml_10.exe 3dj021x.prm &
sleep 5
3dlnxfmdml_10.exe 3dj022x.prm &
sleep 5
3dlnxfmdml_10.exe 3dj023x.prm &
sleep 5
3dlnxfmdml_10.exe 3dj024x.prm &
sleep 5
3dlnxfmdml_10.exe 3dj025x.prm &
sleep 5
3dlnxfmdml_10.exe 3dj026x.prm &
sleep 5
3dlnxfmdml_10.exe 3dj027x.prm &
sleep 5
3dlnxfmdml_10.exe 3dj028x.prm &
sleep 5
3dlnxfmdml_10.exe 3dj029x.prm &
sleep 5
3dlnxfmdml_10.exe 3dj030x.prm &
```
File 6: How is Linux/GNU – FORTRAN connection executed?

Linux is an operating system: a series of programs that allows to interact with PC - computer and run other programs. The GNU operating system is a free software system, upward-compatible with UNIX. (It is a recursive acronym meaning "GNU’s is not Unix)

This operating system consists of various fundamental programs which is needed by the PC computer so that can communicate and receive instructions from users; read and write data to hard disks, tapes, and printers; control on the use of memory; and run other software. The most important part of the operating system is the kernel. In a GNU/Linux system, Linux is the kernel component.

Since the made ‘master program’ for the 3D modelling - acoustic finite difference fourth order in space and second order in time works in the way using GNU – FORTRAN that runs for Linux, which was written and created in a way that it was supplied with the parameter file (Appendix D). This file is characterised by having basic parameters necessary for the program to run (i.e. size of the cube, name of the velocity file in specific format, etc. as well as how many lines of shooting). In addition, it has the definition of the receiver lines and the shot lines by their coordinates, and is defined shot by shot how to shoot, because there are almost 2000 shots. Running this single program with the master parameter file will probably take a very long time, months at least if it will be run on one core only because the code is not parallelised. Hence to enable parallelisation, a new program was made to operate the master parameter file with all receiver lines and shot lines. This program calculates how many shots have to be shot for this 3D modelling and it requests from user to declare how many nodes and how many cores processors per node will be used. It then calculates the data “farming” and produces the number of parameter files that are equal to the number of cores or processors on the cluster system.

Consequently, if there are; for instance 10 lines with 180 shots, and we have 128 cores, this number of shots is divided by the number of cores, and then we end up with a number of shots per core. Hence it could be selected to model 12 shots per core. With such studied case, it is requested creation of 128 parameter files, as much as there
are available cores on the computer of 4 nodes, subsequently all 128 parameter files are grouped into four files (Script files) to run on each of 4 nodes.

Data, sub-routines and main routines need to be managed in terms of their paths and connectivity. Constructed velocity and also the parameter file that contains all the detailed information with user explanations need to be managed in terms of space, size, input-output paths and the naming conventions (See Appendices A, B and E).

The format of the script files is as below:
- Name of the program
- Name of the parameter file (which is 001) then 002 … 003 up to 32.
- Then another script file from 33 to 64
- Another script file from 65 to 96
- And last script file from 97 to 128

Hence 33-128 is reserved for “nested” script files. This provides flexibility in programming.

The format of the Master file is geared towards very effective usage. It contains the name of the log file made by FORTRAN (Appendices A and C), while the actual velocity field is of a binary type. The name given here is: “Jamal_Velocity_Resampled_extracted_second version”, using in this case lines 22, 21; X-line 175; depth 170 south.

The output file has data lines and also contains some warnings for the user for the input of certain critical parameters such as: “Do not change length…”

The nomenclature has certain number concatenated such is: 160 005, which in this example indicates that it is position 160 on a receiver line position with its shot being No. 5; also having a sample rate of 500 microsecond and the length of the wavelength which is 120.

Two “blocks” were available; a block that describes shot lines and a block that describes receiver lines. Each column represents first shot line followed by its position in the grid, for example 20 on the axis. The program execution was in this
way: shots 1 -175 with an increment of 2 are consecutively fired, depth step of 1 m. But, in the master file, it was also required to manage data farming across all nodes and cores.

For that purpose a program was made and added to the main Master program called “Parallelisation”. This program manages selection of all nodes and processors available on the cluster. User selects the total number of cores to be occupied by the program, having in mind the not to disturb other cluster users. Then it calculates the total number of shots (in the used case 880) and subsequently divides it by the number of cores (actually processors). In this studied case 128 processors were used, when 880 is divide by 128 then the result is 11 shots per processor. This is because shooting was carried on every odd, the program will make the calculations and then it will execute one shot line to optimise the use of processor time (see the file contains (Appendices A, B, C).

Step 2: Create and check other parameter files that are executing subsequent lines: for example line 20 … shot 1, Line 20 shot 3, Line 20, shot5, until shot 175. When shot 175 is modelled, the execution jumps to the Line 40, simulates all even shots, and so on that is in my case line 200.

Each script file is executed on each node in a time of no more than three minutes. Therefore, each core can execute one 3D shot in about 5 hours depending on data parameterisation (grid size, sampling period). We have 12 shots per one core; therefore we get 12 x 5= 60 hours, approximately 2.5 days. So this data management and full parallelisation enable us to model about 2000 shots in 3 days. This speed is approaching the computation time of commercial programs.
Appendix B
Glossary and list of definitions

Glossary

1. **Pixel** is the smallest two dimensional units controllable of an image of a picture represented on the screen, each pixel is a sample of an original image; more samples typically provide more accurate representations of the original. Pixels are generally arranged in rows and columns; a given combination among the pixels of various brightness and colour values forms an image.

2. **Voxel** is the smallest distinguishable box-shaped unit of a three-dimensional space. A particular voxel will be identified by the x, y and z coordinates of one of its eight corners. This term is used in three dimensional modelling.

3. **Vowelisation** is the process of adding depth to an image using a set of cross-sectional images known as a volumetric dataset. These cross-sectional images (or slices) are made up of pixels. The space between any two pixels in one slice is referred to as interpixel distance. The distance between any two slices is referred to as interstice distance. The dataset is processed when slices are stacked in computer memory based on interpixel and interslice distances to accurately reflect the actual sampled volume.

4. **Artefacts** are weed reflections that mask or obscure the genuine reflected signal or waves. They are caused by abrupt transitions between low- and high-density materials, which results in data values that exceed the dynamic range of the processing.

5. **Dispersion** Frequency-dependence of the wave propagation velocity. It causes a significant stretching of the length of the surface-wave record and the rather late arrival of its largest amplitudes from which the surface wave magnitude.
List of Definitions

Aquifer: a geological formation or group of formations able to receive, store and transmit significant quantities of water.

Bore: means a specific type of well accessing groundwater, generally a small diameter well.

Clastic rocks: are composed of fragments of pre-existing minerals and rock, where the term clastic refers to sedimentary rocks as well as to particles in sediment transport.

Confined aquifer: an aquifer, confined between an upper and lower layer of relatively impermeable material, of layers of low permeability.

CSIRO: Commonwealth Scientific and Industrial Research Organisation.

Groundwater: refers to underground water and includes water that percolates from the ground into a well or other works.

Groundwater resource: flow the movement of groundwater through an aquifer.

IWSS: Integrated Water Supply Scheme; is the system that delivers 279 billion litres of water each year to over 1.5 million people in Perth, the Goldfields and Agricultural region and some parts of the South West; 31% surface water (mainly from dams, 46% groundwater, 23% desalinated seawater.

Recharge: the process of renewing underground water by infiltration of rainfall.

Sedimentary basin: is an area containing a thick and laterally extensive sequence of sedimentary rocks that have not been severely altered or deformed.

Supply well: a well or bore that draws water to the surface of the ground.
**Unconfined aquifer**: is an aquifer without an overlying layer of lower permeability which generally gets direct vertical water recharge from the surface.

**Unconformity**: is a geologic expression that indicates a buried erosional or non-depositional surface separating two rock masses or strata of different ages, indicating that sediment deposition was not continuous.

**Water table**: is the level to which water rises in a well tapping an unconfined aquifer. It refers to the surface of a body of unconfined groundwater at which the pressure is equal to that of the atmosphere.