Molecular dynamics simulations of liquid–liquid interfaces in an electric field: The water–1,2-dichloroethane interface
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ABSTRACT
The polarized interface between two immiscible liquids plays a central role in many technological processes. In particular, for electroanalytical and ion extraction applications, an external electric field is typically used to selectively induce the transfer of ionic species across the interfaces. Given that it is experimentally challenging to obtain an atomistic insight into the ion transfer process and the structure of liquid–liquid interfaces, atomistic simulations have often been used to fill this knowledge gap. However, due to the long-range nature of the electrostatic interactions and the use of 3D periodic boundary conditions, the use of external electric fields in molecular dynamics simulations requires special care. Here, we show how the simulation setup affects the dielectric response of the materials and demonstrate how by a careful design of the system it is possible to obtain the correct electric field on both sides of a liquid–liquid interface when using standard 3D Ewald summation methods. In order to prove the robustness of our approach, we ran extensive molecular dynamics simulations with a rigid-ion and polarizable force field of the water/1,2-dichloroethane interface in the presence of weak external electric fields.
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I. INTRODUCTION
Liquid–liquid interfaces play a central role in a number of processes ranging from heterogeneous catalysis to liquid chromatography, and heavy metal extraction to electrochemistry, and they have been the focus of intense research for more than half a century. In particular, polarized ITIES (Interfaces between Immiscible Electrolyte Solutions) have been widely used in sensing and bioanalytical chemistry. Although several different combinations of immiscible solvents can be prepared, the water–1,2-dichloroethane (DCE) is arguably the most commonly used and studied system. Intense efforts have been made to understand the molecular structure of the interface, which provided evidence to support either the old capillary wave theory for the structure of the interface or the existence of a mixed solvent layer. For most practical and technological applications though, it is the distribution and behavior of charged particles at the interfaces that are of utmost importance. For example, in the case of electrochemical applications, the accumulation of ions at the interfaces under the influence of an applied electric field contributes to the formation of an interface potential, which regulates the transfer of ions from one phase to the other. Because of the difficulties in probing soft interfaces, the description of the distribution of electrolytes at liquid–liquid interfaces has often been based on mean field theories developed for solid–liquid interfaces, such as the Gouy–Chapman or the Stern double-layer model.

Although experimental techniques, such as time-resolved fluorescence spectroscopy, second harmonic generation spectroscopy, and x-ray scattering, have had some success in providing information on the structure of the interfacial region, computer simulations have been the only tool that could directly provide a molecular picture of the structure of liquid–liquid interfaces. Molecular Dynamics (MD) has been the method most commonly used in computational studies of liquid–liquid interfaces due to its ability to provide both thermodynamic and kinetic data for the simulated systems. Since the pioneering work of Benjamin on the
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A. Ewald summation and electric fields

Even with modern supercomputers, MD simulations are limited to a relatively small number of atoms when compared to the macroscopic size of bench-top experiments, and since the inception of MD many techniques have been introduced to speed up such calculations and reduce both surface and finite size effects (see, e.g., Ref. 28). Most of these procedures are nowadays so commonly used that little consideration is often given to their side effects, particularly by the inexperienced practitioner. In particular, the vast majority of MD simulations employ 3D periodic boundary conditions and a short-range cutoff for the non-bonded interactions, which require the simulation cell to be at least twice as large as the cutoff distance (i.e., they obey the minimum image convention). Although this combined approach has the advantage of eliminating all free surfaces and vastly reducing the computational cost of the pairwise interactions, results from MD simulations still suffer from finite size effects, and in certain instances, the results have been shown to depend on the cutoff distance. Cases in point are the calculation of the self-diffusion coefficient and the surface tension.29,30

Because of the long-range nature of the Coulomb interaction, where the rate of decay is less than the increase in the radial density of charges, it was recognized early on that a short-range cutoff for the electrostatic interactions would have led to unphysical results. A variety of schemes have been developed throughout the years to efficiently compute the long-range electrostatic interactions in MD simulations. The Ewald summation (including accelerated variants) is by far the most widely used method, and although a complete description of this method is beyond the scope of the present work, it is important to briefly highlight the basic ideas and assumptions behind it. Within the framework of periodic boundary conditions, any simulated system effectively becomes infinite and 3D periodic, and this allows for rewriting the conditionally convergent sum of the electrostatic pairwise interactions as the sum of a finite real space term, through the addition of Gaussians of opposite sign to the point charges, and compensation via a Fourier transform of this smooth charge density, leading to a rapidly converging term in reciprocal space. The former is simply a sum of pairwise interactions up to a cutoff distance, while the latter accounts for the long-range part of the electrostatics and involves a sum over the reciprocal space vectors of the system. The partitioning of the calculation between real space and reciprocal space terms is largely arbitrary and is primarily driven by efficiency arguments. Typically, the same cutoff radius is chosen for the van der Waals and electrostatic interactions, and depending on the system size, different amounts of computational work are done in reciprocal space. In most modern codes, the number of reciprocal space vectors used in the Ewald summation is typically automatically determined based on one single input parameter that represents the desired accuracy of the calculation. While this is generally well-known, the split of the electrostatic interactions into real and reciprocal space terms does not automatically make the answer well-defined, and further conditions have to be specified to lead to a consistent result. In particular, it is necessary to make an assumption regarding the macroscopic dielectric properties of the system beyond the cutoff radius. The most common assumption is the so-called “tin-foil” approximation, which assumes that the system beyond the cutoff radius is a conductor ($\varepsilon_r = \infty$), and it requires that there is no net charge in the simulation cell and no dipole across the entire system (Fig. 1). Therefore, the result of the Ewald sum is directly linked to assumptions regarding the macroscopic state of the system, including the surfaces, when comparing to real materials. Despite most systems not being conducting materials, the “tin-foil” approximation has several benefits, such as that the energy is independent of the origin, and it is conserved when charged particles cross the simulation boundaries. If either of those two conditions is not met, correction terms need to be added to eliminate any artifacts caused by the departure from the limit of the “tin-foil” approximation.31,32 This is particularly problematic for MD simulations with a slab geometry where the artificial periodicity in the direction normal to the slab imposed by the 3D boundary conditions has been shown to cause artifacts.33

A typical approach
for simulating interfacial problems with 3D boundary conditions is to add a region of vacuum above the slab and assume that there is no interaction between the periodic images. However, Spohr \(^{36}\) showed that the results of the 3D Ewald summation converge very slowly to the correct 2D results, and even for a cell 5 times larger in the direction normal to the slab to the in-plane dimensions, the agreement was not satisfactory; a geometry that is very rarely seen in the literature.

There exists a lesser-used alternative limit to the tin-foil boundary conditions for the Ewald sum in which the dielectric constant at the cutoff boundary is assumed to have a finite value. In this case, a correction to the standard Ewald energy arises based on the total macroscopic dipole averaged per unit cell,\(^{35}\)

\[
\Upsilon_{\text{surf}} = \frac{2\pi}{(2\varepsilon_{\text{surf}} + 1)V} \left[ \left( \sum_i q_i r_i \right)^2 + 2 \left( \sum_i q_i r_i \right) \left( \sum_j p_j \right) + \left( \sum_j p_j \right)^2 \right].
\] (1)

where \(r, q,\) and \(p\) are the atomic positions, charges, and dipoles, respectively, and \(\varepsilon_{\text{surf}}\) is the value of the dielectric constant at the cutoff boundary, which is often assumed to be equal to 1.

The use of this expression is problematic since the dipole moment is intrinsically ill-defined under periodic boundary conditions since the value depends on the choice of image used for each atom. Hence, it is only typically used to define the contribution from changes in polarization rather than the absolute value. When considering the specific case of a 3D simulation of what is intended to be a 2D problem (i.e., a slab model with vacuum gaps), then the net dipole in the direction of the surface normal can now be defined unambiguously since the surfaces are explicitly included in the simulation. Based on this, Yeh and Berkowitz \(^{37}\) proposed the 1D version of this correction term as a means of correcting the results to match those where open boundary conditions are present in one direction. This corrects the Ewald sum result from 3D to give results that match those from the 2D Parry summation.\(^{36,37}\) Despite this theory having been established many decades ago and artifacts due to the use of the Ewald sum in 3D periodic systems having been reported extensively in the literature (see, e.g., Refs. 33, 38, and 39) because the necessary correction terms are either not available in the code of choice or have simply been ignored, the literature is riddled with papers that potentially contain serious errors due to an erroneous treatment of the long range part of the electrostatic interactions.

The use of external electric fields in MD simulations with 3D Ewald summation methods is therefore even more problematic, because of the permanent dipoles that are induced in the simulation cell. The naïve assumption, which is however commonly found in the literature, that the presence of an external electric field in MD simulations is equivalent to adding a force proportional to the atomic charges throughout the system is indeed too simplistic. First of all, it violates the assumption behind the “tin-foil” approximation that there is no net dipole in the system. Moreover, it cannot account for the fact that in inhomogeneous systems the strength of the electric field can be different in different parts of the simulation cell, e.g., on the opposite sides of a liquid–liquid interface.

In this work, we propose a way to design 3D MD simulations with an external electric field that reproduces the expected behavior of dielectric materials and show that the artifacts present in other approaches can be mitigated even when using a standard 3D Ewald summation method. This involves the use of four charged plates and two slabs of atoms arranged in an anti-symmetric fashion along the direction of the electric field, which by design cancels any internal dipoles, on average, and allows the use of 3D periodic Ewald summation methods, therefore leading to efficient MD simulations (Fig. 2). It is worth noting here that the use of genuinely 2D summation methods, such as the one developed by Parry mentioned above, would avoid all the complications and associated an increase in computational cost of setting up larger symmetric MD simulations, but because it is not widely implemented in the commonly used MD codes, the method proposed here can be more readily applied. Moreover, our method has the further advantage of doubling the statistics by running two replicas of the same system at once.

\[\text{FIG. 2. Example of the system geometry used in the simulations with an external electric field. The oxygen, carbon, and chlorine atoms are colored in red, cyan, and ochre, respectively. Hydrogen atoms have been removed for clarity. The green and blue spheres represent the positive and negative charges that make up the plates of the capacitor used to create the external electric field. The vertical dashed lines show the approximate positions of the restraining walls used to confine the liquids. The blue rectangles show the size of the simulation boxes used; for the “vacuum” and “PBC” setups, we also tested different lengths in } z.\]
II. THEORETICAL METHODS

Although for practical and technological applications, neat liquids are of limited interest, they still represent a significant challenge to our molecular understanding of the structure of liquid–liquid interfaces, particularly in the presence of external electric fields. In this study, we will focus on the water to 1,2-dichloroethane (DCE) interface, which obviously requires appropriate force fields for both individual liquids, as well as the cross-interaction. While there are numerous existing force fields for water, far fewer have been derived specifically for DCE. Here, we have performed MD simulations with a rigid-ion force field taken from the literature and with a new polarizable force field developed as part of this work, which was based on the AMOEBA model and includes a multipole expansion of the atomic charges up to the quadrupole in addition to atomic polarizability.

For the development and testing of the water/DCE force field, a variety of different codes and tools have been used, and below, we provide a short description of the methods employed. The primary computational tool used in this work was MD, and three different codes have been used: LAMMPS 1 for all the simulations with the rigid-ion model, TINKER HP v1.2 2 for the solvation free energy calculations with the AMOEBA polarizable force field, and openMM 3,4 for all other calculations with the AMOEBA force field. All production MD simulations were performed with a 1 fs time step in the NVT ensemble at 300 K with no constraints on the covalent bonds and angles, and the atomic coordinates were stored every 1 ps. The temperature was controlled with a chain of Nose–Hoover thermostat of length 5 and a relaxation time of 1 ps. For the bulk liquid simulations, the cell density was initially equilibrated in the NPT ensemble at 1 atm using an isotropic or semi-isotropic barostat for the pure liquids and interface simulations, respectively. For the simulations with a slab in vacuum, harmonic walls were placed around the slabs to prevent the system from drifting and the liquid molecules from evaporating. The positions of the walls were such that they normally did not interfere with the atoms unless they had evaporated from the slab. In this case, a Langevin thermostat was also used to limit the drift of the slabs. In the case of the AMOEBA polarizable force field, the atomic induced dipoles were determined self-consistently at every MD step with the convergence tolerance set to \(10^{-5}\).

A. Force field parameters

The rigid-ion force field used in this work for DCE is based on the Generalized Amber Force Field (GAFF) model, and it was taken from the literature. 10 The SPC/Fw 11 model was instead used to describe water. The general form of the interaction potential can be separated in the classical intramolecular forms for bond stretching, angle-bending, and torsions,

\[
U_{\text{intra}} = k_{\beta}(\beta_{ij} - \beta_{0})^{2} + k_{\theta}(\theta_{ijk} - \theta_{0})^{2} + k_{\phi}[1 + \cos(n\phi_{ijkl} - \phi_{0})],
\]

(2)

while the intermolecular contributions are the sum of the Coulomb term and a Lennard-Jones potential,

\[
U_{\text{inter}} = \frac{1}{4\pi\varepsilon_{0}} \frac{q_{i}q_{j}}{r_{ij}} + 4\varepsilon_{0}\left[\frac{\sigma_{ij}^{12}}{r_{ij}} - \frac{\sigma_{ij}^{6}}{r_{ij}}\right].
\]

(3)

For the development of a polarizable force field for DCE, we started from the modified AMOEBA09 parameters 12 and followed the standard procedure described in Ref. 48. The molecular geometry of DCE was relaxed at the MP2/6-31G* level of theory, and the electrostatic potential around the molecule was computed using a larger basis set (MP2/6-311G**). The multipole moments were then determined using a Gaussian distributed multipole analysis 49 based on the polarizability potential that is included in the TINKER distribution. The atomic polarizabilities, intramolecular, and van der Waals parameters were obtained from similar molecules that were already included in the AMOEBA09 force field, and the standard AMOEBA combination rules were used for all the intermolecular cross-interactions.

For all the simulations reported in this work, we set the accuracy of the Ewald summation to \(10^{-5}\), but each code used different implementations of the method. In LAMMPS, we used the particle–particle-particle-mesh Ewald, 50 in TINKER, the smooth particle mesh Ewald, 51 and in openMM, the particle mesh Ewald. 52 All benchmark calculations with the 2D Parry summation method have been performed with the GULP program. 53 The SPC/Fw and AMOEBA09 water parameter sets were chosen for compatibility with our earlier works on calcium, carbonate, bicarbonate, and sulfate in water, 54 which will be added to the liquid–liquid interface in a future work; a full characterization of these force fields will be given below. For completeness, the force field parameters used in this work are reported in the supplementary material.

B. Quantum chemical calculations

The quantum chemical calculations of dipole moments and relative energies of H$_{2}$O and DCE in vacuum, H$_{2}$O, and DCE were performed with the Psi4 package (version 1.4a2.dev523). 55 The PWBP95-D3 65 double-hybrid density functional approximation was selected due to its excellent performance for dipole moments of closed-shell species as recommended by Hait and Head-Gordon. 66 The present results are obtained with the aug-pc-3 basis sets, 67 which are diffusely augmented basis sets of approximately 4–5 quality. The calculated dipoles and energy differences from PWBP95-D3 are consistent with the M06-2X 68 single-hybrid density functional approximation, applied with aug-pc-3 as well as aug-pc-4 basis sets.

Calculations in H$_{2}$O and DCE were performed using an implicit solvent model, as implemented in the PCMsolver package. 69 The solver type was set to IEFFPCM, with solvent parameters set to H$_{2}$O or DCE as required, with the solvent cavity constructed using UFF radii, using GePol with an area of 0.3 Å$^{2}$. As analytic gradients or Hessians are not available in Psi4 when the PCMsolver is used, and evaluation of the PWBP95-D3/aug-pc-3 potential by double-finite-differences would be too costly, the free energy corrections to the energy differences are evaluated using the significantly cheaper composite method PBEnh-3c. 70

III. FORCE FIELD VALIDATION

Before discussing the effect of an external electric field on the properties of the water/DCE interface, it is important to provide...
a careful characterization of the pure liquids and of the liquid vapor interfaces, particularly for the AMOeba force field that was developed in this work where no prior data exist. To this end, we computed several properties of the pure liquids and of the binary system, and compared them with the available experimental data. In Table I, we report the properties of both liquids with regard to their density ($\rho$), self-diffusion coefficient ($D^\infty$), shear viscosity ($\eta$), enthalpy of vaporization ($\Delta H_{\text{vap}}$), solvation free energy ($\Delta G_{\text{solv}}$), surface and interfacial tensions ($\gamma$), relative dielectric constant ($\varepsilon_r$), interfacial width ($d_0$), mutual solubility ($\xi$), and average molecular dipole ($\langle \mu \rangle$).

The self-diffusion coefficient $D^\infty$ was computed for three box sizes (5 nm, 7.5 nm, and 10 nm) using the Einstein equation,

$$D = \frac{1}{6} \langle (r(t) - r(0))^2 \rangle,$$

and extrapolated to an infinite system using its well-known size-dependence.\textsuperscript{29}

**TABLE I.** Properties of the pure liquids. The uncertainties correspond to the standard error of the average or the uncertainty obtained from the least square fitting (see text for details).

<table>
<thead>
<tr>
<th></th>
<th>Water</th>
<th>Expt.</th>
<th>Rigid-ion</th>
<th>AMOeba</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\rho$ (g/cm$^3$)</td>
<td>0.997\textsuperscript{7}</td>
<td>0.998 ± 0.01</td>
<td>1.000 ± 0.01</td>
<td></td>
</tr>
<tr>
<td>$D^\infty$ (10$^{-5}$ cm$^2$/s)</td>
<td>2.3\textsuperscript{3}</td>
<td>2.8 ± 0.01</td>
<td>2.7 ± 0.01</td>
<td></td>
</tr>
<tr>
<td>$\eta$ (mPa s)</td>
<td>0.89\textsuperscript{5}</td>
<td>0.67 ± 0.08</td>
<td>0.78 ± 0.05</td>
<td></td>
</tr>
<tr>
<td>$\Delta H_{\text{vap}}$ (kJ/mol)</td>
<td>44.0\textsuperscript{6}</td>
<td>48.7 ± 0.1</td>
<td>43.5 ± 0.1</td>
<td></td>
</tr>
<tr>
<td>$\Delta G_{\text{solv}}$ (kJ/mol)</td>
<td>−26.5\textsuperscript{4}</td>
<td>−28.3 ± 0.1</td>
<td>−24.8 ± 5</td>
<td></td>
</tr>
<tr>
<td>$\gamma$ (dyn/cm)</td>
<td>72.14\textsuperscript{4}</td>
<td>63.5 ± 1</td>
<td>63 ± 1</td>
<td></td>
</tr>
<tr>
<td>$\varepsilon_r$</td>
<td>80\textsuperscript{4}</td>
<td>80 ± 0.1</td>
<td>91 ± 0.1</td>
<td></td>
</tr>
<tr>
<td>$d_0$ (nm)</td>
<td>...</td>
<td>0.4</td>
<td>0.4</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>DCE</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>$\rho$ (g/cm$^3$)</td>
<td>1.24\textsuperscript{6}</td>
<td>1.19 ± 0.01</td>
<td>1.19 ± 0.01</td>
</tr>
<tr>
<td>$D^\infty$ (10$^{-5}$ cm$^2$/s)</td>
<td>1.69\textsuperscript{5}</td>
<td>2.4 ± 0.01</td>
<td>1.41 ± 0.02</td>
</tr>
<tr>
<td>$\eta$ (mPa s)</td>
<td>0.727\textsuperscript{5}</td>
<td>0.62 ± 0.08</td>
<td>0.85 ± 0.05</td>
</tr>
<tr>
<td>$\Delta H_{\text{vap}}$ (kJ/mol)</td>
<td>35.1\textsuperscript{1}</td>
<td>38.1 ± 0.1</td>
<td>38.2 ± 0.1</td>
</tr>
<tr>
<td>$\Delta G_{\text{solv}}$ (kJ/mol)</td>
<td>−19.66\textsuperscript{9}</td>
<td>−18.4 ± 0.1</td>
<td>−19.0 ± 1</td>
</tr>
<tr>
<td>$\gamma$ (dyn/cm)</td>
<td>32.57\textsuperscript{5}</td>
<td>37 ± 1</td>
<td>32 ± 1</td>
</tr>
<tr>
<td>$\varepsilon_r$</td>
<td>10.7\textsuperscript{4}</td>
<td>19 ± 0.1</td>
<td>19 ± 0.1</td>
</tr>
<tr>
<td>$d_0$ (nm)</td>
<td>...</td>
<td>0.8</td>
<td>0.8</td>
</tr>
</tbody>
</table>

where $\xi = 2.837$ 297 and $D_{\text{DRS}}$ indicates the self-diffusion coefficient computed in a box of finite size $L$. The slope of the best fitting line was then used to determine the shear viscosity of the fluids ($\eta$).

The enthalpy of vaporization was computed using

$$\Delta H_{\text{vap}} = \langle U_{\text{gas}} \rangle - \langle U_{\text{liq}} \rangle + RT,$$

and the solvation free energy was obtained using the free energy perturbation procedure in which one of the molecules in the system was labeled a solute and its interactions with the solvent were progressively removed or added,

$$\Delta G = -k_B T \ln \left( \sum_{i} \exp(-\Delta U(\lambda_i, \lambda_{i+1})) \right) \lambda_i,$$

where $0 \leq \lambda_i \leq 1$ is a scaling parameter that was used to progressively switch on or off the van der Waals and Coulomb interactions between this molecule and the solvent. $\langle \cdots \rangle_{\lambda_i}$ indicates a thermodynamic average computed during an MD simulation with the scaling parameter set to $\lambda_i$, and $\Delta U$ is the energy change when the scaling parameter is changed to $\lambda_{i+1}$ or $\lambda_{i-1}$ depending on whether the molecule is being created or annihilated, respectively, keeping the coordinates fixed. Each type of interaction was perturbed independently over 20 stages, and each stage was comprised of a 2 ns MD run. For a detailed description of the calculations, including a sensitivity study on the effects of the box size, ensemble, and direction of the perturbation, see the supplementary material.

The surface tensions of the liquid/vapor and liquid/liquid interfaces were computed using the following equation:

$$\gamma = \frac{L_z}{2} \left[ P_z - 0.5(P_x + P_y) \right],$$

where $L_z$ is the box dimension in the direction normal to the interface, $P_z$ are the components of the pressure tensor in the three Cartesian directions, and the 1/2 is required because in our 3D periodic system, there are two interfaces. The surface tension was computed for three values of the real space cutoff distance (1.1 nm, 1.5 nm, and 2 nm) and extrapolated to the infinite cutoff to account for its dependence on the inverse of the cutoff radius squared.\textsuperscript{30}

The interface thickness was calculated by fitting the density profiles of one species along the $z$ axis with a sigmoidal function,

$$\rho(z) = \frac{1}{2} (\rho_1 + \rho_2) - \frac{1}{2} (\rho_1 - \rho_2) \text{erf}\left( \frac{z - z_0}{d_0} \right),$$

where erf is the error function, $z_0$ is the position of the interface, $d_0$ is a parameter related to the interface thickness, and $\rho_1$ and $\rho_2$ are the equilibrium densities of the species on the opposite sides of the interface. In the case of a liquid/vapor interface, $\rho_1$ and $\rho_2$ correspond to the equilibrium densities in the liquid and vapor phases, respectively, while for the liquid/liquid interfaces, $\rho_2$ corresponds to the solubility of one species into the other liquid, and because the
liquids are largely immiscible, \( \rho_1 \) remains approximately the bulk density of the pure fluids. The interface thickness was then estimated as 1.8 \( d_0 \), which corresponds to the range over which the density of the liquid drops from 90% to 10% of its bulk value (Fig. 3).

The dielectric constant of the liquids has been computed using the standard formula,

\[
\epsilon_r = \epsilon_\infty + \frac{\langle M^2 \rangle}{3 \epsilon_0 V k_B T},
\]

where \( \langle M^2 \rangle \) is the average fluctuation of the total cell dipole, \( \epsilon_0 \) is the vacuum permittivity, \( k_B \) is the Boltzmann constant, and \( T \) is the simulation temperature. For the AMOEBA force field, the high-frequency relative permittivity, \( \epsilon_\infty \), was then obtained using the Clausius–Mossotti formula,

\[
\frac{\epsilon_\infty^{-1}}{\epsilon_\infty^{-1} + 2} = \frac{4\pi}{3V} \sum \alpha_i,
\]

where \( \alpha_i \) are the atomic polarizabilities in CGS units. The high-frequency dielectric constants were found to be 2 and 2.2 for water and DCE, respectively, which is consistent with the experimental estimate of the high-frequency dielectric permittivity of water.

The average molecular dipole moment, \( \langle \mu \rangle \), was computed for species in the liquid and gas phases and when dissolved in the other solvent (Table II). In the case of the AMOEBA force field, it included both the permanent and induced dipole terms. Due to the scarcity of experimental estimates of the molecular dipole for DCE, we compared our numbers with those estimated from QM calculations in vacuum and within an implicit solvent. Although this is not representative of the true molecular environment, particularly for water where hydrogen bonding is certainly important, it provides an indication of the direction and size of the change in the dipole moment. In the case of water, the simple QM calculations performed in this work with the PCM implicit solvent appear to underestimate the dipole moment of the water molecules in the liquid phase obtained from more sophisticated approaches, and we would therefore expect the same to occur for DCE. Moreover, the actual average dipole moment of DCE in the liquid phase depends on the relative fraction of molecules in the trans and gauche conformations (Table III).

A. Pure liquids

Overall both force fields perform well and very similarly in reproducing all the computed properties of the pure liquids, and all

<table>
<thead>
<tr>
<th>Species</th>
<th>Phase</th>
<th>Literature</th>
<th>Rigid-ion</th>
<th>AMOEBA</th>
<th>PWPB95-D3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Water</td>
<td>Gas</td>
<td>1.80(^a)</td>
<td>2.40</td>
<td>1.80</td>
<td>1.90</td>
</tr>
<tr>
<td></td>
<td>Liquid</td>
<td>2.90(^b)</td>
<td>2.40</td>
<td>2.75</td>
<td>2.29</td>
</tr>
<tr>
<td></td>
<td>Solute</td>
<td>. . .</td>
<td>2.28</td>
<td>2.15</td>
<td>2.23</td>
</tr>
<tr>
<td>DCE</td>
<td>Gas</td>
<td>1.1–1.8(^c)</td>
<td>0.5/3.8/1.6</td>
<td>0.3/3.3/0.75</td>
<td>0.0/2.77/–</td>
</tr>
<tr>
<td></td>
<td>Liquid</td>
<td>1.6(^d)</td>
<td>1.9/3.8/3.0</td>
<td>0.6/4.4/2.9</td>
<td>0.0/3.81/–</td>
</tr>
<tr>
<td></td>
<td>Aqueous</td>
<td>0.77/3.6/2.7(^e)</td>
<td>0.5/3.8/3.3</td>
<td>0.6/4.6/3.5</td>
<td>0.0/4.01/–</td>
</tr>
</tbody>
</table>

\(^a\)From Ref. 80.
\(^b\)From Ref. 81.
\(^c\)From Ref. 82.
\(^d\)From Ref. 83.
\(^e\)From Ref. 84.
### TABLE III. Free energy of the gauche conformation relative to the trans conformation for DCE in the gas phase, in the bulk liquid, and when dissolved in water (aqueous).

$\Delta G^*$ is the free energy barrier for the trans to gauche rotation. The free energy as a function of the torsional angle has been computed as $-k_B T \ln(P(\theta))$, where $P$ is the distribution of the Cl–C–C–Cl torsion angle collected during the MD simulations (see the supplementary material). The fraction of molecules that are in the gauche conformation has been computed from the area under the gauche and trans peaks of the probability distribution. For the PWPB95-D3 calculations, the free energy was computed with thermodynamic corrections at 300 K, and the numbers in brackets are the 0 K energy differences.

<table>
<thead>
<tr>
<th></th>
<th>$\Delta G$ (kJ/mol)</th>
<th>Molar fraction</th>
<th>$\Delta G^*$ (kJ/mol)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rigid-ion</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gas</td>
<td>+3.5</td>
<td>0.30</td>
<td>5.9</td>
</tr>
<tr>
<td>Liquid</td>
<td>−2.1</td>
<td>0.77</td>
<td>4.8</td>
</tr>
<tr>
<td>Aqueous</td>
<td>−3.4</td>
<td>0.85</td>
<td>4.6</td>
</tr>
<tr>
<td>AMOEBA</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gas</td>
<td>+6.7</td>
<td>0.10</td>
<td>18.9</td>
</tr>
<tr>
<td>Liquid</td>
<td>+0.1</td>
<td>0.62</td>
<td>14.7</td>
</tr>
<tr>
<td>Aqueous</td>
<td>−1.2</td>
<td>0.73</td>
<td>13.9</td>
</tr>
<tr>
<td>Experiment$^a$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gas</td>
<td>+4.6</td>
<td>0.23</td>
<td>11$^b$</td>
</tr>
<tr>
<td>Liquid</td>
<td>−0.04</td>
<td>0.65</td>
<td>...</td>
</tr>
<tr>
<td>Aqueous</td>
<td>. . .</td>
<td>. . .</td>
<td>. . .</td>
</tr>
<tr>
<td>PWPB95-D3</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gas</td>
<td>+5.5 (+5.7)</td>
<td>0.10</td>
<td>19.9 (19.1)</td>
</tr>
<tr>
<td>Liquid</td>
<td>+0.7 (+1.0)</td>
<td>0.43</td>
<td>19.1 (17.5)</td>
</tr>
<tr>
<td>Aqueous</td>
<td>+1.2 (−0.1)</td>
<td>0.32</td>
<td>18.4 (17.2)</td>
</tr>
</tbody>
</table>

$^a$From Ref. 85.
$^b$From Ref. 86.

the properties computed in this work agree with the values previously published for the water models. In the case of DCE, the AMOEBA force field appears to be slightly superior, with the major shortfall of the force fields being the prediction of the dielectric constant, which is off by almost a factor of two. It is worth mentioning that the values of the self-diffusion coefficient for water reported here appear to be larger than the literature values for both the AMOEBA09 and rigid-ion force fields. Possible reasons for this discrepancy could be the lack of finite size corrections or the use of a Langevin thermostat in the original papers for the rigid-ion and AMOEBA09 force fields, respectively.

Significant differences between the rigid-ion and AMOEBA force fields appear when looking at the molecular dipole moment, where the AMOEBA force field is clearly superior (Table II). Although this is not surprising due to the lack of polarization in the rigid-ion force field, it is worth having a closer look at how the molecular dipole changes when going from the liquid to the gas phase. While the change in the water molecular dipole between the vapor (1.8D) and liquid (2.8D) phases (Fig. 4, right) can be almost entirely ascribed to the atomic polarizability, this is not the case for DCE, where a change in the relative population of the trans and gauche conformations (Table III) plays a major role. In fact, both force fields show a consistent increase in the fraction of DCE molecules in the gauche conformation when going from the gas phase to the bulk liquid, and even more when dissolved in water.

This can be easily explained by the fact that the gauche configuration has a fairly large molecular dipole, which is stabilized by local electrostatic interactions with the surrounding polar molecules. Hence, in bulk liquid DCE, there is a cooperative stabilization effect between all the molecules in the gauche conformation; an effect that becomes even more pronounced when DCE is surrounded by molecules with a permanent dipole moment, such as water. These force field predictions were corroborated by high level QM calculations where the solvent effects are mimicked by the use of a self-consistent reaction field and are consistent with the experimental estimates obtained from IR spectroscopy. The prediction from the AMOEBA polarizable...
force field for the relative populations in the bulk is in much better agreement with the experiments than the rigid-ion force field, while both force fields show similar discrepancies for the vapor phase, albeit in opposite directions. Both force fields suggest an increase in the population of the gauche state when DCE is dissolved in water relative to the bulk liquid, while the QM calculations with implicit solvent performed here and QM/MM calculations instead predict a 10% decrease. On the other hand, the rotational barrier predicted by the rigid-ion force field appears to be three times smaller than the AMOEBA, which is instead consistent with the QM predictions and closer to the experimental estimate by Gwinn and Pitzer.

These quantitative differences can be ascribed to a combination of polarization effects and differences in the intramolecular force field terms, and without targeted tests, it is not possible to separate the two contributions. By computing the distribution of the molecular dipole as a function of the distance from the interfaces (Fig. 4, left), it is also possible to see how these changes in the molecular conformation and the inclusion of atomic polarization combine to change the dielectric response of the liquid. It is also worth noting that at finite temperature, due to the intramolecular vibrations, even DCE molecules in the trans conformation have a relatively small dipole moment, an effect that cannot be captured in the static QM calculations.

Before moving to assess the properties of the liquid mixtures, it is worth briefly discussing the structure of the interfaces and the orientation of molecules at the liquid–vapor interfaces. The interface is still fairly sharp; however, due to the presence of capillary waves, its position varies from place to place and also with time, which gives rise to the smooth density decay over a range of ~0.5 nm for water and 0.8 nm for DCE (Fig. 3). Consistent with the spectroscopic measurements and previous calculations, both force fields show that the surface water molecules are preferentially oriented with one O–H bond pointing toward the vapor phase. It is also apparent that when moving toward regions of lower density, the polar angle of the molecular dipole decreases, which suggests that the two H-bonds to the lone pairs are the last to break before the molecule leaves the surface to go into the gas phase.

Analogous to the above results for water, DCE molecules at the liquid–vapor interfaces have a slight preference to have their dipole parallel to the normal to the interface, which suggests that chlorine atoms face toward the bulk liquid and the hydrogen atoms point toward the vapor phase. However, due to the presence of two different conformers, the situation is a bit more complicated. In this work, we have followed the conventional physics definition of the dipole vector, i.e., it goes from the negative to the positive charge.

### B. Properties of the water/DCE interface

After having validated the bulk properties of the pure liquids, we turned our attention to the properties of a combined system containing both liquids together with an interface (Table IV). Immediately, it became apparent that with the standard Lorentz–Berthelot mixing rules, the rigid-ion force field was giving a positive solvation free energy for DCE in water, while the AMOEBA force field was quite close to the experimental estimate of ~7.6 kJ/mol.

A full discussion regarding the comparison between the theoretical and experimental values is provided as supplementary material.

---

<table>
<thead>
<tr>
<th>TABLE IV. Properties of the water–DCE interface. $x_i$ is the mole fraction of i in the other solvent (see text for details).</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
</tr>
<tr>
<td>$\Delta G_{\text{hyd}}$ (kJ/mol)</td>
</tr>
<tr>
<td>$D_0$ (10$^{-5}$ cm$^2$/s)</td>
</tr>
<tr>
<td>$y$ (dyn/cm)</td>
</tr>
<tr>
<td>$10^3 \rho_{\text{DCE}}$</td>
</tr>
<tr>
<td>$10^3 \rho_{\text{H}_2\text{O}}$</td>
</tr>
<tr>
<td>$d_0$ (nm)</td>
</tr>
</tbody>
</table>

$^a$From Refs. 69 and 91.
$^b$From Ref. 94.
$^c$From Refs. 95 and 96.
$^d$From Ref. 97.

We therefore decided to re-parameterize the water–DCE force field terms to improve the solvation free energy and DCE solubility in water while keeping the properties of the pure liquids unchanged. Although not perfect, the new parameters give the correct sign for hydration free energy and diffusion coefficient of DCE in water closer to the experimental and AMOEBA values, which was deemed sufficient for the purpose of this work. Henceforth, in the remainder of this paper, we used only the force field with the refined water–DCE parameters.

In order to compute the properties of the water/DCE interface, we built a simulation cell of 5 x 5 x 10 nm$^3$ with approximately a 50/50 water/DCE volume ratio. The system was oriented such that the z axis was orthogonal to the interface. 3D periodic boundary conditions were used, without any vacuum gap. The system was equilibrated in the NPT ensemble by keeping the area of the interface fixed. Although the volume equilibrated fairly quickly, the equilibration was extended until the concentrations of water in DCE and DCE in water remained approximately constant to indicate that the partitioning of molecules across the interface had also reached an equilibrium distribution. In order to facilitate molecular diffusion, for these runs, we used the Nosé–Hoover thermostat. It is indeed well-known that the Langevin thermostat can significantly slow down the molecular diffusivity observed in MD simulations (see, e.g., Refs. 92 and 93). The equilibrated configurations were then used to compute the surface tension with three different cutoff radii, analogous to the liquid–vapor interfaces. The mutual solubilities of water and DCE, as well as the interface width (Fig. 5), have been computed by fitting the oxygen and chlorine density profiles using Eq. (9).

The orientation of both water and DCE at the liquid–liquid interface is qualitatively similar to the one observed at the respective liquid–vapor interfaces, although the magnitude is somewhat enhanced. In particular, we note a much stronger preference for the molecular dipole to be aligned with the z axis, but antiparallel to each other (see the supplementary material). Although the conformation of the DCE molecules close to the interface is also similar to the one predicted for the liquid–vapor interface, we observe a slight increase in the fraction of the gauche conformer for the molecules that are dissolved in water. This again can be explained by the fact that...
that the conformer with the larger molecular dipole is stabilized by the water permanent dipoles. The structure and dynamics of the water–DCE interface observed in our simulations is consistent with the capillary wave theory and previous simulations by Willard and Chandler. In fact, there is no indication of mixing on a molecular level, and the water molecules, even relatively far from the nominal position of the interface, maintain a connection with the bulk liquid via the hydrogen bond network until they break free from the bulk liquid and start diffusing away into the DCE phase (see Fig. 6 and the supplementary material). Thus, for any given instantaneous configuration, the interface would appear to undulate on the nanometer scale while remaining fairly sharp at any given location. Of course, for the experimental techniques that are sensitive to the average density of molecules over a macroscopic length scale, the two pictures are hardly distinguishable. Particularly in the case of the AMOEBA force field, we note that the water–water coordination number is not exactly zero on the DCE side of the interface, which indicates that often water molecules leave the interface in small clusters, which are then preserved in DCE. However, due to the very low solubility of water in DCE, it was not possible to accumulate enough statistics on these clusters to provide quantitative information on their size distribution.

IV. APPLICATION OF AN EXTERNAL ELECTRIC FIELD

After having validated the rigid-ion and AMOEBA force fields for the water–DCE interface, we can turn our attention to applying an external electric field to polarize the interface. Although the lack of background electrolytes makes the comparison with experiments difficult, the focus here is on the methodological side of how to correctly apply an electric field in 3D periodic MD simulations using the Ewald summation method; the addition of background electrolyte ions will be discussed in future work. As it was mentioned in the Introduction, the tin-foil boundary condition is the most commonly used implementation of the Ewald sum, and it is also the one used in the three MD codes employed in this work. In many published studies, the electric field is simply applied as a force proportional to the atomic charges across the whole simulation cell. However, this approach is often seriously flawed, if used or interpreted incorrectly, as it does not take into account the requirement under the tin-foil approximation that no permanent dipole is present in the simulation cell: In other words, it assumes that there is an equal flow of charge elsewhere in the system in the direction opposing the electric field (e.g., via an electrical circuit between the two opposing surfaces). Moreover, a simple charge proportionality does not account for the fact that in a heterogeneous system, such as a liquid–liquid interface,
the electric field is different on either side of the interface, because of
the different dielectric properties of the materials. Furthermore, in
3D periodic boundary conditions, there is also an ambiguity about
where the interface is placed within the simulation cell, and the com-
mon approach of adding a vacuum gap and restraining the atoms to
stay in the middle of the cell does not solve the problem related to
the violation of the tin-foil approximation. Instead, in this work, we
have designed our system as per a classical physics textbook capaci-
tor (Fig. 2). For all the simulations reported here, a 10 nm thick water
slab, surrounded by two 5 nm DCE slabs, was placed in-between two
planes of point charges, and weak harmonic restraints were used to
keep the molecules at least 1 nm away from the charged “plates”
(dashed lines in Fig. 2). All simulation cells were 5 × 5 nm² in the
xy plane. The system was then replicated in the z direction by taking
its mirror image. The strength of the electric field was then varied by
assigning different charges to the point particles that form the capac-
itor plates. It is immediately evident how any dipole that is induced
by the external electric field cancels out in the simulation cell due to
the intrinsic symmetry of the system, which makes the use of the 3D
Ewald summation method possible.

For the AMOEBA polarizable force field, the electric field can only be computed from the induced dipoles (\( \tilde{\vec{\mu}} \)),

\[
\tilde{F}_i = \tilde{\vec{\mu}}_i / \alpha_i,
\]

where \( \alpha_i \) are the atomic polarizabilities, hence, we inserted a polar-
izable neutral test particle in various positions of the system. The
induced and total atomic dipoles for the AMOEBA force field were
obtained by post-processing the MD trajectories using an in-house
code that employed the openMM libraries to compute the AMOEBA
self-consistent dipolar and multipolar electrostatic energy. In order
to maintain a consistency in the analysis, we decided to use the
same procedure also for the rigid-ion force field, and for the post-
processing of the data, we assigned a small polarizability to each
atom (\( \alpha = 10^{-4} \text{ Å}^3 \)). However, to minimize any spurious effects,
the induced dipoles were not optimized self-consistently, but purely
determined based on the atomic charges of the rigid-ion force field,
and the Thole damping of the charges was removed.

It is easy to show that for an infinite planar capacitor, there is
no electric field outside the plates and that the electric field inside the
plates is

\[
E \hat{z} = \sigma / \varepsilon_0 \varepsilon_r \hat{z},
\]

where \( \sigma \) is the charge density on the plates, \( \varepsilon_0 \) is the vacuum permi-
tivity, \( \varepsilon_r \) is the relative permittivity of the material, and \( \hat{z} \) is a unit
vector normal to the charged plates. In order to verify that this is
reproduced by our setup, we run a series of tests where we computed
the electric field across the system in the absence of any water and
DCE, i.e., \( \varepsilon = 1 \) (Fig. 7). In this case, a neutral polarizable test
particle was added in different positions in the simulation cell. For com-
parison, the electrostatic potential was computed on a 3D grid using
the “pmepot” plugin\(^{57} \) in VMD\(^{130} \) with a Gaussian sharpness of
1000 Å\(^{-1} \). We used a grid spacing of 1 Å in the x and y directions and
of 0.25 Å in the z direction. The final electrostatic potential along z
was then computed by averaging the values in all the corresponding
xy planes.

Figure 7 demonstrates how our symmetric setup is able to
reproduce the correct macroscopic electric field inside the capac-
itor (black solid line) when using the Ewald summation with 3D
periodic boundary conditions both for the rigid-ion (purple line)
and AMOEBA force fields (filled circles). On the other hand, when
only half of the system is used with a 3D Ewald sum (green line
and circles), the predicted electric field inside the capacitor is sig-
nificantly different from the expected value. This is in fact due to
the tin-foil approximation, which enforces a net zero electrostatic
potential inside the simulation cell, and therefore, the integral of
the electric field inside and outside the capacitor has to compen-
sate each other. Hence, the actual value of the electric field inside
a capacitor for the asymmetric setup depends on the relative volume
of the system inside and outside the capacitor (blue and green lines).
As mentioned before, there are exact ways of computing the long-
range electrostatics in 2D, such as the method proposed by Parry\(^{36,37} \)
(squares), which indeed correctly reproduces the expected value of
the electric field inside the atomic capacitor (squares). Finally, it is
worth mentioning that due to the fact that our charged plates were
simulated with a square arrangement of point particles, the lines of
the electric field are not exactly perpendicular to the plates at very
short distance, but this effect vanishes very rapidly, and the field can
be considered uniform in the region where the water/DCE slab was
kept by the harmonic restraints.
In order to further validate our system setup, we computed the average local electric field inside a slab of pure water sandwiched between two DCE slabs (Fig. 8) using the rigid-ion force field (red) and the AMOEBA polarizable force field (blue). In accord with Eq. (13), the average local electric field computed from the rigid-ion simulations is $E_{\text{ext}}/\varepsilon_r$, where $\varepsilon_r = 19$ for DCE and $\varepsilon_r = 80$ for water. On the other hand, for the AMOEBA polarizable force field, the local electric field is significantly larger than the average macroscopic electric field in the liquids. This is because for a polarizable model, the local electric field is the sum of the macroscopic field and the field generated by the electric polarization of the material,

$$\langle E_{\text{local}} \rangle = E + \frac{P}{\varepsilon_0}, \quad (14)$$

where $E = E_{\text{ext}}/\varepsilon_r$ is the macroscopic electric field in the dielectric medium and $P = np$ is the electric polarization, which is proportional to the molecular polarizability, $p$, and number density, $n$, of the liquid. Hence, only for a non-polarizable force field, where $p = 0$, or when the density of particles is very small (e.g., in the gas phase), the average local electric field is equal to the macroscopic field. The second term on the right-hand side of Eq. (14) corresponds to the average electric field associated with the molecular polarization inside a cavity that envelops the molecule. The parameter $b$ depends on the shape of the cavity; it is typically $\theta(1)$ and equal to $1/3$ for a spherical cavity. By substituting into Eq. (14), the dependence of the electric polarizability on the electric field inside the dielectric, $P = \varepsilon_0(\varepsilon_r - 1)E = \varepsilon_0(\varepsilon_r - 1)E/\varepsilon_r$, we can rewrite the average local electric field in terms of the vacuum field, $E_{\text{ext}}$, which can be easily computed from the charge density on the plates of the capacitor,

$$\langle E_{\text{local}} \rangle = \frac{1 + b(\varepsilon_r - 1)}{\varepsilon_r} E_{\text{ext}}. \quad (15)$$

For a spherical cavity, where $b = 1/3$, $\langle E_{\text{local}} \rangle/E_{\text{ext}} \approx 0.35$, in good agreement with the values predicted by the AMOEBA polarizable force field for both water (0.45) and DCE (0.29). Moreover, Fig. 8 clearly shows that the strength of the local electric field is significantly different in water and DCE, which further emphasizes how the use of a force proportional to the atomic charges is not a proper way to apply an external electric field to an inhomogeneous system. Although different forces could be applied to different species, this requires knowing a priori the dielectric constants of the simulated materials and completely disregards the fact that the bulk value of the dielectric constant may not be appropriate for the interfacial regions. This approach becomes even more problematic for liquid–liquid interfaces, which are not flat, and where the species partially mix.

The presence of an external electric field has a limited influence on the structure of the water/DCE interface, and in all cases, the width of the interface remains constant at ~5 Å. The orientation of water’s molecular plane and the relative population of the trans and gauche conformations in bulk DCE also remain unchanged (see the supplementary material). Although, surprisingly, the distribution of the values of the molecular dipoles is also unaffected by the presence of an external field, there is a significant difference in the average orientation of the molecular dipoles. It is well-known that in polar liquids, such as water, the presence of an electric field induces a preferential orientation of the dipoles parallel to the direction of the field. For weak electric fields, the degree of alignment is linear with the field. Although, in the case of freely rotating dipoles, the proportionality constant was analytically derived more than century ago by Onsager and Kirkwood, for real liquids, its exact value is generally an unknown quantity. It is easy to see that the degree of alignment should depend on the inverse of the temperature, which tends to randomize the dipoles’ orientation, and on magnitude of the molecular dipole itself, as larger dipoles are subject to stronger torques. Hence, we can generalize the Kirkwood–Onsager formula as

$$\langle \cos \theta \rangle = \frac{\mu_0 \mu_0}{k_B T} \frac{E_{\text{ext}}}{\varepsilon_r}, \quad (16)$$

where all the unknown quantities related to the particular molecular structure of the liquids have been included in the fitting parameter $\alpha$ and $\mu_0$ is taken as the average molecular dipole. In agreement with Eq. (16), the average orientation of the molecular dipoles predicted by the rigid-ion and AMOEBA force fields increases linearly with the external electric field (Fig. 9). The rigid-ion and AMOEBA polarizable force fields predict very similar degrees of orientation of the molecular dipoles across the whole range of electric fields explored here, which agrees with the fact that the two models have similar dielectric constants for the liquids, and therefore, the macroscopic electric field in the media should be the same. Moreover, the slope observed for the dipole of DCE is much larger than that for water, in accord with the fact that the macroscopic electric field in DCE is much larger than in water due to its dielectric constant being approximately 4 times smaller.

It is also interesting to note here that the presence of a weak electric field has a negligible effect on the distribution of the molecular dipoles, both for DCE and water (see the supplementary material). Moreover, for the species studied in this work, the ratio...
μ₀/ε₀ is independent of the choice of force field. Hence, the slight differences in the slopes shown in Fig. 9 can be ascribed to differences in the intermolecular interactions between the rigid-ion and AMOEBA force fields.

V. DISCUSSION

Finally, it is important to discuss how the method proposed here of applying an electric field using two sets of oppositely charged plates compares to other approaches commonly found in the literature, and to the use of only one set of charged plates. In order to do this, we simulated a DCE/water/DCE slab under a uniform electric field parallel to the z axis using the rigid-ion force field. The electric field was applied either via charged plates using both the asymmetric and symmetric setups or applying a force to each atom that was proportional to their charge, \( F = qE \). In order to make the comparison more quantitative, for the simulations without the charged plates, we chose the electric field to be \( E = E_{\text{ext}}/\varepsilon \), where \( E_{\text{ext}} \) is the field generated by the charged plates in the vacuum region outside the slab and \( \varepsilon = 80 \) is the dielectric constant of SPC/Fw water. For these simulations, the local electric field was defined as the field generated by the atoms plus the applied field. Figure 10 clearly shows that the symmetric setup proposed here is the only method that correctly reproduces the expected magnitude of the electric field on both sides of the DCE and water interface (dashed lines), which is also reflected in the different average orientations of the molecular dipoles predicted by the different approaches. Although we do not have a way to directly compute the local electric field with the slab correction proposed by Yeh and Berkowitz, which is implemented in LAMMPS via the “slab” keyword, we note that the average orientation of the molecular dipoles with the “asymmetric” setup is almost identical to the one predicted by the “symmetric” simulation in regions where there are statistically significant data (i.e., excluding where small numbers of molecules diffuse into the other liquid). This would indeed suggest that the electric field both in the water and DCE phases has the correct magnitude (Fig. 10).

In the case of ITIES, the dissolved electrolyte ions would diffuse parallel to the field lines and produce a charge separation, which neutralize the field in the bulk liquids, and because the electrolyte ions cannot easily cross the interface, they would accumulate there and contribute to the polarization of the interfaces itself. The magnitude of this charge separation is however proportional to the electric field, and therefore, an incorrect simulation setup would generate a quantitatively wrong estimate of the ion concentrations at the interface and of the field across the interface.
Specifically, for the DCE–water interface, a recent work by Gschwend et al. studied the polarization of the water/DCE interface by applying a constant electric field in their simulation (“vacuum” setup) and also by creating an excess of charge in one phase, compensated by an equal and opposite charge in the other phase. While the first approach suffers with the problems discussed above, the second method represents an unphysical system. This is because experimentally each electrolyte is charge neutral before being put into contact with each other, and there cannot be a charge imbalance in the two immiscible liquids in the absence of an external electric field. The simulations indeed showed the expected results that the ions swiftly migrated toward the interfaces and formed strong ion pairs to neutralize the charge imbalance in the system, and if either of the ions was soluble in the other phase, they would have spontaneously crossed the interface and created two neutral electrolytes. However, in a realistic experimental setup, where both electrolytes are charge neutral, there can be a significant accumulation of ions at the interface only in the presence of an electric field, and because the strength of the field depends on the dielectric constant of the medium, there is no guarantee that the same amount of charge would accumulate on both sides of the interface.

VI. CONCLUSIONS

In this study, we describe a simple geometric method to correctly apply an external electric field in 3D periodic MD simulations, which is compatible with standard 3D Ewald summation algorithms. The electric field is applied by using two sets of oppositely charged plates surrounding the two copies of the atomistic system, which mimic two parallel plate capacitors with a dielectric. Because of the intrinsic symmetry of our setup, any macroscopic dipole that is induced by the electric field cancels out in the simulation cell, on average, which makes it compatible with the tin-foil approximation that is normally used in 3D Ewald summation methods.

This method was tested on the interface between two immiscible liquids, water and 1,2-dichloroethane, using both a rigid-ion and a polarizable force field. The former was based on the GAFF force field, while the latter was newly developed in this work within the AMOEBA framework. Both force fields were thoroughly tested to ensure that they correctly reproduced the thermodynamics properties of the liquid and of the binary system. The structure of both the liquid–vapor and liquid–liquid interfaces was also shown to be consistent with the experimental molecular orientations inferred from spectroscopic measurements.

By changing the charge density on the capacitors’ plates, we showed that the magnitude of the electric field inside the two liquids is different and proportional to their respective dielectric constants, in agreement with the expected macroscopic behavior of dielectrics. By comparing the results from our symmetric simulation cell with other system designs commonly found in the literature, we demonstrated that approximating the presence of an external electric field with a force proportional to the atomic charges would produce the wrong dielectric response in the liquids. Our results also show that a simple slab geometry, where the atomistic region is separated from its periodic images by a vacuum region, is a necessary, but not sufficient, condition for reproducing the correct behavior of materials in the presence of an external electric field, if the long range electrostatic is computed using the standard 3D Ewald summation method.

SUPPLEMENTARY MATERIAL

See the supplementary material for all the force field parameters, for a discussion about the comparison of the calculated solvation free energies with the experimental values, for the distributions of the DCE torsional angle at the liquid–vacuum and liquid–liquid interfaces, for a comparison of the electric field computed with VMD and via the atomic induced dipoles, for the electric field inside water and DCE as a function of the strength of the external field, and for the distributions of the magnitude and orientation of the molecular dipoles with different external electric fields predicted by the rigid-ion and AMOEBA force fields.
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