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Abstract  

To optimise a geological CO2 storage and ensure its safety, it is necessary to 

demonstrate conformance between reservoir simulations and geophysical monitoring 

such as Time-Lapse (TL) seismic. This process, a type of history-matching, often 

relies on the judgement and intuition of a reservoir modelling team because a direct 

examination of the multitude of plausible geological scenarios is prohibitively 

expensive.  

To characterise geological features that control the fluid flow in the subsurface from 

seismic data, a multi-attribute analysis has been developed using an artificial neural 

network (ANN). The network is trained on the plume of CO2 injected into a saline 

aquifer as part of the CO2CRC Otway Project, using the plume’s time-lapse seismic 

image as ground truth.  

The ANN algorithm aims to reconstruct the observed plume based on a set of 

seismic attribute maps. Through a randomised test, the trained model then provides 

an estimate of the importance of each attribute according to the attribute’s 

contribution to the accuracy of the plume prediction. This same test is also used to 

identify specific geological controls for each part of the CO2 plume. The developed 

ANN is then used to forecast a CO2 plume that will likely arise from a future 

injection into the same formation 700 m away from the previous injection. The 

predicted map of the probability of the occurrence of CO2 after the future injection 
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appears to be reasonable and agrees with existing reservoir simulations. At the same 

time, the neural network predicts some potential risks (e.g., across the fault 

migration) that have not been previously considered in the fluid flow simulations. 

Neural network is not a replacement for high-fidelity fluid flow simulations; 

however, it can highlight geological and petrophysical scenarios that should be 

simulated. Hence, the proposed workflow may improve significantly both efficiency 

and accuracy of manual history-matching.
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1  

Chapter 1 

 

Introduction 

1.1 Carbon capture and storage 

As a Successful mitigation strategy for the greenhouse gas effect is crucial for 

Australia, as a country who is stably ranked among the world leaders in CO2 

emission per capita 

(http://publications.jrc.ec.europa.eu/repository/handle/JRC117610). One of the 

important mitigation strategies is carbon capture and storage (CCS), which refers to 

a group of technologies that aim to reduce the emission of greenhouse gases to the 

atmosphere via geological sequestration of CO2 captured at an industrial site, for 

example, a power plant or chemical factory. To audit and ensure the safety of a CO2 

storage project, and to increase its efficacy, a storage operator must monitor the 

injection and subsequent distribution of CO2. CO2 containment monitoring aims to 

ensure that CO2 is located within a dedicated geological formation (Wildenborg et 

al., 2014). Relevant techniques range from large repeat geophysical surveys at the 

surface to atmospheric monitoring and fluid sampling in boreholes. Another 

objective of a monitoring program for CO2 storage is conformance monitoring, 

which aims to validate current reservoir models and thus enusres that a site operator 

can predict future behaviour of the injection (Oldenburg et al., 2016; Lumley, 2019). 

Geophysical techniques play an important role in the conformance monitoring 

because their ability to track the spatial distribution of the injected gas in 3D, away 
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from the injection and any monitoring wells. Many monitoring techniques are being 

implemented in the industry, such as seismic, gravity, and electromagnetic (Davis et 

al., 2019). An appropriate monitoring strategy depends on the geological properties 

of the storage reservoir (Chadwick et al., 2009).  

1.2 Seismic monitoring for CO2 storage in saline aquifers 

Among the types of geological formations, depleted hydrocarbon reservoirs, saline 

aquifers, and coal seams have the largest potential for CO2 storage (Coninck et al., 

2005). In the case of saline aquifers, the presence of CO2 changes the stiffness and 

density of the reservoir rock significantly, as the supercritical CO2 is much more 

compressible and less dense than water (Lumley, 2019; Mavko et al., 2020). Seismic 

reflection from any reservoir depends on the contrast in density and rock stiffness 

between the reservoir itself and the surrounding rocks. Also, seismic velocities, and 

hence travel-times, depend on the stiffness and density. Therefore, CO2 can be 

detected by the interpretation of the difference between the seismic surveys with 

repeated acquisition geometry known as Time-Lapse (TL) seismic (Lumley, 2001). 

The simplest TL signal is the difference in the seismic amplitudes between the 

monitoring and baseline surveys (Lumley, 2019). A number of CO2 storage projects 

around the world have reported confident TL difference anomalies, e.g. Sleipner, 

Aquistore and Decatur projects (Lumley, 2019). 

Sleipner is the earliest, largest and longest-running CO2 storage project in the world 

(Eiken, 2019). The storage reservoir is an extensive saline aquifer of the Utsira 

sandstone in the northern part of the North Sea (Chadwick et al., 2004), where 

around 17 Mtonnes of CO2 were injected as of 2017 (Eiken, 2019). Among many 

monitoring technologies, TL seismic was by far the most effective tool, which was 

able to detect as low as 1 meter thick plume (Eiken, 2019). Reservoir simulations for 

the conformance verification revealed two essential issues for each project: (1) a 

very complex physics of CO2 flow through the reservoir (Zhu et al., 2015) and (2) 

the sensitivity of the CO2 plume shape to the subtle geological features that are much 

finer than the seismic resolution (Eiken, 2019). The latter issue caused significant 

uncertainty in the pre-injection predictions of the shape of the CO2 plume, which is 

split between several thin layers at Sleipner, and each of which has a highly irregular 

shape. Then, the fluid flow physics affects the rate of the plume evolution, which 
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tends to be much faster than the pre-injection simulations. However, after a few TL 

seismic images of the injection, the Sleipner reservoir model provided a satisfactory 

agreement with the integral parameters of the observed seismic plumes (Chadwick 

and Noy, 2015). 

Several other CCS projects e.g. Aquistore (Canada) and Ketzin (Germany) exhibit a 

similar issues, where conformance between the seismically observed CO2 plume and 

the reservoir simulation model is insufficient due to the uncertain reservoir models 

(Lüth et al., 2015; Jiang et al., 2017). In the Decatur project (Illinois Basin, USA), 

this discrepancy has led to further investigation into the baseline seismic data, where 

several seismic attributes revealed a possible flow barrier, which is consistent with 

the observed seismic time-lapse image of the CO2 plume. The observed barrier had 

not been considered in the geological model, which caused the lack of conformance. 

After updating the geological model with the seismic attributes observation, the 

conformance has greatly improved (Davis et al., 2019). 

1.3 Problem statements and motivation 

The above examples highlight a general issue of CCS projects: calibration of the 

reservoir models to the shape of TL seismic anomalies (often called history-

matching) is a challenging task in petroleum production (Oliver et al., 2008) and 

even more so for CO2 storage projects  (Ma et al., 2019). This discrepancy is often 

attributed to the uncertainty in geological models rather than the dynamic parameters 

in reservoir simulation models (Davis et al., 2019). The migration of supercritical 

CO2 is usually driven by buoyancy, and hence the injected gas follows the dip of a 

reservoir until it reaches an impermeable barrier no matter how small it is (Bryant et 

al., 2006). Seismic resolution is often insufficient to accurately image or even detect 

those barriers: faults, porosity deterioration due to diagenetic alteration of the 

reservoir rocks and/or lithological changes. On the other hand, time-lapse data often 

illuminates geological features and formation properties invisible or unquantifiable 

from pre-injection data only. Thus, it is important to use time-lapse data to inform 

the geological model, which can then be used as a reference model for the history 

matching process (Bauer et al., 2019; Dance et al., 2019; White, 2019). Besides the 

insufficient seismic resolution, history-matching suffers from high computational 

cost of physics-based fluid flow simulations (Ghasemi et al., 2014). Hence, the range 
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of geological models that can conceivably be simulated is limited. Thus, both pre-

injection and history-matched reservoir simulations aim to match only some integral 

parameters of the plume, such as an aerial footprint or the maximum distance from 

an injector (Chadwick and Noy, 2015; Lüth et al., 2015). 

The study area is the site of the CO2CRC Otway Project in the Australian State of 

Victoria, Australia’s first CCS project. Stage 2 of the Project has confirmed the TL 

seismic can detect as low as 5,000 tonnes of supercritical CO2 injected into a brine-

saturated clastic formation (Pevzner et al., 2017a). Similarly, to other CO2 storage 

projects, observed TL seismic anomalies differ significantly from the pre-injection 

predictions (Figure 1.1). The target reservoir, the Lower Paaratte Formation, is very 

complex, with numerous relatively small vertical and lateral baffles to the flow of the 

injected supercritical CO2, so quantitative interpretation of the observed TL seismic 

anomalies and history-matching are challenging (Dance et al., 2019). Currently, the 

Otway Project enters its Stage 3, where a small CO2 injection into the Paaratte 

Formation will be monitored using a relatively sparse set of boreholes (Jenkins et al., 

2017; Pevzner et al., 2020a), so interpretation of the borehole seismic data may 

benefit greatly from an in-depth analysis of the legacy seismic data from Stage 2C. 
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Figure 1.1 Pre-injection reservoir simulation prediction overlayed by the seismically imaged 
CO2 plume. 

1.4 Objectives  

The main objective of this study is to develop a seismic characterization workflow to 

highlight geological features (expressed quantitatively through seismic attributes 

measured on baseline data) which control the CO2 migration process. The scarcity of 

well data common for many CCS projects can decrease the value of these attributes 

in building geological models since a comprehensive relationship between seismic 

attributes, and geological features may have large uncertainty. Hence, it is aimed to 

establish these relationships using the TL anomalies caused by the CO2 injection. 

This method will exploit the extensive lateral coverage of the seismic data. To 

establish a direct link between the observed seismic plume shapes and baseline 

seismic attributes, an approach to the post-injection seismic characterisation is 

proposed to utilize a simple Artificial Neural Network (ANN). ANN is an effective 

tool for learning complex relationships between phenomena of diverse nature from 

big data sets (Goodfellow et al., 2016). This workflow can be utilized in two 

different ways: 
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1. It will highlight the controlling factors that govern the CO2 migration 

process, which should be considered to improve the geological model. 

2.  It can be used as a proxy for physics-based fluid flow simulations (Schenck 

and Fox, 2018; Yoon, 2019). 

1.5 Methodology  

The progression of this workflow can be divided into four phases (Figure 1.2): 

1.5.1 Phase 1: Process preparation: 

Seismic reflections occur at lithological boundaries. The reflection strength is 

proportional to the contrast of seismic properties of the adjacent rock types. Hence, 

the distribution of the seismic amplitudes reflects the petrophysical properties of the 

subsurface. The quantitative interpretation of the amplitudes is ambiguous unless it is 

calibrated to detailed petrophysical information available in wells. At the first step, 

both the seismic and well data should be subjected to a quality control procedure to 

ensure that each geological unit observed in well data is identified in the seismic data 

– the process is called seismic to well tie. Once the tie is established, the clearest 

spatially coherent seismic events are used to map lithological boundaries and sharp 

discontinuities to create a structural framework used for seismic attribute extraction. 

This process is detailed in Chapter 3 and Chapter 4. 

1.5.2 Phase 2: Process component identification 

In this phase, we identify the components of the ANN operator: input, and output. 

The first component is the input; a set of attributes which potentially can capture the 

CO2 migration process. These attributes can be divided into two categories. First, 

seismic attributes which represent geological features of the subsurface including 

topography, lithology, or porosity. The second category includes non-seismic 

attributes that integrate our understanding of the CO2 migration process such as the 

distance from the injection well. The second component is the output which is the 

TL response due to the CO2 injection. Chapter 5 has a detailed description of the 

creation of attributes. 

1.5.3 Phase 3: Process optimization 

After identifying the components of the ANN operator, we start the model 

optimization process by adjusting its parameters such as the number of neurons to 
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drive the error associated with the model down. To estimate the prediction error for a 

trained ANN, we develop a methodology that accounts for the spatial correlation of 

the seismic data and geological features by removing part of the data. This process is 

detailed in Chapter 6. 

1.5.4 Phase 4: Process application  

Once a satisfactory estimated error is achieved, the importance of an input predictive 

power is evaluated by the accuracy reduction when this attribute is excluded from 

the input. Spatial distribution of the area with a substantial accuracy reduction 

provides insight into the geological features underlying the investigated attributes. 

ultimately, the proposed workflow can be used to refine a geological model before 

performing costly physics-based simulation. Moreover, the trained ANN can be used 

as a proxy for the fluid flow simulator to predict a stabilised CO2 plume for Stage 3. 

This phase is described in Chapter 7.
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Figure 1.2 progression of the proposed seismic characterization workflow. 
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2  

Chapter 2 

 

CO2CRC Otway Project in-situ 

laboratory 

As discussed in the introduction, this thesis aims to develop a seismic 

characterisation workflow for the Stage 2C and Stage 3 of the Otway Project, both of 

which involve injections of supercritical CO2-rich gas into the same saline aquifer, 

the Lower Paaratte Formation. This chapter describes the geological model of this 

highly heterogeneous clastic reservoir and identifies key geological features that 

control the CO2 flow through the subsurface, and hence form the focus for the 

seismic interpretation. First, this chapter briefly summarises the stages of the Otway 

Project and the geological and geophysical data sets that were generated during these 

stages. Then, it outlines the regional sedimentological trends and large-scale 

geological features. Finally, the current reservoir model for the Lower Paaratte 

Formation is presented, which was established using the post-injection geological 

modelling and reservoir simulations. In addition to the facts that are related to the 

geology of the Lower Paaratte Formation and available seismic surveys, this chapter 

introduces some fundamental facts about the CO2 behaviour in this saline aquifer. 
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2.1 Summary of geophysical surveys  conducted for the 

Otway Project  

The CO2CRC Otway Project is a leading Australian research initiative for testing 

and development of technologies for a safe and cost-effective carbon capture and 

storage (CCS) projects. Geophysical monitoring has always been among the main 

objectives of the Otway Project, as this is an important component of any CO2 

storage monitoring system required by Australian regulations (Sharma et al., 2009). 

A big advantage of the Otway Project is its in-situ laboratory – a field site located on 

the south-western coast of Victoria (Figure 2.1) in the Otway Basin. In this region, a 

variety of hydrocarbon gas fields have been discovered and produced, although some 

reservoirs turned out to be non-economical due to their high concentration of CO2 

(Woollands and Wong, 2001). The Otway site is situated at such a depleted gas field 

(Naylor Field) in a proximity of a CO2–rich accumulation penetrated by the Buttress-

1 well, which provides the experimental source of CO2 (Sharma et al., 2009). The 

original gas reservoir in the Naylor Field is the Warrre C Formation, which was 

produced in the 1990s and early 2000s, and ceased production in 2003 after an 

increase in water production due to depletion (Underschultz et al., 2011).  

Past hydrocarbon exploration provided a relatively comprehensive geophysical data 

set that includes a large commercial 3D seismic survey and eight petroleum wells. 

Later, the CO2 extracted from the Buttress-1 well (75% CO2 ,21% CH4 and 4% 

heavier Hydrocarbons (Jenkins et al., 2011)) was injected in supercritical form in the 

geological formation used for three different pilot project experiments and is 

scheduled to be injected again in December 2020; in the rest of the thesis the injected 

supercritical fluid mixture is referred to as CO2 for brevity. All these stages of the 

Otway Project were accompanied by new subsurface characterisation efforts, which 

is briefly summarised in the following. 
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Figure 2.1 Location map of CO2CRC project (CO2CRC, 2020). 

2.1.1 Stage 1  

Stage 1 of the Otway Project involved an injection of 66,000 tonnes of CO2 into the 

depleted gas reservoir Warre C through a newly drilled CRC-1well. A legacy 

petroleum well Naylor-1 was utilised to monitor the injection process (Cook, 2014). 

The monitoring program in this stage can be divided into three components: 

 Atmospheric monitoring, which aimed at detection of any abnormal 

concentration CO2 at the site. 

 Near-surface monitoring, e.g. monitoring the concentration of CO2 in the 

freshwater aquifers. 

 Geophysical monitoring of the injection interval, which involved the 

acquisition of TL surface and borehole seismic surveys (Sharma et al., 

2009). 

The TL seismic program in Stage 1 included a conventional 3D surface seismic and 

vertical seismic profiling (VSP): a baseline in 2007-2008 followed by two 

monitoring surveys after the injection, in 2009 and 2010. The TL data showed no 

reliable TL signal at the injection interval. The suspected TL response was at the 
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same level as TL noise, because the CO2 injection occurred into a deep depleted gas 

reservoir, where the elastic properties of these gases are similar (Jenkins et al., 

2011). The TL survey analysis has also suggested that there is no leakage in the 

overlaying aquifers, where the effect of CO2 saturation would be much stronger, and 

hence easily detectable. This observation was confirmed by numerical seismic 

modelling of the TL response for a leakage of 7000 tonnes of gas with the signal-to-

noise ratio (SNR) level typical for the field data in the overlaying aquifer (Cook, 

2014). 

2.1.2 Stage 2 

Stage 1 established the infrastructure for injecting CO2 at the Otway site and outlined 

some future research directions, such as the behaviour of supercritical CO2 in brine-

saturated reservoirs and geophysical monitoring of the plume containment. Such 

focus on storage in saline aquifers is due to the higher storage capacity of such 

reservoirs compared to a depleted gas reservoir (Metz, 2006). Stage 2 of the Otway 

Project was designed to understand the trapping mechanisms in saline aquifers and 

benchmark the sensitivity of conventional geophysical monitoring techniques to 

detect a minor CO2 leakage, simulated by a low-overpressure injection of 15,000 

tonnes of CO2 into the Lower Paaratte Formation at 1500 m depth (Cook, 2014). 

This stage included three parts that gradually covered all aspects of demonstrating 

safe injection into the saline aquifer: The Lower Paaratte Formation. 

2.1.2.1 Stage 2A 

The Lower Paaratte Formation is located well above the target depths for 

hydrocarbon exploration at the Naylor Field, and hence the formation had not been 

studied in detail. To fill this gap, Stage 2A involved drilling of a new appraisal well, 

CRC-2, that would become the injector well for the project. The well has a 

comprehensive data set: over 100 m of core scrutinised in petrophysical and rock 

physics laboratories (Lebedev et al., 2013), and a suite of advanced logs for 

formation evaluation and geophysical properties estimation from core samples 

(Dance et al., 2012).  

2.1.2.2 Stage 2B 

Once the rock properties and the static model of the Lower Paaratte Formation 

became well understood based on CRC-2 data, the focus of Stage 2 shifted towards 
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the CO2 trapping mechanism. CO2 is lighter than water. Therefore, its migration is 

driven by buoyancy away from the injection well. Thus, the main trapping 

mechanism is structural, where the gas is just surrounded by impermeable fluid flow 

baffles composed by either top-seal trapping structure or lateral discontinuities in 

geology, e.g., faults or lithological changes. In addition, a significant part of the CO2 

can be trapped by other mechanisms, such as residual trapping inside sufficiently 

thin pores and solubility trapping (the injected gas dissolved in the formation brine) 

(Metz, 2006). Stage 2B was designed to measure the residual and dissolution 

trapping capacity of the Lower Paaratte Formation along with the relative 

permeability of the reservoir rock. To this end, 150 tonnes of pure supercritical CO2 

was injected into the storage reservoir (see Figure 2.2) followed by the injection of 

454 tonnes of formation water to displace the injected CO2 away from the well. 

Then, an extensive downhole monitoring program provided an estimate of the 

residual saturation of CO2 in the Lower Paaratte Formation (Paterson et al., 2013). 

One of the key practical outcomes of this stage was that the CO2 plume injected into 

this interval of the Lower Paaratte Formation is likely to be very thin and moving too 

quickly to resemble a leakage into an overburden. Thus, the main injection was 

moved to a different interval within the same formation that is less permeable and 

more heterogeneous.  

2.1.2.3 Stage 2C 

Stage 2C was the final part of the Stage 2 experiment and featured injection of 

15,000 tonnes of CO2 into the Lower Paaratte Formation. As indicated previously, 

the objective of this experiment was to quantify the detection limits of the surface TL 

seismic to detect a minor leakage (Pevzner et al., 2017b). Stage 1 showed that the 

CO2 remained undetected in the depleted gas reservoir, Waarre C, but the modelling 

suggested that 7,000 tonnes leaked into the overburden should be clearly visible. 

Extensive seismic modelling preceded the execution of the injection to determine 

both the ability of surface seismic to detect the TL signal and the optimal interval for 

the injection. Pevzner et al. (2013) have compared two possible injection intervals, 

the Stage 2B injection interval with an anticipated plume thickness of around 4 m 

and a lower interval with heterogeneous sandstone that is likely to form up to 15 m 

thick CO2 plume. The study suggested that the lower and thicker column of CO2 is 

more likely to be observed even though it produced a lower acoustic impedance 
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contrast as thickness appeared to be the main controlling factor in this setting 

(Pevzner et al., 2015). 

TL surface seismic for Stage 2C consisted of six repeated surveys: a baseline in 

March 2015, Monitor 1 in January 2016 after injection of 5,000 tonnes, Monitor 2 in 

early March 2016 after injection of 10,000 tonnes, Monitor 3 in April 2016 at the 

end of injection, and Monitor 4 Monitor 5 after 9 and 23 months after the end of 

injection, respectively (Popik et al., 2020). Besides the TL surface seismic, several 

repeated offset VSPs and 3D VSPs were acquired concurrently with the surface 

acquisition. Pevzner et al. (2020b) presented a detailed summary of the seismic 

monitoring program. Due to the high SNR provided by the buried surface geophone 

array, TL seismic detected clearly as low as 5,000 tonnes of the injected CO2.  

 

Figure 2.2 A schematic illustration of CO2CRC Otway project stages (Courtesy to 
CO2CRC). 

  

2.1.3 Stage 3 

The success of the borehole seismic monitoring in Stage 2C was the main drive 

behind the design of Stage 3, which develops downhole technologies for continuous 
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containment monitoring of CO2 storage (Jenkins et al., 2017). Unlike surface time-

lapse seismic monitoring which was utilised in the previous stages, this method has a 

minimal disturbance to the land use, and it could be a cost-effective monitoring 

solution (Jenkins et al., 2018). The Stage 3 seismic monitoring program includes 

multi-well offset VSPs with permanently installed seismic sources - surface orbital 

vibrators (SOVs) - and TL multi-well 3D VSP. Since Stage 3 operates permanently 

installed instrumentation with limited coverage, accurate pre-injection reservoir 

simulations were vital for designing the monitoring array. In preparation for this 

project, a new well was drilled, CRC-3, that is - similarly to CRC-2 for Stage 2C – 

an appraisal well and injector for Stage 3 (Dance and Glubokovskikh, 2017). Bagheri 

et al. (2020) completed a set of de-risking reservoir simulations to determine the 

most probable scenario of the Stage 3 plume evolution. Only after this extensive 

modelling work had been completed, more monitoring wells - CRC-4, CRC-5, CRC-

6 and CRC-7 - were drilled (Pevzner et al., 2020a). Figure 2.3 shows the final 

configuration of the monitoring array.  

 

Figure 2.3 The SOV and the downhole DAS receivers intended to continuously monitor the 
Stage 3 injection modified after  (Isaenkov et al., 2021). 
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2.2 Geological controls on CO2 migration 

The Lower Paaratte Formation, the storage reservoir for Stage 2C and Stage 3, is a 

high-quality clastic reservoir, hence highly mobile supercritical CO2 is predicted to 

propagate rapidly through the permeable sandstones following the dip the reservoir 

until a flow barrier is encountered. Hence, the plume shape in both Stage 2C and 

Stage 3 depends mainly on the geological understanding of the reservoir.  

The Lower Paaratte Formation is of Campanian to Maastrichtian age (66-84 Ma). 

During that time, the Otway Basin underwent a rifting phase, which created multiple 

half-grabens and transfer fault zones throughout the entire basin Figure 2.4. The 

Otway site is located in one of these half-grabens between Naylor South fault to the 

south and Buttress and Boggy Creek faults to the north. The injection well (CRC-2) 

is located to the north of a small splay fault with a throw of around 15-30 m (Dance 

et al., 2019).CO2 is expected to migrate up dip from the injection well towards the 

observation well (CRC-1) where it is expected to be trapped by the splay fault 

(Dance et al., 2019). Because buoyancy is the driving force of CO2 migration 

(Bryant et al., 2006), it is crucial to define the geometry of the storage reservoir’s top 

surface and any existing faults which may act as flow barriers are with the lowest 

error margin.  
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Figure 2.4 A depth map of the target reservoir ( PS1) with the regionally detected faults 
(Dance et al., 2019). 

Another type of a flow barrier for CO2 is an abrupt lateral change in lithology when a 

reservoir sandstone is substituted by an impermeable facies (Dance and 

Glubokovskikh, 2017). General trends in lateral lithological variations are controlled 

by the depositional environment of the Lower Paaratte Formation along with 

subsequent diagenesis. The formation corresponds to a shallow marine environment 

overlain by a deltaic system (Krassay et al., 2004).This formation can be divided into 

three units A, B and C based on palynology (fossils correlation) and correlation to 

the major regional unconformity. These units are separated by multiple flooding 

surfaces (Partridge, 2011). The target reservoir in this study is unit A, which is 

capped by a shale zone deposited during one of the flooding cycles, which acts as the 

top seal Figure 2.5. A detailed sequence stratigraphic study conducted by Dance et 

al. (2012) has divided unit A into three parasequences, which, represent three 

transgression-regression cycles that created similar lithology. 
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Figure 2.5 A geological cross-section with the main wells in this project  (Glubokovskikh et 
al., 2016).  

The CO2 injection for Stage 2C and Stage 3 occurs in the Lower Paaratte Formation 

Unit A, parasequence 1 (PS1). PS1 is a heterogeneous interval, which consists of 

high to medium permeability sandstone interbedded with impermeable rocks. Key 

lithological facies are identified in the extensive core samples extracted from CRC-2 

and CRC-3 (Dance and Glubokovskikh, 2017): 

• Delta Front, Distal Mouthbar: impermeable shales;  

• Cements: dolomitised low-porosity impermeable sandstones; and  

• Proximal Mouth bar, Distributary Channel: from clean to shaley sandstones 

with relatively good reservoir quality. 

Figure 2.6 presents a schematic distribution of theses facies (Dance and 

Glubokovskikh, 2017). The distributary channels, which have high porosity and 

permeability, form a path for the migration of CO2, as illustrated in Figure 2.9. 

Minor faults are expected to be the main lateral boundaries for CO2 migration. The 

sealing capacity of the faults depends on the vertical offset along a given fault: 

distributary channels may remain in contact at the opposite sides of a fault, and 
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therefore CO2 may penetrate through such a fault. A probability of vertical migration 

of CO2 along the faults is minimal (Tenthorey et al., 2014). 

 

Figure 2.6 Sedimentological discerption of a core taken from the injection interval at CRC-3 
and the facies associated with each interval (Dance, 2019)  (to the left) and the geometry of a 

shallow marine/delta environment Longitudinal section (AA0) and a transverse section 
(BB0) (to the right) (Martinius et al., 2013) 

2.3 Reservoir model for Stage 2C injection 

The previous section outlined regional geological trends and basin-scale 

characteristics of the Lower Paaratte Formation. This conceptual geological schema 

has been fully developed prior to the injection and remained almost unchanged since 

then. However, accurate modelling of an injection of high mobility CO2 is extremely 

challenging for the Lower Paaratte Formation, because of its heterogeneity. 

Moreover, the shape of such a small injection is very sensitive to subtle variations in 

the reservoir properties, which would have been less important if the injection 

pressure and total CO2 mass could overcome local fluid flow baffles. Supercritical 

CO2 is ~30% lighter than brine, and thus the CO2 migration follows the structural dip 

to fill in the top of the storage formation (Bryant et al., 2006). Due to its high 

mobility, the injected CO2 filtrates through the reservoir rocks if its amount is 

sufficient unless the filtration hits a flow boundary: sealing faults or an abrupt 

change in lithology. These boundaries may be well below the seismic resolution, and 

hence they may only be highlighted by TL images of CO2 injection. This section 

presents the current geological model for parasequence 1 of the Lower Paaratte 

Formation that was calibrated to the Stage 2C monitoring data. 
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The pre-injection model relied on four wells: Naylor-1, CRC-1, CRC-2 and CRC-3 

(Dance et al., 2019; Glubokovskikh et al., 2020). All these wells have a 

comprehensive suite of well logs, in addition, CRC-2 and CRC-3 have more than 

fifty meters of core extracted from the target formation and examined in a rock 

physics laboratory (Lebedev et al., 2013; Lebedev and Mikhaltsevitch, 2017). Such a 

rich data set from four closely-spaced wells allowed the project to constrain the 

potential seismic response to changes in the properties of the reservoir rocks, such as 

porosity, the volume of clay and cementation. Lebedev et al. (2013) measured the 

elastic properties of core samples from the Lower Paaratte Formation versus pore 

pressure and CO2 saturation. The dependence on pore pressure is sufficiently small 

to disregard associated effects in the TL seismic. On the other hand, the 

compressional velocity rapidly decreased with a small increase of CO2 saturation and 

reached the values that are typical for fully dry rocks, values which are in full 

agreement with Gassmann’s fluid substitution (e.g., Smith et al., 2003). Thus, it is 

assumed that the TL seismic signal arises only when CO2 is present in pore space 

(Caspari et al., 2015; Pevzner et al., 2017a), and hence the observed TL anomalies 

can be considered as a proxy for the plume thickness maps (Glubokovskikh et al., 

2020), which is referred to as the seismic plume.  

The Stage 2C seismic plumes (Figure 2.7) contributed greatly to refinement of the 

geological model for the Lower Paaratte Formation. Due to the reservoir complexity 

and reservoir characterisation uncertainty, pre-injection reservoir simulations differ 

significantly from the observed plumes (Figure 1.1). Dance et al. (2019) performed 

a thorough post-injection analysis to identify geological features that could be 

responsible for the mismatch and then updated the geological model accordingly 

(Figure 2.8). The most important changes are an updated top seal topography of the 

PS1 and the introduction of secondary splay faults: one fault is located between the 

CRC-1 and CRC-2 wells and another one - on the north from CRC-2. Figure 2.9 

presents a schematic diagram of the CO2 migration between the two wells developed 

on the basis of the history-matching:  

 CO2 moves away from the injection well driven by buoyancy and injection 

pressure, where the high-permeability distributary channels feature a much 

quicker rate of propagation than the proximal mouth bar. 



Chapter 2: CO2CRC Otway Project in-situ laboratory  
 

21 
 

 A slight vertical offset at the secondary spay fault slows down the CO2 

movement. However, the high-permeability distributary channels are 

adjacent to each other at fault, and hence the CO2 can penetrate the fault. 

 CO2 stops at the primary splay fault and propagates along this barrier towards 

the south-east. 

The new geological model improved the reservoir simulations; however, the 

simulations still could not explain some characteristic features of the observed 

plume: (1) the TL images doesn’t detect any CO2 presence in the middle part; (2) 

CO2 migrates towards CRC-1 though a narrow corridor (Figure 2.7a) and finally, (3) 

the CO2 plume seems to be bounded to the northeast. Some significant geological 

features of the Lower Paaratte Formation are not well understood, and consequently, 

the static model misses some important structural components. Otherwise, numerous 

runs of the Eclipse simulator (Schlumberger, 2020) with perturbed reservoir models 

would be able to reconstruct these plume features.  

It is a known problem in reservoir engineering that history-matching requires an 

accurate initial model, otherwise, the process will not converge (Oliver et al., 2008). 

Hence, history-matching often relies on judgement and intuition of a reservoir 

modelling team because a direct examination of the multitude of plausible geological 

scenarios is prohibitively expensive. In the following, a semi-supervised quantitative 

interpretation of the Otway seismic data is developed to use the power of the seismic 

attributes and Artificial Neural Networks to gain new insights into the geological 

structure of the Lower Paaratte Formation.  
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Figure 2.7 TL seismic response to the Stage 2C CO2 injection. The colour corresponds to 
the amplitude change along the top of the injection reservoir after the injection of 5,000 

tonnes (a); 10,000 tonnes (b); 15,000 tonnes (c); nine months (d) and 23 months (e) after the 
end of injection  (Aldakheel et al., 2021).  
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Figure 2.8 Post-injection reservoir simulation prediction overlayed by the seismically 
imaged CO2 plume reservoir after the injection  of 5,000 tonnes (a); 10,000 tonnes (b); 

15,000 tonnes (c); nine months (d) and 23 months (e) after the end of injection. 
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Figure 2.9 Cross-section of the target reservoir to demonstrate the CO2 migration between 
the injection well and an observation well (Dance et al., 2019). 

2.4 Summary 

This chapter summarised the existing geophysical and geological interpretation 

accumulated by the Otway Project over the last two decades. The main results 

relevant to the CO2 plume behaviour in the Lower Paaratte Formation are the 

following: 

1. CO2 is extracted from the Buttress-1 well (75% CO2,21% CH4 and 4% 

heavier Hydrocarbons) is high-mobility fluid, which tends to occupy all 

accessible reservoir rocks, limited by either discontinuity in geology or the 

total mass of the injection only. This gas composition is injected in Stage 2C 

and will be injected in Stage 3. 

2. The geology of the Otway Basin and the Lower Paaratte Formation is 

relatively well-known due to the past hydrocarbon exploration and 

geophysical monitoring for the Otway Project. 

3. As seismic methods are very sensitive to the presence of the CO2, the time-

lapse anomalies may be considered a proxy for the plume thickness maps due 

to the tunning effect.  

4. The injection interval is heterogeneous both vertically and laterally, which 

causes a relatively high uncertainty in the CO2 plume shape prediction using 

reservoir simulation. 
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5. The monitoring data from Stage 2C highlighted some sub-seismic faults and 

lithological boundaries at the injection interval, which improved the match 

between the reservoir simulations and the observed seismic plume. 

6. The history-matched reservoir simulation could not reconstruct several 

characteristic features of the observed CO2 plume, which is explained by an 

in-depth analysis of the seismic attributes in the following sections.
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3  

Chapter 3 

 

Data QC and seismic interpretation 

To compute a set of seismic attributes which may potentially be related to the 

reservoir properties relevant to the CO2 migration process in Stage 2C, the first step 

is identifying the geological units in the seismic data– the process is called seismic to 

well tie. This analysis is based on a 1D model of seismic wave propagation (the 

convolutional model) as shown graphically in Figure 3.1 (Simm and Bacon, 2014), 

which approximates the seismic trace as a superposition of identical seismic 

wavelets distributed in time according to the subsurface reflectivity estimated from 

well logs. Then, structural interpretation extrapolates geological markers identified 

in the wells by tracing coherent seismic events in a 3D seismic survey. Seismic 

reflections occur at lithological boundaries with intensity proportional to the contrast 

of seismic properties of the adjacent layers. Therefore, analysis of the spatial 

distribution of the seismic amplitudes – seismic Quantitative Interpretation (QI) – 

provides petrophysical properties of the subsurface. Hence, one may see the 

quantitative interpretation as seismic-guided interpolation of the well data into a 3D 

volume.  
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Figure 3.1 Graphical representation of the convolutional model (Simm and Bacon, 2014). 

3.1 Convolutional model 

In the two-way travel time (TWT) domain, the seismic trace 𝑆ሾ𝑡ሿ for a normal 

incident P-wave can be expressed mathematically as a convolution of a source 

wavelet W[t] and the subsurface reflectivity 𝑅ሾ𝑡ሿ plus noise 𝑛ሾ𝑡ሿ (Russell, 1988) : 

  𝑆ሾ𝑡ሿ ൌ 𝑊ሾ𝑡ሿ ∗ 𝑅ሾ𝑡ሿ  𝑛ሾ𝑡ሿ,  (1) 

where the noise term is assumed to aggregate all relevant sources of noise: ambient 

noise, 3D wave propagation effects, imperfect processing workflow and imaging 

artefacts. While an additive model of seismic noise is likely to be a simplification for 

the Otway seismic, synthetic simulations by Glubokovskikh et al. (2020) proved the 

applicability of this model.  

The reflection coefficient at the ith geological boundary 𝑅ሺ𝑡) for normal incidence is 

equal to 

 𝑅 ൌ  𝐼𝑖1െ𝐼𝑖2
𝐼𝑖1𝐼𝑖2

 , (2) 

where subscripts 1 and 2 denote overlaying and underlying layers, respectively, and 

𝐼 ൌ 𝜌𝑉 is the so-called acoustic impedance. In the case of reflection from a thin 

layer in a homogeneous background, the convolutional model equations (1) and (2) 

yield the following expression 
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 𝑆ሾ𝑡ሿ ൌ ሺ𝑊ሾ𝑡 െ 𝑡ଵሿ െ𝑊ሾ𝑡 െ 𝑡ଶሿሻ𝑅ଵ  𝑛ሾ𝑡ሿ (3) 

where index L denotes the layer parameters and 𝑡ଵ and 𝑡ଶ correspond to the time 

location of the layer’s top and bottom boundaries, respectively. If the layer thickness 

h is small compared to the characteristic seismic wavelength L, the difference in the 

brackets in equation (3) approximates the time derivative of the wavelet (Widess, 

1973). 

 𝑆ሾ𝑡ሿ ൌ ሺ𝑊ሾ𝑡 െ ሺ𝑡ଶ  𝑡ଵሻ/2ሿሻ′ ⋅ ቀସగ⋅ோಽభ⋅
ఒಽ

ቁ  𝑛ሾ𝑡ሿ (4) 

where ሺ𝑊ሾ𝑡 െ ሺ𝑡ଶ  𝑡ଵሻ/2ሿሻ is a derivative of the original wavelet and 𝑅 ൌ

ቀସగ⋅ோಽభ⋅
ఒಽ

ቁ can be seen as an effective reflection coefficient from the layer.  

Equation (4) has two important implications for our study. First, it shows that the 

apparent frequency of seismic signals in seismic images is related to a characteristic 

thickness of geological layers. Secondly, the equation provides a suitable 

approximation for the TL seismic signal from a thin plume obtained by subtraction 

of a monitor and baseline vintages. 𝑅ଵ should be replaced by an apparent TL change 

of the reflection coefficient at the plume top. Hence, the interpretation of the TL 

signal has two main constraints: 

a. The top and bottom of the plume may not be distinguished with the given 

seismic resolution; and 

b. The amplitude of the TL signal depends on both the change of reflectivity 

due to the presence of CO2 and plume thickness.  

To illustrate (a) and (b) above, the rock physics modelling by Caspari et al. (2015) 

provided the following estimates for Stage 2C injection: L = 60 m and RL1 = 0.05. 

For a 3m thick plume, the TL response is 60% of the reflection from an infinitely 

thick plume. Glubokovskikh et al. (2020) used extensive 3D numerical simulations 

to show that the Stage 2C plume is likely to be detectable for the plume thicker than 

4 m. This explains the clear TL anomaly in the monitoring vintages. The stronger the 

TL signal, the thicker the plume. Hence, the trough amplitude of the TL signal can 

be a proxy for plume thickness (Figure 2.7). 
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3.2 Data quality 

Data preparation and quality control are essential steps for this study because they 

aim to integrate several data sets generated by various projects over four decades. 

Although all the data have already been fully processed and interpreted prior to the 

commencement of this study, differences in the data acquisition and/or processing 

workflow may become a challenge for a joint analysis. Petrel was the main platform 

for data systematisation and analysis. 

3.2.1 Seismic data 

Seismic amplitudes bear an overprint of the seismic survey design: acquisition 

geometry and seismic instrumentation (types of the source and receivers)(Evans, 

1997; Chopra and Marfurt, 2007). These effects contribute to the magnitude of noise 

in the convolutional model. For an inappropriate survey design, these effects may 

distort a simple link between the seismic rock properties and seismic amplitudes in 

the convolutional model. The quality of the seismic image at a given point is mainly 

controlled by three factors: 

1. Seismic fold - number of the source/receiver pairs which contribute to the 

seismic image at this point. 

2. Types of seismic source and receivers. 

3. Quality of the seismic processing/imaging workflow.  
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Figure 3.2 Base map of the available seismic vintages and wells.  Regional seismic survey 
(a) covers a large area and features a large range of the source-receiver offsets. Stage 2C 

monitoring vintages (b) have a similar seismic fold which is achieved by the high density of 
the inlines/crosslines. 

While the Otway site is covered by several seismic surveys, only three have 

sufficient quality for quantitative analysis of the seismic attributes (Figure 3.2):  

1. Nirranda 3D regional seismic survey was mostly acquired using a large 

vibroseis truck, except two small patches near Curdie river, where the source was 

dynamite: 
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i. Relatively sparse acquisition geometry - inline/crossline spacing is 20m. 

However, seismic fold is relatively high due to large offset range. 

ii. All processing procedures are amplitude-preserving. 

iii. Seismic imaging is done using post-stack time migration.  

2. Stage 2C seismic monitoring vintages were acquired using a 15 klbs 

vibroseis truck and meticulously designed buried receiver geophone array which 

guarantees low ambient noise (Pevzner et al., 2020b): 

i. Dense acquisition geometry – inline/crossline spacing is 7.5 m, but the 

nominal fold is comparable with Nirranda 3D due to small offset range ( 

Figure 3.3). 

ii. All processing procedures are amplitude-preserving. 

iii. Seismic imaging is done using pre-stack time migration.  

3. Stage2C Monitor 5 (Extended M5) survey acquired with an extended source 

network ( Figure 3.3) was designed to improve the seismic image in the vicinity 

of CRC-3 and refine the geological model for Stage 3: 

i. Dense acquisition geometry – inline/crossline spacing is 7.5m, but the 

nominal fold is comparable with Nirranda 3D due to small offset range. 

ii. All processing procedures are amplitude-preserving. 

iii. Seismic imaging is done using pre-stack time migration.  
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 Figure 3.3 Acquisition geometry for the Stage 2C baseline survey and the Extended M5 
survey (Popik et al., 2020). 

Figure 3.4 shows the frequency spectra of all three seismic surveys. The dominant 

frequency is around 20-30 Hz, although the Stage 2C data feature a wider 

bandwidth. According to the convolutional model (equation 1), such dominant 

frequency implies that any two events which are separated by less than 30 m will 

experience interference and may not be confidently discriminated.  
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Figure 3.4 Frequency spectra of all three analysed seismic surveys. 

The difference in the seismic processing and survey design results in systematic 

discrepancies between the three seismic vintages. To analyse them collaboratively, a 

seismic miss-tie analysis in Petrel is performed, which provides an amplitude gain 

correction and time shift (Figure 3.5). 

 

Figure 3.5 Seismic miss-tie analysis. Due to the difference in acquisition geometry and 
instrumentation and processing graph, the three seismic surveys have drastically different 

amplitudes and slightly different shapes of the seismic horizons (top row). a Petrel miss-tie 
plugin is applied to introduce a single amplitude scalar and time shift (bottom row). 
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3.2.2 Well data 

The current geological model for the Otway site (~3 km×3 km) relies on seven CRC 

wells drilled for Stages 1, 2 and 3 of the Otway Project and eight legacy petroleum 

wells (Bagheri et al., 2020). In this study, I analysed only four wells which lie within 

the area of nominal seismic fold for the Stage 2C seismic: CRC-1, CRC-2, CRC-3, 

and Naylor-1 wells. However, the remaining wells facilitated a better understanding 

of the regional geological trends. 

To assess the quality, I compared the cross-plots between the geophysical logs (sonic 

velocities and density) and some petrophysical interpretations (neutron porosity, 

gamma-ray and such) in the wells. Density and compressional velocity are used to 

calculate the acoustic impedance and reflection coefficients for the seismic to well 

tie; hence, these measurements are of critical importance. However, stratigraphic 

correlation and facies schema rely on the petrophysical logs, and hence these are of 

critical importance as well. Other important components are the check-shot and the 

interval seismic velocity obtained from the zero-offset VSP, which provides an 

initial well-tie.  

Figure 3.6 shows a cross-plot between the density and compressional sonic in CRC-

1, -2 and -3 and Naylor-1. Naylor-1 appears to behave differently, and it is not 

following the density-velocity general trend. This discrepancy in the general trend 

raises a red flag on the quality of the logs acquired in Naylor-1. This well is a legacy 

petroleum well which was drilled to a target formation at 2000 m depth, so the 

values in the Lower Paaratte Formation are likely to be computed using some 

regression equations rather than measured directly. Hence, Naylor-1 well is excluded 

from our analysis.  

 



Chapter 3: Data QC and Seismic interpretation 
   

35 
 

 

Figure 3.6 Quality control of the well logs.  Compositional cross-plot of the log density vs. 
sonic interval time for all four available wells indicate that the Naylor-1 logs should be 

excluded from the study. 

3.3 Seismic to well ties 

As discussed at the beginning of this chapter, the seismic to well tie is a key step in 

any seismic reservoir characterisation project. Essentially, this procedure applies the 

convolutional model (equation 1) to establish a link between the amplitudes in a 

seismic image in the time domain and well measurements in the depth domain. To 

this end, sonic and density logs are used to compute the subsurface reflectivity r[t]. 

The seismic wavelet w[t] can be obtained by minimising the mismatch between the 

synthetic trace and the trace extracted from the seismic image (Simm and Bacon, 

2014). 

The quality of the seismic to well tie is crucial for several reasons. First, it is critical 

for the time-to-depth conversion of the seismic image. Moreover, the stratigraphic 

markers identified in the well logs and/or core data can be associated with coherent 

seismic events (seismic horizons) in the seismic image, and thus extrapolated away 

from the wells. Second, analysis of the seismic attributes may extrapolate the 3D 

petrophysical relationships established in the wells such as porosity trends and 

relationships to the clay content if the link between the rock parameters and seismic 

properties is sufficiently strong. In the following, we focus on yet another application 
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of the seismic to well tie: assessment of the feasibility of seismic QI. The 

convolutional model may result in significant errors due to the following main 

reasons: 

1. Complex subsurface which feature rapid lateral variations of the seismic 

properties and sub-vertical geological features, so that the wave propagation 

may not be reduced to a 1D model. 

2. Poor well log quality, so that the reflectivity is incorrect. 

3. Inadequate imaging workflow which cannot focus the seismic energy back to 

the reflection points. 

4. Complex surface conditions and/or issues with seismic instrumentation 

which can cause strong overprint on the seismic amplitudes in the raw 

seismograms. 

For the Stage 2C data set, Glubokovskikh et al. (2020) examined in detail the issues 

associated with (1) and (3) using extensive numerical simulations by Glubokovskikh 

et al. (2016). The authors concluded that the convolutional model is appropriate for 

the analysis of the Stage 2C seismic data. Thus, low quality of field data, either well 

logs or seismic, should be the only reason for the well-tie to fail.  

The well-tie workflow applied to CRC-1, CRC-2 and CRC-3 wells include three 

steps: 

1. Initial correction of compressional velocity from sonic logs based on the 

interval time from zero-offset VSP. 

2. A refinement of the time-depth relationship using a statistical wavelet – a 

zero-phase wavelet, whose amplitude spectrum equals to the total spectrum 

of the seismic image in the target interval. 

3. Estimation of the deterministic wavelet for the time-depth relationship 

obtained at the previous step. We use the algorithm of Walden and White 

(1998) implemented in Petrel, which provides valuable statistics to the 

goodness-of-fit for seismic to well-tie, such as predictability of the seismic 

trace, the confidence of the estimated wavelet and SNR of the seismic data.  

This workflow may be applied to all available wells independently, but the obtained 

wavelets may be quite different from each other because the wavelet estimation 

algorithm is susceptible to noise in the data. On the other hand, the wavelets are 
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expected to be relatively stable spatially within each seismic survey: the surface 

conditions are very similar across the Otway site, and instrumentation remained the 

same throughout each survey. Hence, we assume that the estimated wavelet should 

be the same in the CRC-1, CRC-2, and CRC-3 wells. First, the wavelet is estimated 

in CRC-2 well, tested in other wells and updated if the observed mismatch is strong. 

The final wavelet is a result of several iterations of slight refinements of the time-

depth relationships and wavelet spectra in all three wells.  

The seismic to well tie in the Nirranda 3D (Figure 3.7) is good. Both statistical and 

deterministic wavelets allowed to match the main reflectors in the seismic image. 

The maximum correlation coefficient between the synthetic and the seismic data has 

improved from 0.67 for the statistical wavelet to 0.73 for the deterministic wavelet. 

The wavelet is stable, which was established by testing it in CRC-3 with a maximum 

correlation of 0.79. The well-tie in CRC-1 is problematic due to the proximity to a 

fault. The predictability for the deterministic wavelet is ~70%, and the SNR is 2.4. 

 

Figure 3.7 Seismic well-tie for Nirranda 3D survey.  The time-to-depth relationship 
provides a good agreement between the remarkable features in the acoustic impedance 

estimated from logs and major seismic horizons in CRC-2 (a) and CRC-3 (b). The extracted 
statistical and deterministic wavelets are shown in time (c) and frequency (d) domains. 

The baseline survey for Stage 2C provides a better correlation to the well data 

(Figure 3.8). The correlation has improved from 0.72 for the statistical wavelet to 

0.80 for the deterministic wavelet. In CRC-3 the wavelet provides correlation is 0.72 

in CRC-3, which is likely to be affected by the reduced seismic fold in the vicinity of 
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this well. CRC-1 is problematic due to the intersection with a fault. The 

predictability of this wavelet is 71% and the SNR is ~2.5. 

 

Figure 3.8 Seismic well-tie for the Stage 2C baseline survey.  The time-to-depth relationship 
provides a good agreement between the remarkable features in the acoustic impedance 

estimated from logs and major seismic horizons in CRC-2 (a) and CRC-3 (b). The extracted 
statistical and deterministic wavelets are shown in time (c) and frequency (d) domains. 

Extended M5 provides poor correlation in the target interval in CRC-2 because this 

survey was acquired after the injection while the logs correspond to the pre-injection 

formation properties. I focused the well-tie on a 40ms interval above the injection 

interval. As a result, the well-tie provides correlation coefficient 0.7. However, this 

wavelet gives a correlation coefficient of 0.57 at the target interval in CRC3. This is 

a relatively poor match, but we could not improve it without introducing unrealistic 

changes in the time-depth relationship and wavelet spectra. The predictability of the 

final wavelet is 63%, and SNR is 1.7 (Figure 3.9). 
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Figure 3.9 Seismic well-tie for the Extended M5 survey for Stage 2C.  The time-to-depth 
relationship provides a good agreement between the remarkable features in the acoustic 

impedance estimated from logs and major seismic horizons in CRC-2 (a). However, in CRC-
3 (b) the agreement is clearly worse because the wavelet is estimated above the target 

interval in CRC-2 to avoid the TL seismic signal to the injection. The extracted statistical 
and deterministic wavelets are shown in time (c) and frequency (d) domains. 

3.4 Structural interpretation  

Building the structural framework concludes the preparatory work for the seismic QI 

analysis. First, we pick spatially consistent events in the seismic vintages, based on 

the main stratigraphic boundaries identified in the wells. We focus on five main 

reflectors in the target interval (Figure 3.10):  

1. Paaratte Formation: top of the Paaratte Formation is a shaly unit 

where the acoustic impedance increases, and hence the seismic 

horizon corresponds to peak response. The two-way travel time 

ranges from -960 to -1080 ms. 

2. PS3 Sand: top of parasequence 3 within the Lower Paaratte 

Formation. This boundary corresponds to the beginning of a 

sandstone section with reduced values of acoustic impedance, and 

hence we trace a trough. The two-way travel time ranges from -1090 

to -1210 ms. 

3. PS2 Sand: top of parasequence 2 within the Lower Paaratte 

Formation. A sandstone section with reduced values of acoustic 

impedance, and hence we trace a trough. This is generally a weak 
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reflector, and hence picking it is a challenging task in all surveys. The 

two-way travel time ranges from -1150 to -1205 ms. 

4. PS1 Sand: top of parasequence 1, which includes the injection 

interval for Stage 2C and Stage 3. A sandstone section with reduced 

values of acoustic impedance, and hence we trace a trough. The two-

way travel time ranges from -1188 to -1245 ms. 

5. Skull Creek: top of a thick mudstone section which underlies the 

CO2 injection interval. Acoustic impedance increases in this 

impermeable low-porosity mudstone, and hence the horizon 

corresponds to peak response. The two-way travel time ranges from -

1194 to -11260 ms. 

Overall, four out of the five horizons are clear on all seismic vintages, and their 

signatures are spatially consistent. The surfaces can be picked using a supervised 

auto-picker implemented in Petrel. Near the splay fault, the horizons are picked 

manually. Also, the top and bottom of the storage reservoir are picked manually at 

every crossline and inline because the topography of the formation is known to 

control the buoyancy-driven CO2 migration. Every inline and crossline near the fault 

was manually picked for both PS1 sand and Skull Creek horizons.  

3.5 Summary  

This chapter examined the quality of the seismic and well data suitable for seismic 

characterisation of the injection formation for Stage 2C experiment. In the following, 

I will use post-stack time-migrated seismic images provided by a large regional 3D 

seismic (Nirranda 3D), Stage 2C monitoring vintages and Extended M5. I used 

seismic convolutional modelling to correlate the seismic images to the well data 

from CRC-1, CRC-2 and CRC-3 (Naylor-1 has bad logs), and subsequently picked 

main seismic reflectors within the target reservoir, Lower Paaratte Formation. 

The main findings are: 

 The dominant frequency is between 20-30 Hz, which implies that any two 

seismic reflectors separated by less than 25 m will be smeared by the tunning 

effect. 
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 The seismic to well-tie suggests relatively high quality of all three vintages 

with maximum correlation coefficient between the synthetic and field 

seismograms > 0.7 and minimum SNR of ~1.7.  

 The bandwidth of the Stage 2C seismic is much wider, which, along with a 

meticulously designed geophone array, improved the ‘sharpness’ of the 

seismic images and the SNR. 

 The TL response at the top of the storage reservoir can be proxy for the CO2 

plume thickness. 

 The top and base of the target interval (PS1 sand and Skull Creek) may be 

traced throughout the seismic volumes, future seismic attribute analysis will 

be restricted to these two surfaces. 

 

 

 



Chapter 3: Data QC and Seismic interpretation 
  

42 
 

 

Figure 3.10 Structure map of Paaratte Formation with two composite lines (a) :CRC2 and CRC3 well logs and the generated synthetic seismogram 
marked with the main horizons (c) seismic Composite line 1 across the baseline of Stage 2C seismic (b) seismic Composite line 2 across the baseline 

of Stage 2C seismic monitoring vintages with the main horizons posted and the synthetic seismogram of CRC-1 and CRC-2 (d).
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4  

Chapter 4 

 

Seismic attributes relevant for the 

Otway site 

As discussed in the Introduction, the identification of the geological features 

controlling the fluid flow is based on a neural network analysis of seismic attributes. 

“A seismic attribute is any measure of seismic data that helps us visually enhance or 

quantify features of interpretation interest” (Chopra and Marfurt, 2007). One may 

split seismic attributes into two big groups: multi-trace and single-trace attributes. 

Multi-trace attributes usually scan for the similarity between adjacent traces to 

retrieve the sub-seismic scale geometrical features of the subsurface. Single-trace 

attributes aim to retrieve the patterns in the vertical distribution of seismic 

amplitudes, which is often related to reservoir properties, such as porosity, net-to-

gross etc. However, simple interpretation models behind the attributes are not strictly 

valid; hence one needs to test multiple attributes to find those that are most 

informative in a particular geological situation. Such testing is the focus of this 

chapter. Below, a description of several attributes relevant to the Otway site is 

provided and their significance for CO2 migration discussed. The proposed attributes 

will be calculated using stage 2C baseline vintage. 
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4.1 Visualization techniques  

Prior to the creation of several potential seismic attributes, it is important to discuss 

how the seismic attributes can be visualized. One way to scan the data for lateral 

heterogeneity is time slicing. This method enables the interpreter to observe 

morphological features such as channels and lobes that can indicate a certain 

depositional system. However, the structural footprint of the basin can mask the 

sought seismic markers. To overcome this, one needs to flatten the seismic volume 

to a horizon of interest. This method is called horizon slicing. To demonstrate the 

power of horizon slicing, Figure 4.1 shows an example of both a time slice and 

horizon slices at the PS1 level. The first map (a) shows a time slice at 1210 ms where 

no stratigraphic features can be recognized due to the structural overprint of the 

basin. After flattening the volume, some elongated features appeared on the maps, 

which may be interpreted as channels (b). The third map (c) corresponds to a horizon 

slice within PS1, where some compartmentalization within PS1 can be observed. 

The last map (d) shows an elongated body crossing and then opening up; this can be 

interpreted as a distributary channel dispersing onto a delta. These are just a few 

examples of how powerful horizon slicing can be, not a conclusion about the 

depositional system.  

 

Figure 4.1 Time slice from Stage 2c baseline (a). Map (b-d) horizon slices within PS1 at 
different levels. 
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4.2 Structural attributes 

4.2.1 Horizon curvature 

Horizon curvature is a measure of the deformation that a particular horizon exhibits. 

In two-dimensional settings, the curvature of a particular curve is measured by 

calculating the reciprocal of the radius of a circle that is tangent to an observed 

curve. The higher the curvature, the smaller the circle that can be tangent to that 

curve which will yield high value for the reciprocal of the radius. To distinguish 

anticlines from synclines, curvature values  can be positive to represent anticlines 

and negative to represent synclines. The straight segment has zero curvature Figure 

4.2 (Chopra and Marfurt, 2007). 

 

Figure 4.2 Explanatory graph to show the different curvature values (Chopra and Marfurt, 
2007). 

In a three-dimensional setting, the curvature of any point on the observed horizon is 

calculated on its intersection with an orthogonal plane perpendicular to that point on 

the surface which is called normal curvature (Figure 4.3). There are an infinite 

number of normal curvature values that can be extracted depending on the choice of 

the intersected plane. There are many ways to characterise the curvature of a given 

surface. For instance, the plane that has the highest curvature value is called the 

maximum curvature whereas the curvature on the plane that is perpendicular to it is 

called the minimum curvature. These values are called the principal curvatures. The 

average curvature of two orthogonal planes is always constant, which is called the 

mean curvature (Roberts, 2001).  
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Figure 4.3 3D curvatures Calculation plane to highlight the maximum and minimum 
curvature (Kmin and Kmax) (Roberts, 2001).  

Horizon curvature can identify the existence of faults and fractures. Fractures are 

effective secondary pores that can serve as conduits for CO2. Figure 4.4 shows the 

maximum curvature attribute of PS1 which is commonly used to detect faults 

(Chopra and Marfurt, 2007). This variation can be an indication of curvature induced 

fractures. This map can help in predicting the secondary pores in the reservoir to host 

the injected CO2 and highlights fluid flow paths through monolithic rock. 



Chapter 4: Seismic attributes relevant for the Otway site 
 

47 
 

 

Figure 4.4 The maximum curvature attribute of PS1. 

4.2.2 Fault Detect 

Fault detect is an attribute that takes the difference between the surface and a 

smoothed version of the same surface. This attribute can highlight discontinuities 

within any surfaces of interest. Figure 4.5 shows the PS1 fault detect map. The splay 

fault in the area is illuminated, which can create an area of fault induced fractures. 

 

Figure 4.5 Fault Detect map calculated on PS1. 
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4.2.3 Coherence attributes 

Coherence is a measure of the similarity between the waveforms of adjacent seismic 

traces. The seismic waveform is a representation of the response of the source 

wavelet convolving with the subsurface geology in term of amplitude, phase and 

frequency (Chopra and Marfurt, 2007). Measuring coherence between traces can 

highlight subtle lateral changes that are either structurally induced such as faults and 

fracture zones or stratigraphically induced such as channel systems. Many 

algorithms have been developed over the years to measure coherency. In this section, 

coherence is measured using cross-correlation, semblance and eigenstructure 

methods to find the best approach to highlight the structural and stratigraphic 

changes within PS1 (the target reservoir). 

4.2.3.1 Cross-correlation 

This method starts with calculating the maximum positive normalized cross-

correlation (MPNXC) over a pre-set time window with an adjacent trace in both the 

inline and crossline directions. Those maxima are then combined using the formula 

of Bahorich and Farmer (1995)  

                                   𝑥 ൌ √𝑖𝑛𝑙𝑖𝑛𝑒 MPNXC ∗ crossline MPNXC  

This process is then repeated on all the traces to form a coherence volume  

The cross-correlation is ran on the data where the splay fault is highlighted (red 

arrow) (Figure 4.6). 

 

Figure 4.6 A seismic section taken from a coherence volume calculated using cross-
correlation (to the left) and a time slice across the same coherence volume (to the right). 

To observe any stratigraphic discontinuity within the area where the plume was 

injected, a horizon slice is extracted from the coherence volume to eliminate any 
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structural footprint (Figure 4.7). In this figure, there is no clear stratigraphic features 

that explain the CO2 migration we observe from the TL signal. 

 

Figure 4.7 Horizon slice extracted at PS1 from the Cross-correlation method to eliminate 
any structural footprint overlayed by the detected plume to find any correlation.  

4.2.3.2 Semblance 

Semblance is another measure of coherency in the seismic. This method calculates 

the coherence by estimating the ratio of the energy of the average trace within a 

specific 3D window to the average energy of all the traces within this window 

(Chopra and Marfurt, 2007). The semblance-based coherence at the top of the 

reservoir is also extracted to detect any stratigraphic features that may explain the 

observed behaviour of CO2 migration(Figure 4.8). There is a weak signal near the 

red arrow that highlights a minor stratigraphic barrier that may prevent CO2 

migration. 
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Figure 4.8 Horizon slice extracted at PS1 from the semblance method to eliminate any 
structural footprint overlayed by the detected plume to find any correlation. 

4.2.3.3 Eigenstructure  

The eigenstructure method is similar to the semblance method. The first step is to 

calculate the trace energy in the input window. The second step is to estimate a 

waveform that represents all the traces in the input window. All the traces in the 

input window are then replaced by a new trace that has the estimated waveform and 

the amplitude of the real trace. This step eliminates the influence of the lateral 

change in the seismic amplitude. The final step is to calculate the ratio of the energy 

of the modelled traces to the energy of the real traces. This process is repeated on all 

the traces to create the coherency of the traces (Chopra and Marfurt, 2007). the same 

process is repeated on the eigenstructure-based coherence, and  a minor stratigraphic 

barrier is also observed at the same location (red arrow) in Figure 4.9.  
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Figure 4.9 Horizon slice extracted at PS1 from the eigenstructure method to eliminate any 
structural footprint overlayed by the detected plume to find any correlation. 

 A weak signal in both semblance and eigenstructure based coherence is observed, 

which might explain the way the CO2 has evolved. To exploit this observation, the 

fault likelihood attribute is constructed which uses a fault-ordinated semblance to 

detect faults (Hale, 2013) (Figure 4.10). This attribute explains the way CO2 

migrates as it stops at the observed barriers.  

 

Figure 4.10 Horizon slice extracted at PS1 from the fault likelihood method to eliminate any 
structural footprint overlayed by the detected plume to find any correlation. 
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4.2.3.4 Fault transmissivity attribute 

Figure 4.11a is a map of the fault likelihood in the injection interval, which is 

detected using the algorithm by Hale (2013). The CO2 plume is likely to be affected 

by these barriers in the proximity of CRC-2. However, the fault likelihood is 

independent of the position of the injection well. While CO2 flow is a directional 

process, the fault transmissivity attribute (Figure 4.11b) is a transformation of the 

fault likelihood that also considers the mutual position of the injection well and a 

fault. This attribute calculates the probability of the CO2 plume to exist across the 

minor faults detected using the fault likelihood attribute.    

 

Figure 4.11 Maps of the discontinuities in the seismic data  obtained using the Fault 
Likelihood attribute (a). The underlying map in (a) corresponds to the time-lapse amplitude 
change at the reservoir top 23 months after the end of injection. and the fault transmissivity 

attribute (b) (Aldakheel et al., 2021). 
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4.3 Frequency-based attributes 

4.3.1 Instantaneous frequency 

Instantaneous attributes are obtained through Hilbert transform. This transform 

augments a signal by the imaginary part so that the resulting signal is a complex-

valued analytical signal with the real part equal to the recorded data. The 

instantaneous frequency is the time derivative of the instantaneous phase of the 

analytical signal (Zeng, 2010). The instantaneous frequency has proven to be a good 

indicator of sand bodies where lower instantaneous frequency response represents 

sandy lithology (Ogiesoba et al., 2018). To test this attribute, the instantaneous 

frequency across PS1 is extracted. Figure 4.12 shows a map of the instantaneous 

frequency at the top of PS1 overlayed by the border of the mapped CO2 plume. The 

plume appears to be bound to the north where the instantaneous frequency value is 

high despite the structural high in that area. It seems that the high instantaneous 

frequency to the north represents an impermeable unit. This attribute is indicative of 

interference between reflectors; hence, it is not purely diagnostic of lithology.   

 

Figure 4.12 An instantaneous frequency map extracted at the top of PS1 overlayed by the 
border of the mapped CO2 plume.  
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4.3.2 Reflector isochrons 

Careful examination of the PS1 reflector shows that the shape of the reflector varies 

in the injection area. As shown in Figure 4.13b, the trough at the top of PS1 gets 

broader where the CO2 injection is detected. One way to investigate this change in 

the reflector shape away from CRC-2 is to change the acoustic impedance in PS1 to 

match a similar response where the reflector is narrow. A simple feasibility study 

using convolutional modelling was performed, where soft PS1 sand was gradually 

replaced by shale with increased acoustic impedance. After mapping the upper and 

lower zero crossings to track the thickness of the PS1 reflector (Figure 4.13a), this 

attribute appears to be highlighting a similar anomaly observed in the map of the 

instantaneous frequency. 

 

Figure 4.13 Isochrons thickness map from the upper the lower zero crossing of PS1 reflector 
(a), Seismic section across to show the thinning of the reflector. 

4.3.3 Spectral decomposition 

Spectral decomposition is a powerful tool capable of characterising thin geological 

beds. The method relies on equation (4) to analyse the amplitudes of spectral 

components in the source wavelet. Many transformation methods are available to 

transform the data into the frequency domain. This study focuses on their application 

rather than the computational aspects. Red-green-blue (RGB) blending is commonly 

used to visualise multiple spectral components at once (Chopra and Marfurt, 2007). 

Each component is assigned a colour where the intensity of each colour corresponds 

to the amplitude of the assigned spectral component. When all the components are at 

their highest intensity, the RGB blend will show a white colour, and if the red and 

green components are high, for example, this mixture will show as yellow. Figure 

4.14 compares a horizon slice within PS1 using  RGB blend of multiple frequency 

cubes and horizon slice of the amplitude. Those frequencies were chosen based on 
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blending many frequencies combinations. this combination showed the best image of 

the reservoir that highlight the heterogeneity. 

The uplift in the resolution can be easily recognised. The difference in temporal 

thickness causes the variation of the obtained colour, and hence channel features and 

internal structure of the interval become clearer. These images will be used 

qualitatively to understand the complexity of this reservoir. 

 

Figure 4.14 A horizon slice across PS1 using an RGB blend volume of 40, 50, 60 Hz 
tunning cubes (to the left) and a horizon slice across PS1 using amplitude volume (to the 

right). 

4.4 Seismic amplitude  

The top and the base of the reservoir depends on the contrast of the seismic 

properties of reservoir rocks and surrounding mudstones, as indicated in equation 

(2). Extracting the seismic amplitude at the top and the base of the reservoir (Figure 

4.15) should highlight changes in the acoustic impedance within the reservoir if both 

the overlaying and underlaying rocks are homogeneous. Normally, the reservoir 

intervals are the most lethargically heterogenous, hence, this assumption can be 

made. In the study area, 14 wells have confirmed the homogeneity of the mudstone 

enclosing the reservoir. The acoustic impedance is the product of density and 

velocity which can be affected by porosity, lithology and fluid content The seismic 

attribute can also be an indication of the reservoir thickness due to tunning (Khare 

and Martinez, 2008) 
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Figure 4.15 Amplitude maps extracted from the Stage 2C baseline seismic vintage at the top 
(a) and the base (b) of the injection interval  (Aldakheel et al., 2021). 

4.5 Summary  

In this chapter, several seismic attributes were highlighted which may represent the 

geological features which control the CO2 migration process based on their standard 

interpretation as outlined in literature . These attributes will be part of the input of 

the ANN model to reconstruct the TL response due to the CO2 injection.  

The main findings in this chapter are: 

1. Horizon slicing can be a powerful tool to highlight stratigraphic 

features. 

2. Coherence attributes can detect subtle discontinuities within the 

reservoir which may constrain the migration process. Moreover, 

anomalies can be an indication of minor faults which may create 

secondary porosity. 

3.  Frequency based attributes may be used to map the sandstone bodies 

within the reservoir interval. 

4. Seismic amplitude may highlight variation porosity, thickness or both.
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Chapter 5 

 

Neural network model building for CO2 

plume characterisation 

The aim of this chapter is to infer which baseline features (expressed quantitatively 

through seismic attributes measured on baseline data) control CO2 migration using 

CO2 plume geometry evolution obtained from 4D data. More specifically, a 

monitoring data set from Stage 2C is used to establish a subset of the most 

informative seismic attributes, the attributes that have a strong link to geological 

features that control CO2 migration in the Paaratte Formation. First, the baseline 

seismic volume is used to generate a large set of seismic attributes that may 

conceivably be related to the CO2 plume shape. Then,  an artificial neural network 

(ANN) is trained with all the attributes as an input to reconstruct the observed CO2 

plume. Glubokovskikh et al. (2016) examined the accuracy of the time imaging. The 

analysis of full-elastic 3D simulations showed that the time images provide an 

adequate structure of the subsurface, although not ideal. In reality, when a precise 

velocity model is unavailable, depth images may even have lower accuracy than the 

time images. 
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5.1 Artificial Neural Network 

ANN is a term that refers to a structured function where relationships between input 

and observed response are represented through a series of sequential relatively 

simple transformations (layers). Such an approach has been proved effective in 

learning complex relationships between phenomena of various nature. Complicated 

geophysical interpretation can also benefit from using this tool (Poulton, 2001). Due 

to the complexity of the CO2 migration process where many factors compete to alter 

the way the CO2 propagate in the subsurface, Artificial neural network was 

implemented. In this exercise, the Neural Network Pattern Recognition application in 

MATLAB is utilized which uses a two-layer feed-forward Network (Figure 5.1). 

This method undergoes two phases: feed-forward phase and error backpropagation 

phase. The feed-forward phase is used to arrive to the desired solution. This phase 

contains a hidden Layer and an output layer. The hidden layer contains numerous of 

segments (neurons) that can be set by the user. Each attribute in the input matrix is 

assigned to a weighting component (W) for each neuron and each neuron is assigned 

to a bias component (B) to predict the output. The weighted sum of all the 

components in each neuron is inserted into an activation function which is the 

sigmoid function in this case to simplify the calculation in the backpropagation 

phase. The output of this layer is inserted into the output layer where a summation of 

all the components is performed and another weighting component to this 

summation is assigned. Another activation function is introduced which is the 

SoftMax function in this case to derive the desired output (CO2 presence). The 

second phase is the backpropagation phase where the error between the modelled 

output and the training dataset is calculated. Using the scaled conjugate gradient 

method (Møller, 1993), all the weighting and bias components can be recalculated to 

decrease the error in the output. Those phases are repeated until one of these 

conditions is met (The Math Works, 2006): 

A) The maximum number of iterations is reached. 

B) The maximum time is reached. 

C) The desired performance is met. 

D) The minimum rate of improvement is reached. 

E) When validation test continues to improve multiple times in row. 
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Figure 5.1 Two-layer feed-forward Network used in this study. 

To estimate the prediction accuracy for a trained ANN, a methodology is developed 

that accounts for a spatial correlation of the seismic data and geological features. The 

importance of an input predictive feature is then to be evaluated by the accuracy 

reduction when this feature can be excluded from the input. Spatial distribution of 

the area with a substantial accuracy reduction provides an insight into the geological 

features underlying the investigated attributes. The proposed workflow can be used 

to refine a geological model before performing costly physics-based simulations. 

Moreover, the trained ANN can then be used as proxy for fluid flow simulator to 

predict a stabilised CO2 plume for Stage 3. 

ANN algorithms may be used to effectively process the rich Stage 2C dataset to 

establish a set of seismic attributes that should guide post-injection reservoir 

modelling. Ideally, such a tool would quantify an information value of various pieces 

of the available data based on their relationships with the observed TL seismic image 

of the injection. To formalise this concept into an effective algorithm, one needs to 

specify what is the input data (predictive features) and the desired output (ground 

truth). These choices will guide the selection of an adequate ANN architecture, and 

how it should be optimised and trained. 

5.2 Ground truth: the seismic image of the Stage 2C plume 

The first task is to introduce the ground truth. For our study, the ground truth is the 

seismic image of the Stage 2C injection. Quantitative interpretation of the seismic 

data that provides the basis for the current geological model of the Otway site relies 

on four wells: Naylor-1, CRC-1, CRC-2 and CRC-3 (Dance et al., 2019; 
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Glubokovskikh et al., 2020). The data acquired in these wells has allowed the 

seismic features to be attributed reliably to geological boundaries as well as the 

seismic response corresponding to variations of the reservoir properties and fluid 

composition. 

Lebedev et al. (2013) measured the elastic properties of core samples from the 

Lower Paaratte Formation versus pore pressure and CO2 saturation. These 

measurements show that the injection pressure is likely to be too small to cause any 

noticeable seismic response, while even small CO2 saturation can quickly reduce the 

acoustic impedance according to the Gassmann’s fluid substitution and therefore 

causes pronounced change in the reflection coefficient (Caspari et al., 2015; Pevzner 

et al., 2017a). Glubokovskikh et al. (2020) showed that the Stage 2C CO2 plume 

should be detectable once its thickness exceeds 4 m, hence it is assumed that the 

plume’s extent may be reliably determined by the TL amplitude anomaly at the top 

of the injection interval - PS1 horizon extracted in the previous chapter. 

Over time, the plume is growing towards south-east from the injection well (CRC-2) 

along the major fault: the Naylor South splay fault (the splay fault) (Pevzner et al., 

2017a). The plume thickness and lateral dimensions are comparable with the seismic 

resolution. Furthermore, the observed TL amplitude may be affected by the 

imperfect seismic repeatability and uneven spatial distribution of the seismic 

coverage. In the following,  the binarized Monitor 5 TL anomaly - plume/no-plume 

according to a certain amplitude threshold is used as ground truth (see Figure 5.2). It 

is expected that this classification approach should be more robust than a regression 

of the continuous distribution of the TL amplitude. 
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Figure 5.2 CO2 plume shape in the last monitoring seismic survey, 23 months after the end 
of injection. The binary image is obtained by using a threshold for the time-lapse amplitude 

change at the reservoir top. Contours represents the relative top-seal elevation to the 
injection well. 

5.3 Input data: a set of predictive features 

After the ground truth plume image is defined, we need to choose the input attributes 

for ANN. The number of such attributes needs to be reasonably small to avoid 

overfitting. Prior to running a formal ANN, this choice of attributes should reflect 

our intuitive understanding of the features that control the fluid flow. Our set of 

attributes may be divided into four groups, each group characterising a different 

aspect of the injection process: (1) structural framework of the reservoir (faults, top 

and bottom of the injection reservoir); (2) amplitude-based attributes strongly related 

to the reservoir properties (porosity and permeability) as well as lithology; (3) 

seismic frequency-based attributes controlled by reservoir thickness, scale of 

heterogeneity and seismic velocity. The fourth group of attributes is non-geophysical 

but accounts for some basic features of CO2 flow through rocks: distance from the 

well.  

5.3.1 Structural attributes 

The two-way travel time from the top a of the injection interval is picked in the 

baseline seismic vintage. Since supercritical CO2 is ~30% lighter than brine, the CO2 
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migration follows the structural dip to fill in the top of the storage formation. Due to 

its high mobility, injected CO2 infiltrates through the reservoir rocks if its amount 

i.e. saturation is sufficient, unless the contiguous CO2 plume hits structural 

boundaries: sealing faults or abrupt changes in lithology. According to the TL 

seismic and history-matched reservoir simulations, the Stage 2C plume stabilised 

one year after the injection stopped. Hence, it is assumed that the top seal topography 

along with the splay fault (Figure 5.3) control the plume shape revealed in the 

Monitor 5 seismic survey. 

 

Figure 5.3 Relative two-way travel time (relative to the injection point at the injection well) 
of the top seal TWT topography. 

The CO2 plume is also likely to be affected by the small faults in the proximity of 

CRC-2, and thus another input attribute is the likelihood of a small-amplitude fault 

(in the injection interval) obtained by using the algorithm of Hale (2013) (Figure 

4.11a). A relatively aggressive version of this algorithm is applied to delineate subtle 

discontinuities in the seismic image, because major faults have been already picked 

by the structural interpretation. This attribute was transformed to the fault 

transmissivity attribute to account for the mutual location of the injection well and 

the minor faults (Figure 4.11b) (see Fault transmissivity attribute). 

The fault detect attribute was also considered to highlight any sudden change in the 

curvature of top of the reservoir. This curvature can be an indication of curvature 
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induced fractures which may contribute to the creation of secondary porosity in the 

reservoir (Figure 4.5). 

5.3.2 Amplitude-based attributes 

The seismic properties of mudstones, which enclose the reservoir, change only 

slightly between the well logs from fourteen boreholes in and surrounding the Otway 

Project site, and thus the spatial variations in the amplitude are likely due to the 

reservoir properties: porosity, clay fraction, etc. Figure 4.15 shows the amplitude 

map extracted from the baseline seismic survey at the top and the base of PS1 sand 

where CO2 was injected. 

5.3.3 Seismic frequency-based attributes 

Another group of useful attributes are frequency-based attributes, which can be good 

indicators of sand bodies and interbedding. A shift towards lower frequencies 

corresponds to sandstone bodies embedded into clay-rich rocks (Ogiesoba et al., 

2018). Figure 5.4a-c shows the instantaneous frequency, maximum frequency and 

isochrons of the reservoir reflector maps. All of these characterise the temporal 

thickness of the reservoir, and hence the maps exhibit similar spatial patterns. The 

trough at the top of the reservoir gets broader in the vicinity of the injector and 

pinches out in the north (Figure 5.4d). Reflector isochron has been chosen to 

represent this group of attributes as it was the most stable one. 
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Figure 5.4 Seismic attributes controlled by the thickness of the injection interval  show 
similar spatial patterns. The example attributes are Maximum Frequency (a), Instantaneous 

Frequency (b), and PS1 Isochron (c). The seismic section through the injection well (d) 
shows the injection interval pinching out to the north  (Aldakheel et al., 2021). 

5.3.4 Non-seismic attributes 

In the area shown as a white stripe (referred to as fault shadow) in Figure 5.5, the 

seismic amplitudes are severely distorted due to the presence of the splay fault (see 

also Figure 5.5b). Usually, this area belongs to the footwall of the fault where all the 

seismic rays that contribute to the image must penetrate through the fault prior to 

reflection. There are two problems in that zone: first, incorrect kinematic estimates 

lead to pull-ups and sags. Second, seismic amplitudes are affected by the interaction 

with the faulted rocks and inaccurate velocity model for the imaging (Fagin, 1996). 

Hence, all seismic attributes are affected for the part of the CO2 plume lying in the 

footwall of the splay fault (Figure 5.5b). This issue is related to the abrupt change in 

the velocity across the fault. As the effect of the fault diminishes away from the 

fault, we mitigate this issue by considering the distance from the splay fault as an 

attribute in the input data. 

Several non-seismic attributes are also used to incorporate some general 

understanding of the basic physics of CO2 migration through reservoir rocks. 

Distance from the injection well, for instance, reflects the fact that the amount of 
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CO2 is limited, and hence the likelihood of CO2 presence decreases away from the 

well. Distance from the splay fault was not only considered to correct for the fault 

shadow zone but it was also considered because faults can create fracture zones, and 

hence enhance the porosity of the reservoir. 

 

Figure 5.5 Distance from the splay fault (a) aims to compensate the seismic imaging issues  
closer to the fault and potentially capture higher permeability of the fractured rocks adjacent 
to the fault Blank gap corresponds to a part of the seismic image distorted by the interaction 

of seismic waves with the splay fault - fault shadow (b) (Aldakheel et al., 2021). 
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5.3.5 Input data selection  

Some of the computed attributes are controlled by the same subsurface parameters, 

and hence their maps look similar. An abundance of closely related features in the 

training set may lead to a bias in the ANN prediction, and thus, the highly correlated 

predictive features are removed (Table 1) (Aldakheel et al., 2021).  

Only one attribute represents any group of highly correlated features, a set of nine 

distinctive attributes is selected (Figure 5.6):  

• Injection distance: finite plume. 

• Fault distance: fracture intensity and seismic imaging artefacts. 

• Top seal topography (TST): buoyancy-driven CO2 filtration. 

• Seismic amplitudes at the top and the base of the reservoir: reservoir 

properties.  

• Fault detect: minor fractured zones. 

• Fault transmissivity: configuration of the minor faults that may bound the 

plume. 

• Reflector isochron: thickness of the reservoir sandstones. 

• Fault block: transmissibility of the splay fault. 

 

Figure 5.6 Nine attribute maps that are used as predictive features in the neural network, 
which is trained to reconstruct the plume shape  (Aldakheel et al., 2021). 
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Table 1 Correlation matrix for a set of the potential attributes  (Aldakheel et al., 2021).
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5.4 The architecture of the prediction algorithm 

ANN has two fundamental parameters that control its performance: number of 

neurons in the hidden layer and number of iterations during training. A naïve 

approach to the optimisation of an ANN design may rely on the training error only, 

but this metric may be misleading because it shows how well ANN can memorize 

the data. In this case, the network would likely suffer from overfitting as it attempts 

to capture every subtle feature in the observed CO2 plume that may be due to noise 

in the data. To reduce the sensitivity of an ANN to the noise, one needs to choose the 

number of iterations and the number of neurons that provide both sufficiently low 

training error and high prediction accuracy. A common approach to estimate the 

prediction error is cross-validation, which involves randomly removing a test set – a 

subset of the input data - from the training process. Traditionally, the test set is 

picked randomly based on the assumption that each sample represents a realisation 

of identical but independent distributions. This assumption fails for the maps of a 

seismic attribute because seismic amplitudes are smeared due to the limited lateral 

resolution and continuity of geological features. As a result, test samples could be 

easily predicted by the values in the adjacent training points. 

Hence, at each iteration of training, a set of extended patches with dimensions 

comparable with the correlation radius must be removed from the seismic maps. To 

make the test sets independent, the test patches are spaced by at least two Fresnel 

zones. We performed ten test runs of the ANN training with approximately 20% of 

the reservoir used for the test error estimation.  
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Figure 5.7 Optimisation of the neural network algorithm. Average training (blue) and test 
error (orange) for ten tests allows finding a balance between the complexity of the prediction 

algorithm and its tendency to overfit the noise  (Aldakheel et al., 2021). 

Figure 5.7 shows the average training and test errors of the ten tests against the 

number of neurons used in each model. A dramatic decrease in both the training and 

test errors can be observed from 5-50 neurons. Increasing the number past 50 

neurons appears to have only a minor effect on the accuracy of the model. Using 50 

neurons is thus an optimal choice. The ANN with 50 neurons reconstructs the CO2 

plume with an average training error of 1.85 ±0.50 % and average test error of 11.1 

±3.43% with the error concentrated at the edge of the plume (see Figure 5.8a&b). 

The misclassified samples during the training are located within 12 m with a 

standard deviation of 2.25 m. In the test set, these values are 44 m and 7.86 m, 

respectively (Figure 5.9).  
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Figure 5.8 Spatial distribution of the prediction errors by the neural network. The CO2 
plume overlayed by the number of misclassified samples on the training set (a) and ten test 

patches (b) (Aldakheel et al., 2021). 

 

Figure 5.9 Distribution of the prediction error relative to the distance to the CO2 plume edge  
(Aldakheel et al., 2021). 

5.5 Summary  

In this chapter, an attempt was made to quantify the seismic attributes that can 

represent the geological features which control the CO2 migration process in Stage 

2C. The ANN was used to form a direct link between all the potential attributes and 

the observed TL response due to the injection. This ANN model will be used in the 

next chapter to highlight the importance of each attribute in the migration process, 

and it will be used to predict the behaviour of the CO2 migration in Stage 3. 
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The main findings in this chapter are:  

1. Nine attributes were chosen to represent the CO2 migration process. 

2. To measure the ability of this model to predict unseen data, a number of test 

areas were excluded from the input data during training of the ANN model. 

3. The ANN model was able to reconstruct the TL response due to the CO2 

injection with an average training error of 1.85 ±0.50 % and average test error of 

11.1 ±3.43% with the error concentrated at the edge of the plume. 

4.  The optimal complexity of the ANN model was 50 neurons as higher 

complexity models show only minor improvement in the reconstruction of the 

plume. Complex models have a risk of overfitting to the training data set.
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6  

Chapter 6 

 

Artificial Neural Network model 

analysis and application 

This chapter will analyse the results of the ANN model created in the previous 

chapter. The fact that the model can reconstruct the CO2 plume with decent accuracy 

suggests that the input data is able to predict the final distribution of the CO2 plume. 

Here, a series of tests were performed to quantify the importance of each attribute for 

characterising the CO2 migration process. possible application for this model is also 

discussed  (Aldakheel et al., 2021).  

6.1 Information value of the attributes 

The optimised ANN can provide a quantitative estimate of the importance of a 

particular attribute for the accurate reconstruction of the CO2 plume. A general 

approach to the problem is to compare the accuracy changes when a particular 

attribute is taken in/out of the set of predictive features. There are two commonly-

used approaches to this problem: leave-one-out cross-validation and permutation test 

(James et al., 2013). 
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6.1.1 Leave-one-out 

This approach starts with a full set of predictive features and then compares the 

prediction accuracy for ANN trained with and without one of the features. The 

higher the error increases, the more important this attribute is. In Figure 6.1a, the 

highest impact belongs to the distance from the injector, the distance from the splay 

fault and the top seal topography. At the same time, the least important features are 

the fault block, the amplitude at the bottom of the reservoir and the fault detect 

attribute. 

6.1.2 Permutation test  

Instead of excluding a particular attribute, in the permutation test spatial distribution 

of values for an attribute - value locations - is randomised across the area to quantify 

by how much this randomisation affects the prediction error. Unlike the leave-one-

out approach, the training relies on all the attributes. So, the permutation test aims to 

show how well an ANN can predict the plume when an attribute is available. While 

the leave-one-out cross-validation indicates to which extent a network can 

compensate for the absence of the attribute. Figure 6.1 shows that the two methods 

provided similar results: the most and least important features are the same. This was 

to be expected since the two methods are closely related. 

 

Figure 6.1 Predictive feature importance.  Training and test error variation when one 
attribute is excluded from training the ANN model (a) Predictive feature importance. 

Training and test error variation when one attribute is shuffled in the reconstruction (b) 
(Aldakheel et al., 2021). 
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6.1.3 Input data categories  

According to the spatial distribution of the permutation test error, the attributes are 

divided into two categories: global and local. For instance, Figure 6.2a shows the 

CO2 plume reconstruction when the top seal topography is randomised. The 

misclassified samples are evenly distributed over the entire reservoir. On the other 

hand, randomising the amplitude at the base of the reservoir leads to only small 

streaks of misclassified samples at the eastern and western edges of the plume 

(Figure 6.2b). Figure 6.2c shows the distribution of these errors versus the strength 

of the TL seismic response. We see that the global attribute has high values 

everywhere, while the local attribute is high only in the vicinity of the threshold that 

separates the plume/no-plume samples. This observation indicates that the local 

attributes become important where the time-lapse signal is low. Even though for 

some attributes the overall area of misclassified samples is small, this area may be 

localised in specific parts of the plume, and hence it is essential to keep these 

attributes in the input. 
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Figure 6.2 Spatial error distribution for the permutation test.  When the top seal topography 
is perturbed, the error is evenly distributed throughout the map (a), which indicates that this 

attribute is important everywhere at the injection interval. When the amplitude of the 
reflection from the bottom of the reservoir is perturbed (b), the error concentrates in a few 
areas. The relationship of the error distribution to the strength of the time-lapse signal (c) 

confirms the general/localised importance of these attributes  (Aldakheel et al., 2021). 

6.1.4 Capturing the CO2 migration process 

An advantage of the permutation test is its ability to analyse the spatial distribution 

of the plume after randomisation. The map of the reconstructed plume after the 

randomisation of a certain attribute can highlight where within the plume this 

attribute is contributing to the reconstruction and whether the attribute is tackling the 

migration process that it was intended to tackle. This section will review all the 

migration process components that the input data is capturing. 

6.1.4.1 Buoyancy driven migration 

As established earlier, the CO2 migration process is driven by buoyancy. The 

dramatic increase in the error when either the topography of the reservoir is excluded 

or randomised supports migration mechanism. Since it is tricky to randomise the top 

reservoir topography because the model is assuming that the topography is 
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independent attribute where in reality it is not as it depends on the location of any 

given point, the distance from the injection is considered to mitigate this issue.  

Figure 6.3 shows a reconstructed plume after randomising the reservoir topography. 

The way the plume appears in this map has the following implications: 

1. The likelihood of the plume to exist outside the imaged plume boundary 

after randomisation is high which is supporting the fact that the plume is 

driven by buoyancy.  

2. The absence of the plume in Zone 1 (Figure 6.3) indicates that the 

reservoir cannot accommodate the CO2 due to changing lithology since 

this zone was populated with CO2 when PS1 isochrone was shuffled 

which was used as a proxy for sand bodies (Figure 6.4). 

3. The absence of plume in Zone 2 is probably because of its long distance 

from the injection well.  

 

Figure 6.3 CO2 reconstruction after the randomisation of the top topography.  

6.1.4.2 Reservoir quality (lithology) 

Frequency-based attributes can be indicative of sand bodies and lithological 

heterogeneity. The reliance of the model on the PS1 reflector isochron as illustrated 

in Figure 6.1 was high, which supports the ability of this attribute to predict the 

lithology of PS1. In Figure 6.3, when the reservoir topography was randomised, 
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Zone 1 has no predicted CO2. This zone is structurally higher than the injection well. 

hence, CO2 can migrate in that direction, but it has not. A possible reason is the lack 

of reservoir rock in that area.  To validate this scenario, the plume was reconstructed 

with randomized PS1 isochron attribute (Figure 6.4). Zone 1 seems to have 

reconstructed much of CO2 plume after the randomization process, which indicates 

that this area is a shaly zone. The randomization is also affecting other parts of the 

plume, which indicates that the frequency-based attribute is very crucial in predicting 

the lithology of PS1.  

 

Figure 6.4 CO2 reconstruction after the randomisation of the frequency-based attribute (PS1 
reflector isochron).  

6.1.4.3 Reservoir quality (porosity) 

Both the amplitudes at the top and the base of the reservoir were part of the input 

data to account for the changes in porosity and thickness. Those attributes are only 

activated if the reservoir rock exists as indicated by frequency-based attributes (PS1 

reflector isochrone). Since this model is constructed to predict the existence of the 

plume rather than the time-lapse response after introducing the cut-off, their 

contribution became limited as illustrated in Figure 6.1. Figure 6.5 shows the 

reconstructed plume after randomizing the top and the base amplitudes. Within the 

boundary of the imaged plume, the effect of the randomization appears to take place 

away from the injection well as the likelihood of the existence of the plume 



Chapter 6: Artificial Neural Network model analysis and application 
 

78 
 

diminishes and minor changes in the porosity become more important. There are 

some areas where reconstructed CO2 appears outside the imaged boundary where 

this attribute indicates contrast in acoustic impedance, which could be caused by 

changes in porosity within the reservoir rock as both the overlaying and underlaying 

layers are considered to be homogenous. Hence, this attribute is likely predicting low 

porosity, which prevented the migration of CO2 in those areas. 

 

Figure 6.5 CO2 reconstruction after the randomisation of the seismic amplitude at the top of 
the reservoir (a) and the base (b).  

6.1.4.4 Faulting as a flow barrier 

To account for the effect of faulting as flow barriers in the CO2 migration process, 

two attributes were considered. First, the fault block identifier, which separates the 

area into two: footwall and hanging wall. This attribute accounts for the possibility 

of the CO2 to migrate across the splay fault. In Figure 6.3, CO2 was reconstructed in 

the hanging wall to the south after randomizing the reservoir topography. This 

indicates that the fault identifier is not preventing CO2 from migrating across the 

fault. To validate this conclusion, we perform the same randomisation process on the 

fault identifier attribute in Figure 6.6, where CO2 is not observed across the fault.  
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Figure 6.6 CO2 reconstruction after the randomisation of fault-block identifier.  

The second attribute that was considered to account for faults as flow barriers is the 

fault transmissivity attribute. Figure 6.7 shows the prediction of CO2 when the fault 

transmissivity attribute is randomised. This attribute seems to control the high 

concentration of CO2 around the plume (zone 1) as the prediction error seems to be 

high. In Zone 2, there are some reconstructed CO2 where the imaged plume indicates 

the absence of CO2 in this area. This finding suggests that the absence of the plume 

in this area is due to minor faulting within PS1. 
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Figure 6.7 CO2 reconstruction after the randomisation of the fault transmissivity attribute.  

6.1.5 ANN model implications and geological interpretation 

The importance of the features has a clear geological interpretation: 

 CO2 movement is driven by buoyancy as the top seal topography (TST attribute) 

contribution to the model is high. 

 As we move away from the injection, the likelihood of CO2 presence decreases.  

 The distance from the splay fault attribute `corrects’ all the attributes due to 

deterioration of the seismic signal near faults.  

 The reservoir reflector isochrons attribute is a good proxy for the lithology of 

reservoir rocks. 

 The fault transmissivity attribute predicts the likelihood of the CO2 existence 

across minor faults. 

6.2 Application to reservoir simulations 

As discussed earlier, post-injection fluid flow simulations were unable to reproduce 

the extent of the CO2 plume in several areas. However, the ANN prediction matches 

the seismic plume reasonably well. Thus, the permutation tests can be a tool to 

examine what geological features or attributes may be responsible for the mismatch 

between flow simulations and the seismic plume. 
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Figure 6.8 compares the simulated and observed plumes and indicates where the 

attribute are controlling the reconstruction of the plume in the areas with poor history 

match. These attributes have a clear geological interpretation, so the geological 

modelling may be guided by these results. For example, the seismic plume appears 

to be bounded to the north-east from CRC-2, where the isochrone attribute 

(corresponding to the temporal thickness of the reservoir) is low despite  structural 

high in that area. This may indicate a sandstone transition into a shaly unit with very 

low permeability. 

 

Figure 6.8 Spatial distribution of the attribute importance. Areas, where the physics-based 
reservoir simulation deviate from the actual plume shape, are named/coloured according to 
the controlling geological feature as highlighted by the neural network analysis  (Aldakheel 

et al., 2021). 

Another useful application of the trained ANN model is the prediction of the shape 

of the Stage 3 injection. The Stage 3 injection well, CRC-3, is located in the area 

where the Stage 2C seismic vintages have a low fold. Therefore, the developed ANN 

architecture was applied to the Extended M5 and Nirranda 3D regional surveys. The 

fully trained ANN may be directly applied to the predictive features computed for 

the Extended M5 because this vintage is very similar to the original Stage 2C 

seismic in the areas with similar seismic fold. Conversely, for the Nirranda 3D 

vintage, differences in acquisition and processing parameters affected not only the 
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amplitudes but also the structural framework. Hence, the ANN algorithm was we 

trained afresh using the seismic plume shape from 2C vintages but the predictive 

features from the Nirranda 3D vintage. Training and testing errors for Nirranda 3D 

are relatively close to the values for the Stage 2C seismic, 1.6% and 16%, 

respectively; hence ANN is applicable to the larger seismic. 

Figure 6.9a shows the map of the likelihood of CO2 presence in the Stage 3 injection 

predicted from the Extended M5 survey. This map is obtained from ten training runs 

with different random seeds for the initialisation of the ANN parameters. Figure 

6.9b presents a similar map applied to attributes computed from the regional seismic 

(Nirranda 3D). The results from the analysis based on the two surveys are somewhat 

different. One source of the differences is that the Extended M5 survey images the 

subsurface containing the Stage 2C plume. Yet, despite these differences, the 

predicted plumes share some important features: a prominent up-dip migration along 

the fault and an across-the-fault leakage in the vicinity of the Naylor-1 well. The 

former finding is consistent with the results of Stage 3 reservoir simulations, while 

the latter indicates a potential risk that should be assessed by the reservoir modelling 

team. 

 

Figure 6.9 Application of the trained neural network to the prediction of the plume shape in 
Stage 3 of the Otway Project. The probability of CO2 occurrence using the Extended 

Monitor 5 survey and the large regional Nirranda 3D survey (b) (Aldakheel et al., 2021). 

6.3 Summary  

In this chapter, the optimised ANN model from Chapter 5 will be utilized in two 

different ways: quantified the importance of the geological features in the CO2 

migration process and attempted to forecast the plume migration in Stage 3. 

The key findings are:  
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1. A shallow artificial neural network provides a useful tool for evaluation 

of the information value in each attribute and its geological 

representation.  

2. The ANN model was able to reconstruct the Stage 2C plumes with high 

accuracy based on a suite of seismic attributes. Thus, forecasting Stage 3 

injection is plausible since both stages are comparable in injection size. 

3. This method is not a substitute for a detailed static and simulation 

modelling; however, it can be used to highlight geological and 

petrophysical features that such models should consider.
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Chapter 7 

 

Discussion and conclusion  

7.1 Discussion 

This study uses an ANN of simple pixel-based architecture. Current computer vision 

technology is mostly based on convolutional ANNs, which demonstrated their 

remarkable success in the ImageNet challenge (Krizhevsky et al., 2017). A potential 

benefit of the convolutional networks for this study would be their natural ability to 

deal with spatially correlated seismic maps. However, the ANN design was kept as 

simple as possible to reduce the overfitting because convolutional filters require 

determination of a larger number of coefficients during training – a challenging task 

with only one set of training images (Stage 2C seismic vintages). The proposed 

simple ANN can be replaced by another relatively unsophisticated classifier, such as 

logistic regression, random forest (Hastie et al., 2013). 

With a more extensive data set, more advanced models can be used, such as 

generative adversarial networks (Goodfellow et al., 2014). Such a data set may be 

obtained from extensive reservoir simulations. Another option is to compile the 

seismic monitoring data from various CO2 storage sites, which may become possible 

of CCS data are shared, following the example set by Sleipner 

(https://co2datashare.org/dataset/sleipner-4d-seismic-dataset), provided that the 

number of training datasets is greater than the number of geological settings.  
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A more promising approach may be implemented for large commercial CO2 

storages. Prior to the commencement of an industrial scale injection operation, 

several trial injections may help the site operator to calibrate the reservoir models 

and hence de-risk the project. The proposed ANN-based workflow applied to the 

monitoring data from these trial injections may significantly contribute to the safety 

of long-term CO2 storage.  

There are more than fifty distinct seismic attributes that can characterise the 

subsurface (Chopra and Marfurt, 2005). However, there is a risk of overfitting the 

input data when utilizing machine learning algorithms, especially when the input 

data pool of attributes is large (Hall, 1999). For this reason, the input data selection 

relied on our understanding of the migration process to limit the number of potential 

input features.  

Although impedance-derived porosity derivation is a common practice in seismic 

characterisation workflows (Avseth et al., 2005), utilising this method was for 

several reasons. First, this method is proposed as a pre-screening workflow to 

improve the simulation models in a timely manner. Seismic attribute extraction from 

post-stack volumes is a fast way to characterise the reservoir in contrasting to 

seismic inversion and rock physics modelling building. Secondly, the presence of 

highly reflective cemented sandstone affects the rock physics model ability to derive 

porosity from seismic properties (Caspari et al., 2015; Dance and Glubokovskikh, 

2017). Instead, the direct measurement of the seismic amplitude from the top and the 

base of the reservoir to infer porosity was incorporated which can also account for 

the effect of tunning. 

An extension of this study would incorporate the time and the injection volume 

components of the injection process by considering the progression of the time-lapse 

images. This can be achieved by training the ANN model with each time-lapse 

image, with each model represents the response of the time-lapse at each injection 

volume/time. Moreover, the plume/no-plume TL seismic response cut-off can be 

manipulated to see if it has a relationship with the injected volume. If such a 

relationship exists, multiple time/volume steps can be generated to train the model 

which will make it capable of predicting the volume and the timeline Those models 
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can be used to determine the time needed for a future injection to be stabilized or an 

injection with different injection size 

Many attributes were used to capture the migration process within the Parratte 

Formation where the analysis showed high contribution to certain attributes and low 

for the rest. The distance from the injection along with the top seal topography seems 

to dictate the chance of occurrence of CO2 within the reservoir. The Distance from 

the fault was also a dominant contributor which was considered in the ANN model 

for two reasons. (1) to account for the possibility of secondary porosity created by 

faults-induced fractures and (2) to account for the deterioration of the seismic quality 

near the fault. This attribute seems to be correcting all the attributes near the fault as 

the effect of porosity seems to be limited because TL response was categorized to either 

plume or no plume which means the TL response from thick column of CO2 or highly 

saturated interval is equivalent to thin column or low saturation interval as long as the TL 

response generated is above the cut-off. The contribution from porosity related attributes 

such as amplitude which may quantify the potential saturation or thickness of the co2 

column is limited to only distinguish between reservoir and no-reservoir reservoir. Two 

attributes (Fault block identifier and fault transmittivity) were used to characterize 

the Naylor south fault ability to trap the CO2. When the top topography of the 

reservoir was randomised, some CO2 can be observed across the fault. This is an 

indication of the inability of this fault to trap the injected CO2. However, you can 

argue that the reason of the occurrence of CO2 across the fault is the fact that there is 

a great offset created by this fault. The ability of the fault to trap the CO2 remains 

inconclusive. Frequency-based attributes seem to perform well in highlighting non-

reservoir internals (shale) based on their contribution in the over-all increase in the 

error when they were discarded from the ANN model. This conclusion is alighting 

with the finding found in literature. 

In this thesis, two methods were used to gauge the contribution of attributes in the 

migration process. The first method was the leave-one-out and the second method 

was the premutation method. Although both methods highlight the contribution of 

each attribute in a similar manner, the leave-one-out method differs fundamentally 

because the ANN model tries to adapt the model to reconstruct the CO2 response 

without a certain attribute. The utilization of both methods elevates the confidence in 

drawing conclusions.  
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Seismic imaging will always have resolution limitations. Hence, using seismic 

techniques to characterise the subsurface will fail to detect some subtle geological or 

dynamic features. Although seismic attributes are used to highlight such 

abnormalities, it will still inherent the limitations in the imaging resolution. 

                   

 

7.2 Conclusions 

A workflow has been developed for identification of reservoir features that control 

CO2 plume shape (using the time-lapse seismic data as a calibration). While any 

history-matching procedure aims to build a reservoir model that matches both 

baseline seismic images and observed time-lapse seismic anomalies, existing 

workflows often rely on subjective judgement and intuition of a reservoir modelling 

team. Using a monitoring data set from a real injection of supercritical CO2, Stage 

2C of the CO2CRC Otway Project, it has been shown that a simple neural network 

provides a means for ‘calibration’ of the seismic reservoir characterisation and 

observed CO2 plume shapes.  

A set of seismic attributes have been identified that are likely to control the 

migration process of CO2 using the time-lapse seismic survey. First, a set of 

potentially useful predictive features were generated: candidate attributes that may 

highlight reservoir extent (temporal thickness, reservoir topography, distribution of 

minor faults etc.), quality of the seismic data (distance from a major fault) and 

capture some basic features of the fluid flow (distance from the injection well). 

Second, a shallow artificial neural network was used to create a link between those 

attributes and the final shape of the CO2 plume obtained from the last time-lapse 

image. Once the network was able to reconstruct the observed plume with sufficient 

accuracy, it was used it to gauge the importance of each attribute. It was assumed 

that the most important attribute has the highest contribution to the accuracy of the 

prediction. Two methods to quantify the contribution of each attribute were utilized: 

(1) leave one out and (2) permutation test method. Both methods give similar results. 

The permutation test method was also used to identify a set of attributes that should 

drive the geological modelling to match the observed and simulated CO2 plume.  
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Since the neural network was able to accurately reconstruct the Stage 2C plume, an 

attempted was made to forecast the plume arising from a future Stage 3 injection, 

which will occur into the same formation 700 m away from Stage 2C injection. In 

general, the predicted map of the probability of the occurrence of CO2 after the Stage 

3 injection looks reasonable and agrees with existing reservoir simulations. 

However, the neural network predicts some potential risks (e.g., across the fault 

migration) that were not considered in the fluid flow simulations. Although the 

neural network cannot fully replace high-fidelity fluid flow simulations, it can be 

used to highlight the geological and petrophysical scenarios that should be 

simulated. Hence, the proposed workflow may improve significantly both efficiency 

and accuracy of future history-matching studies.
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9 Appendix:  

 

      Copyright Clearance  

Permission is obtained to use the following figures: 

 

1. Figure 9.1 Location map of CO2CRC project (CO2CRC, 2020) 

Source: CO2CRC website 
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2. Figure 9.2 The SOV and the downhole DAS receivers intended to continuously monitor the Stage 
3 injection modified after  (Isaenkov et al., 2021). 

 

 

  

Source: Isaenkov, R., R. Pevzner, S. Glubokovskikh, S. Yavuz, A. Yurikov, K. Tertyshnikov, 
B. Gurevich, J. Correa, T. Wood, and B. Freifeld, 2021, An automated system for 
continuous monitoring of CO2 geosequestration using multi-well offset VSP with 
permanent seismic sources and receivers: Stage 3 of the CO2CRC Otway Project: 
International Journal of Greenhouse Gas Control, 108, 103317. 
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3. Figure 9.3 A depth map of the target reservoir ( PS1) with the regionally detected faults (Dance et 
al., 2019). 

 

Source: Dance, T., T. LaForce, S. Glubokovskikh, J. Ennis-King, and R. Pevzner, 2019, 
Illuminating the geology: ---Greenhouse Gas Control, 86, 146-157. 
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4. Figure 9.4 A geological cross-section with the main wells in this project  (Glubokovskikh et al., 
2016).  

 

 

Source: Glubokovskikh, S., R. Pevzner, T. Dance, E. Caspari, D. Popik, V. Shulakova, and B. 
Gurevich, 2016, Seismic monitoring of CO2 geosequestration: CO2CRC Otway case 
study using full 4D FDTD approach: International Journal of Greenhouse Gas Control, 
49, 201-216. 
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Appendix 
  

105 
 



Appendix 
  

106 
 

 

 

 



Appendix 
  

107 
 

5. Figure 9.5 Sedimentological discerption of a core taken from the injection interval at CRC-3 and 
the facies associated with each interval (Dance, 2019)  (to the left) and the geometry of a shallow 

marine/delta environment Longitudinal section (AA0) and a transverse section (BB0) (to the right) 
(Martinius et al., 2013) 

 

Sources: 1. Dance, F. M., 2019, Geological characterisation of Australia’s first carbon dioxide 
storage site, University of Adelaide. 

Copyright Clearence: 

 
2. Source : Martinius, A. W., J. Hegner, I. Kaas, C. Bejarano, X. Mathieu, and R. Mjos, 2013, 

Geologic reservoir characterization and evaluation of the Petrocedeno field, early 
Miocene Oficina Formation, Orinoco heavy oil belt, Venezuela: AAPG Studies in 
Geology, 64, 103–131. 
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6. Figure 9.6 Cross-section of the target reservoir to demonstrate the CO2 migration between the
injection well and an observation well (Dance et al., 2019). 

Source: Dance, T., T. LaForce, S. Glubokovskikh, J. Ennis-King, and R. Pevzner, 2019, 

Illuminating the geology: ---Greenhouse Gas Control, 86, 146-157. 
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7. Figure 9.7 Acquisition geometry for the Stage 2C baseline survey and the Extended M5 

survey (Popik et al., 2020). 

 

Source: Popik, S., R. Pevzner, K. Tertyshnikov, D. Popik, M. Urosevic, V. Shulakova, S. 
Glubokovskikh, and B. Gurevich, 2020, 4D surface seismic monitoring the evolution 
of a small CO2 plume during and after injection: CO2CRC Otway Project study: 
Exploration Geophysics, 570-580. 
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8. Figure 9.8 Explanatory graph to show the different curvature values (Chopra and Marfurt, 2007). 

 

Source: Chopra, S., and K. J. Marfurt, 2007, Seismic attributes for prospect identification and 
reservoir characterization: Society of Exploration Geophysicists. 

 
Copyright Clearance: fair usege applies  
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9. Figure 9.9 3D curvatures Calculation plane to highlight the maximum and minimum curvature
(Kmin and Kmax) (Roberts, 2001). 

Source: Roberts, A., 2001, Curvature attributes and their application to 3 D interpreted 
horizons: First break, 19, 85-100. 
Copyright Clearance:  
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  Part of the thesis was used to publish the following peer-reviewed article.  

Aldakheel, M., R. Pevzner, B. Gurevich, and S. Glubokovskikh, 2021, Seismic 
Characterization of a CO2 Storage Driven by Time-Lapse Images of a Prior Injection 
using Artificial Neural Network: Interpretation, 9, 1-47. 

According to copyright transfer agreement, I still retain the right to use all the material in my 

thesis.  



Appendix 

116 



117


	Aldakheel_Thesis_final
	Attribution Statement_RP_BG_SG_Page_1



