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Abstract

Wireless Sensor Networks (WSNs) have been used in many applications of the

Internet of Things. A well-known issue faced by WSNs is that nodes have limited

energy. To date, rechargeable WSNs (rWSNs) are of great interest because sensor

nodes are able to harvest energy from their environment, e.g., solar and wind,

and store the harvested energy in rechargeable batteries. However, rWSNs have a

number of limitations. First, each node can have a varying energy harvesting time,

i.e., the time required to accumulate energy. Second, the battery characteristics

at each node, which include capacity, leakage rate, and storage efficiency, have

an impact on the operation of rWSNs. Third, the battery suffers from memory

effect if it is partially charged and discharged. Such an effect will decrease the

battery capacity, and thus will eventually shorten its lifetime. The lifetime of the

battery is also affected by the total number of battery charge/discharge cycles.

Another important issue in rWSNs is channel access or link scheduling. This

thesis considers a rWSN that uses a Time Division Multiple Access (TDMA)

link schedule. A TDMA link scheduler ensures packet transmissions in rWSNs

are interference-free. Thus, the energy used for transmission/reception is not

wasted due to interference, which saves energy. A link scheduler is responsible

for determining the set of transmitting and receiving nodes in each time slot. As

the schedule repeats, it is important to minimise the schedule length (in terms of

slots) as this allows nodes to transmit more frequently. Consequently, when links
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are activated more frequently, the rWSNs will have a high capacity. However,

in addition to interference, a link scheduler must consider the varying energy

harvesting rates of nodes. More specifically, a link can be activated only if its

end nodes have sufficient energy to transmit/receive packets.

The first part of this thesis focuses on the problem of generating the shortest

TDMA schedule, called Link Scheduling in Harvest Use Store (LSHUS), for use in

rWSNs. This novel problem considers: 1) energy harvesting time, 2) Harvest-Use-

Store protocol that allows the node to use the harvested energy immediately and

stores the remaining energy in its battery for future use, and 3) battery’s capacity,

leakage rate, and storage efficiency. This thesis shows the problem at hand is,

in general, NP-Complete. It presents analytically the optimal schedule for fixed

topologies, e.g., Line, Binary Tree, and Grid. Further, it proposes a greedy

heuristic algorithm, called LS-rWSN, to solve the problem. Our experiments

show that harvesting time, leakage rate, and storage efficiency, significantly affect

the schedule length, whereas battery capacity is an insignificant factor.

The second part of this thesis focuses on another problem of deriving the

TDMA link schedule, called Link Scheduling with Memory Effect-1 (LSME-1),

for rWSNs. This second problem considers: 1) energy harvesting time, 2) Harvest-

Store-Use protocol that requires the harvested energy to be stored in the node’s

battery first before it can be used, 3) battery capacity, leakage rate, and stor-

age efficiency, and 4) a battery cycle constraint which requires the battery to be

charged (discharged) completely before it can be fully discharged (charged) again.

The constraint is used to overcome the memory effect. This thesis shows analyt-

ically: (i) the optimal schedule in fixed topologies, and that (ii) the battery cycle

constraint and leaking batteries can lead to unscheduled links. Further, it de-

scribes a greedy heuristic solution, called LSBCC, that schedules links according

to when their corresponding nodes have sufficient energy. Our simulations show
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that enforcing the battery cycle constraint increases the schedule length. On the

other hand, the constraint reduces the number of charge/discharge cycles, and

hence makes the batteries last longer.

The last part of this thesis addresses a problem, called Link Scheduling with

Memory Effect-2 (LSME-2). Problem LSME-2 is an extension of LSME-1 that

considers nodes equipped with a dual-battery system. The dual-battery system

aims to reduce the effect of using the battery cycle constraint on the sched-

ule length. Further, it reduces the number of battery’s charge/discharge cycles.

This thesis presents all possible battery states and transitions for nodes. It then

outlines a greedy algorithm, called LSDBS, to schedule links according to the

earliest time in which batteries at the end nodes of each link can be discharged.

Our results show that equipping nodes with a dual-battery system decreases the

schedule length by up to 35.19% as compared to using a single battery. Such a

system also reduces the number of charge/discharge cycles of the single battery

by up to 13.04%. Finally, a longer energy harvesting time increases link schedules

linearly, but has no impact on the number of charge/discharge cycles.

The performance of all proposed algorithms is evaluated using arbitrary net-

works. The results show the merits and effectiveness of the solutions proposed in

this thesis.
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b̃i,t The energy level of the battery in charging mode at a node vi at time
slot t.

bi,max The upper limit capacity of the battery at a node vi.
bi,min The lower limit capacity of the battery at a node vi.

xxxi
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Notation Definition

b̂i The battery usable energy at a node vi.
t̃+i,k The start time of charging cycle k of the battery at a node vi.

t̃−i,k The end time of charging cycle k of the battery at a node vi.

t+i,k The start time of discharging cycle k of the battery at a node vi.

t−i,k The end time of discharging cycle k of the battery at a node vi.

τ̃i,k The charging time interval of the battery at a node vi at cycle k ≥ 1.
τi,k The discharging time interval of the battery at a node vi at cycle

k ≥ 1.
bi,ti The energy level of the battery at a node vi at timeslot ti.
σi,ti A binary variable that indicates whether the battery at a node vi can

be discharged at time ti.
Ti,k The latest timeslot when the battery at a node vi can be discharged

in a discharging cycle k.
Bz
i The dual battery at a node vi for z ∈ {1, 2}.

B1
i The first battery at a node vi.

B2
i The second battery at a node vi.
bzi The capacity of the battery z at a node vi.

b̂zi Each battery’s usable energy.
t̃z+i The start charging time of the battery z at a node vi.
t̃z−i The end charging time of the battery z at a node vi.
tz+i The start discharging time of the battery z at a node vi.
tz−i The end discharging time of the battery z at a node vi.
τ̃ zi The charging time interval of the battery z at a node vi.
τ zi The discharging time interval of the battery z at a node vi.

b̃zi,t The amount of energy stored in the battery z at a node vi at the start
of slot t for a charging cycle.

bzi,t The amount of energy stored in the battery z at a node vi at the start
of slot t for a discharging cycle.

|S| The superframe or schedule length.
τ The length of each timeslot.
ε Energy needed to transmit/receive a packet.



Chapter 1

Introduction

Wireless Sensor Networks (WSNs) are of great interest to the Internet of Things

(IoTs) community [3]. They have been used in many applications [4], e.g.,

military [5], habitat [6][7][8] or environment [9][10][11][12][13], health [14][15],

home [16][17][18][19], industry [20][21][22], and commercial applications [23]. They

consist of various numbers (tens to thousands) of small devices (nodes) embed-

ded with sensors that have the ability to collect useful information from their

surroundings and forward it to one or more base/central/sink locations via wire-

less communications [24][25][26]. Each sensor node is composed of four subsys-

tems [27]: (i) sensing unit to collect data, (ii) processing unit to deal with data,

(iii) wireless communication unit to transfer data, and (iv) power unit to activate

the sensor node.

A well-known issue faced by WSNs is that nodes have limited energy. In some

implementations, it is impractical to replace the batteries of nodes due to energy

depletion, especially when there are a large number of sensor nodes and they

are deployed in difficult-to-reach locations. Based on the battery type used by

their sensor nodes, WSNs can be classified into two categories: non-rechargeable

and rechargeable. The non-rechargeable WSNs will stop their operations once

1
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the batteries are depleted−each battery has only a limited amount of energy. To

maximise the battery’s lifetime, researchers have proposed various techniques,

e.g., energy-efficient link scheduling and routing protocols [28] that minimise en-

ergy usage while optimising network quality of service (QoS), e.g., throughput,

delay, and fairness. In contrast, the rechargeable WSNs (rWSNs) use batteries

that can be recharged by harvesting energy from their environment, e.g., solar,

wind, and/or some types of wireless power transfer (WPT) techniques [29], such

as Witricity [30]. Thus, rWSNs potentially can be immortal [31]. Nevertheless,

those energy-efficient techniques are still relevant in the context of rWSNs due to

limited energy sources by the existing energy harvesting technology and limited

battery capacity.

To this end, rWSNs are now of great interest because sensor nodes are able

to harvest energy from their environment. However, they have a number of

operational issues. First, the energy arrivals of nodes exhibit spatio-temporal

properties. This means nodes may experience time-varying energy arrivals. When

a node exhausts its energy, it will have to spend time for harvesting energy before

it continues executing tasks. Thus, a node that has a greater energy consumption

rate than its energy harvesting rate can operate perpetually, but with delays.

The time used to harvest a given amount of energy is affected by the type of

energy source as well as a node’s location [32]. For instance, assuming a solar

panel has a power density of 15, 000 µW/cm3 and 20 µW/cm3 for outdoor and

indoor settings, respectively [33], hence, a node with a 50 cm3 solar panel will

have a corresponding energy harvesting rate of 300 mJ/s (outdoor) and 0.4 mJ/s

(indoor). A Mica2 mote [34], which requires 30 mJ of energy to transmit/receive

a packet, will need to spend 0.1s (outdoor) or 75s (indoor) for harvesting energy

before it can transmit/receive one packet.
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The second important issue of interest recently is the lifetime of rechargeable

batteries. Among others, one contributing factor to the battery’s lifetime is mem-

ory effect [35], which decreases its usable capacity if the battery is charged and

discharged repeatedly, after a partial discharge and charge, respectively. This

degradation can be avoided by enforcing a so-called battery cycle constraint, i.e.,

a node must charge (or discharge) its battery completely before fully discharging

(or charging) its battery again [36]. In addition, the degradation can be reduced

by equipping the rWSNs with a dual-battery system [37], in which the batter-

ies are charged and discharged alternately. Another factor is the percentage of

discharged energy relative to a battery’s overall capacity which is also called as

battery’s Depth of Discharge (DoD) [38]. Further, frequent charging and dis-

charging also affects a battery’s lifetime [39].

The third issue is channel access or link scheduling [40], which determines

when nodes activate their link(s), and thus governs the network capacity of an

rWSN. To this end, this thesis considers Time Division Multiple Access (TDMA)

to ensure that nodes do not experience collisions nor waste energy, and that

they only need to be active during the allocated timeslot. Specifically, a link

scheduler is responsible for determining the set of transmitting and receiving

nodes in each time slot. As the TDMA schedule repeats, it is important that

the schedule length (in terms of slots) is short as this allows nodes to transmit

frequently; consequently, as links are activated frequently, they will have a high

capacity. The schedule governs the active time of a node; therefore, a node

only needs to become active if its neighbours are active. In other words, such

schedule minimises idle listening [41]. It is evident that a link scheduler plays

a critical role in an rWSN. Past works on link scheduling assumed nodes have

no energy harvesting constraint [42]. In contrast, in an rWSN, link schedulers

must consider the varying energy harvesting rates of sensor nodes. Specifically,
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they must consider the energy harvesting time of nodes, i.e., the time interval in

which a sensor node accumulates sufficient energy to either transmit/receive a

packet. Without this consideration, a link scheduler may allocate slots to nodes

that have insufficient energy to transmit/receive a packet. Another important

factor to consider are battery characteristics, namely: (i) limited capacity, i.e.,

battery capacity, (ii) leakage, and (iii) storage efficiency. These characteristics

can result in a longer link schedule. Our work in this thesis considers all of the

above factors. It is important to note that link scheduling problem in general

is known to be NP-hard [43]. Further, our problem is the general version of the

link scheduling problem that assumes nodes have no energy constraint. Thus, all

problems addressed in this thesis are in NP-hard.

Our research hypothesis are as follows: (i) the harvesting time can signifi-

cantly effect the link schedule; as each node has to wait for its harvesting time

to accumulate sufficient energy before it can transmit/receive a packet, (ii) the

imperfect battery characteristics can lead to a longer link schedule; since the bat-

tery will take longer time to have energy due to leakage and/or storage efficiency,

and (iii) the battery cycle constraint can significantly increase the link schedule

length; the reason is the battery can only be charged (discharged) if its energy

level reaches the minimum (maximum) level.

1.1 Aim and Approach

The aims of our works are as follows.

Aim 1 − To propose and analyse a novel TDMA link scheduling problem for

rWSNs with energy harvesting time and battery capacity constraints. This thesis

proposes a heuristic approach, called Link Scheduler in a rechargeable Wireless

Sensor Network (LS-rWSN). The greedy approach selects non-interfering links
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starting from the link whose end nodes have sufficient energy to transmit/receive

one packet at the earliest time.

Aim 2 − To propose and analyse a novel TDMA link scheduling problem for

rWSNs that consider battery memory effect. Note that this problem extends

that in Aim 1 to reduce the impact of memory effect that is caused by repeated

charge/discharge cycles of batteries. Our proposed heuristic approach, called Link

Scheduler with Battery Cycle Constraint (LSBCC), requires each battery to be

charged (discharged) completely before it can be discharged (charged) again. In

addition, the greedy heuristic schedules all non-interfering links at the earliest

possible timeslot when the batteries at their end nodes can be used.

Aim 3 − To propose and analyse a novel problem to reduce the negative effect of

enforcing the battery cycle constraint of Aim 2 on a TDMA link schedule length.

Our proposed approach, called Link Scheduler with a Dual-Battery System (LS-

DBS), uses a dual-battery system; each of which is subjected to the battery cycle

constraint. Further, the heuristic greedily schedules all non-interfering links at

the earliest possible timeslot.

Our proposed link schedulers, i.e., LS-rWSN, LSBCC, and LSDBS, are to be

deployed in a centralised manner.

1.2 Significance and Contributions

The main significance and contributions of this thesis are threefold.

1. It addresses a novel TDMA link scheduling problem, called Link Scheduling

in Harvest-Use-Store (LSHUS), and proposes a solution called LS-rWSN,
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to maximise the throughput of rWSNs where: (i) sensor nodes have differ-

ent energy harvesting times, (ii) sensor nodes have a battery with a finite

capacity, and each battery has a less-than-ideal storage efficiency and leaks

over time, and (iii) each link i has a weight wi ≥ 1 that specifies that it

must be scheduled at least wi times in the resulting schedule. To the best

of our knowledge, no link schedulers have simultaneously considered fac-

tors (i)-(iii). The authors of [44] considered factors (i) and (iii) and they

assumed nodes used the Harvest-Store-Use (HSU) model with unlimited

battery capacity. More specifically, the work in [44] assumed batteries that

were leakage free and had 100% storage efficiency. This thesis, particularly

Chapters 3 and 4, also consider different leakage rates and storage effi-

ciencies. Furthermore, it outlines an efficient greedy technique to generate

TDMA link schedules and contains analysis of its time complexity. In ad-

dition, it presents proof to show that LSHUS is NP-Complete and contains

analysis of the optimal schedule length for the following topologies: Line,

Tree, and Grid. The proposed technique does not require an extended con-

flict graph, as in [44], and thus, it is more efficient. The results in Chapter 3

show that imperfect batteries increase the schedule length. The conclusion

is justified by our simulation results in Chapter 3.

2. It presents a TDMA link scheduling problem, called Link Scheduling with

Memory Effect-1 (LSME-1), that considers: (i) sensor nodes with different

energy harvesting times and a finite battery capacity, (ii) battery operation

governed by a battery cycle constraint, (iii) batteries with a leakage rate and

storage efficiency, and (iv) activation of each link (i, j) at least wi,j times. It

analyses the optimal schedule length for three fixed topologies: Line, Tree,

and Grid. Further, it develops a novel heuristic technique, called LSBCC,
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that greedily schedules links that can be activated according to when their

end nodes are able to transmit/receive a packet. In addition, it analyti-

cally shows that some links cannot be scheduled for networks that contain

batteries with a non-negative leakage rate. This conclusion is supported by

our simulation results in Chapter 4.

3. It proposes a new TDMA link scheduling problem, called LSME-2, to max-

imise throughput in rWSNs where: (i) sensor nodes have a different energy

harvesting time, (ii) each node is equipped with a dual-battery system, (iii)

each battery has a finite capacity, (iv) each battery has a battery cycle con-

straint, and (v) each link i has a weight wi ≥ 1 and must be scheduled

at least wi times. It presents battery states and their state transitions in

the dual-battery system. Further, it develops a heuristic algorithm called

LSDBS, to generate a TDMA link schedule, where it schedules links that

can be activated at the earliest time when one of the dual battery at their

end nodes can be discharged to transmit/receive a packet. The simulation

results in Chapter 5 show that using two batteries at each node reduces the

schedule length and number of battery charge/discharge cycles.

The impact of our research projects in this thesis are as follows: (i) the eco-

nomic impact: our work contributes to decreasing the energy cost as it utilizes

energy harvesting, (ii) the environmental impact: since our research is related

to renewable energy, it helps to reduce global greenhouse gas emission [45], and

(iii) the research communities impact: this work has a potential interdisciplinary

research collaboration.
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1.3 Thesis Organisation

The contents of each chapter in this thesis are as follows.

Chapter 2: Background

Chapter 2 discusses the background, network model, and notations that are used

in this thesis. It describes three protocols of energy harvesting and battery usage.

Further, it addresses interference models. It covers an overview of TDMA link

scheduling. A review of related works on link scheduling problems is also dis-

cussed. Lastly, the chapter presents the simulation environment used to evaluate

the performance of all proposed algorithms in this thesis.

Chapter 3: Link Scheduling in rWSNs with Harvesting Time and Bat-

tery Capacity Constraints

Chapter 3 formally defines the LSHUS problem and describes our proposed solu-

tion to the problem, i.e., LS-rWSN. The chapter includes a proof of the problem

and the analytical analysis of optimal schedule length for three fixed topologies.

Finally, the chapter evaluates our LS-rWSN algorithm using simulation.

Chapter 4: Link Scheduling in rWSNs with Battery Memory Effect

Chapter 4 formulates the LSME-1 problem and presents our proposed solution,

i.e., LSBCC. This chapter presents analytically the optimal schedule length for

fixed topologies. It also shows the feasibility study of LSME-1. Finally, Chapter 4

includes simulations to evaluate the LSBCC algorithm.
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Chapter 5: Link Scheduling in rWSNs with a Dual-Battery System

Chapter 5 addresses the LSME-2 problem and shows our proposed solution, i.e.,

LSDBS. The chapter describes battery states and state transitions in a dual-

battery system. We perform simulations to evaluate our solution.

Chapter 6: Conclusion

Chapter 6 summarises this thesis and discusses possible areas of future research.

This thesis includes one Appendix that contains copyright information from

IEEE conferences and journals in which the author has published.





Chapter 2

Background

This chapter is divided into seven sections. It contains all the theory and materials

that are used in Chapters 3, 4, and 5. Section 2.1 describes the network model

and notations that are used throughout this thesis. Additional notations that are

used only in specific chapters will be described in their corresponding chapters.

Section 2.2 discusses energy harvesting and battery usage protocols. Section 2.3

introduces interference models for WSNs. Section 2.4 addresses an overview of

MAC layer, including TDMA link scheduling. Section 2.5 reviews the literature

related to this thesis. Section 2.6 presents the network topologies and platform

used in the thesis. Finally, Section 2.7 summarises this chapter.

2.1 Network Model

A rWSN is modelled as a directed graph G(V,E), where each node vi ∈ V is

a sensor node and each link li,j ∈ E denotes a directed link from node vi to

node vj. Each node vi has a transmission range of Ri. Let ||vi − vj|| be the

Euclidean distance between nodes vi and vj. A node vi can transmit/receive

packets to/from node vj if ||vi − vj|| ≤ Ri. Each link li,j ∈ E has weight of

11
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wi,j ≥ 1, meaning the link must be activated at least wi,j times in the generated

schedule to transmit/receive data packets in networks with continuous traffic

model. We assume each node has a fixed location in a network.

A sensor node consumes energy when sensing the environment, computing

collected samples, and communicating with its neighbours, which includes trans-

mitting, receiving, listening for messages on the radio channel, sleeping, and

switching state [46]. This work assumes that communication is the only source

of energy expenditure. The assumption is reasonable because as shown in [46],

the energy consumption of nodes for communications is significantly larger than

the other operations, e.g., 180.10 mJ, 17.242 mJ, and 5.2 mJ for communication,

sensing, and computing, respectively. Similar to [47], we assume the energy usage

for transmission and reception is equal. Let ε (in Joule) be the energy consumed

when transmitting or receiving one packet. For example, assuming a TI CC2420

transceiver uses 226 nJ/bit for transmission [48] and a packet size of 125 bytes

or 1,000 bits, then we have ε = 226 µJ.

A node vi is equipped with a harvester that scavenges energy from its envi-

ronment, e.g., solar, and a rechargeable battery with capacity of bi (in a unit of

ε). Note that our work does not make any specific assumption about any energy

harvesting model used by nodes; i.e., the problem is independent of any specific

energy harvesting model. That is, it assumes each node has a known energy

arrival rate that arrives after energy conversion. In addition, it is independent

of any specific signal propagation models and spread spectrum technology. Let

ri ≥ 1 (in slots) be the harvesting time or total number of slots that is required

by a node vi to accumulate 1ε of energy. Thus, the harvesting rate of a node

vi is ε
ri

per time slot. Let 0 < ηi ≤ 1 be the storage efficiency and 0 ≤ µi < 1

be the battery leakage factor (per time slot) of a node vi. This work omits the

following cases. First, when ηi = 0 and µi = 1, the battery of nodes cannot store
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any harvested energy and retain its energy, respectively. Second, in each slot, the

amount of harvested energy must be greater than the battery’s leakage rate µi.

Otherwise, any harvested energy will be lost immediately due to battery leakage.

In both cases, nodes will have no energy to activate links.

2.2 Energy Harvesting and Battery Usage Pro-

tocols

Energy harvesting techniques utilise energy from ambient environments or other

energy sources (body heat, foot strike, and finger strokes) and convert it to elec-

trical energy to power the sensor nodes in rWSNs [27][32]. The harvested energy

which is large and periodically available can power a sensor node continuously [32].

Energy harvesting offers a promising solution to extend the lifetime of energy-

constrained wireless networks, such as rWSNs [49].

Energy harvesting sources consist of two main categories: ambient environ-

ments and external sources [27]. Ambient environments provide readily accessible

energy in nature at no cost, such as radio frequency (RF), solar, thermal, and flow

(wind or hydro). Meanwhile, external sources, like mechanical and human, are

dispersed explicitly in the environments for energy harvesting purposes. There are

different types of rechargeable batteries whose characteristics are dependent on

their internal chemistries to power the energy harvester [50]. Batteries that use

Nickel-Cadmium (NiCd), Nickel-Metal-Hydride (NiMH), and Lithium-ion (Li-

ion) have high discharge rates [50]. Table 2.1 shows the specifications of the

rechargeable batteries.
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Table 2.1 Specifications of rechargeable batteries [2].

Specifications NiCd NiMH Li-ion
Nominal voltage (V) 1.2 1.2 3.7
Capacity (mAH) 1100 2500 740
Energy (Wh) 1.32 3.0 2.8
Self-discharge per month (%) 10 30 <10
Charge-discharge efficiency (%) 70-90 66 99.9

There are three commonly used energy harvesting and battery usage proto-

cols [51]:

1. Harvest-Use (HU) [52]: The harvested energy at slot t directly powers the

sensor node at slot t. There is no device to store the unused energy for

future use.

2. Harvest-Store-Use (HSU) [53]: The harvested energy at slot t is first stored

in the battery for use in subsequence slots, i.e., it can only be used starting

at slot t+ 1. There is a storage device to save the harvested energy.

3. Harvest-Use-Store (HUS) [54][55]: The harvested energy at slot t that is

temporarily stored in a supercapacitor, can be used by sensor nodes imme-

diately, i.e., also at slot t, and any unused energy is stored in a rechargeable

battery for future use. This protocol requires two energy storage devices.

A supercapacitor has a faster charging efficiency but also a larger energy

leakage than a battery [56]. Additionally, HUS has a higher achievable

harvesting rate and lower energy loss as compared to HSU [51].

Our work in Chapter 3 considers HUS protocol, while in Chapters 4 and 5,

we use the HSU model. Note that it is possible to revise the HSU model to apply

in the HUS model.
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2.3 Interference Models

Cardieri [57] presented a complete survey of interference models for wireless ad

hoc networks. The author classified three groups of models: (i) statistical interfer-

ence, (ii) effects of interference, and (iii) graph-based interference. The first uses

random process to model the statistical characterisation of interference signal.

The author [57] discussed two of the most used interference models in the groups

(ii): protocol interference and physical interference. The protocol interference

considers the effects of interference based on a pairwise interference relationship

between two links. Also, it can be used to solve more complex problems in the

communication protocols of WSNs [57]. In contrast, the physical interference

examines the aggregate interference affecting the receiver. Both models can be

defined as a graph-based interference model, which is categorised as the third

model. This thesis employs the protocol interference.

Ramanathan [58] categorised the protocol interference model into 11 atomic

constraints in terms of: (i) their vertex or edge in a graph to be coloured, (ii)

the forbidden separation between them, and (iii) the direction of the constraint

(transmitter or receiver). More specifically, constraint c is denoted as c = 〈ε〉〈s〉〈d〉,

where ε ∈ {N,E}, s ∈ {0, 1}, d ∈ {tr, tt, rr, rt}. Here, ε is the entity (Node or

Edge) being constrained, s is the forbidden separation between two vertices or

edges, and d qualifies the separation by specifying its direction with respect to the

transmitter (t) and receiver (r). A separation of 0 between two vertices or edges

indicates the vertices or edges are adjacent, and a separation of 1 between two

vertices or edges is indicative of one vertex or edge between them. For instance,

if c = V 1
tt , then two vertices u and v that are separated by another vertex w

(i.e., s = 1) with an edge from the transmitters (i.e., d = tt) of u, v to w are

constrained.
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Djukic and Valaee [1] used five of eleven interference types in [58], i.e., (i)

transmitter-transmitter (t − t), (ii) receiver-receiver (r − r), (iii) transmitter-

receiver (t− r), (iv) transmitter-receiver-transmitter (t− r− t), and (v) receiver-

transmitter-receiver (r − t− r); see Figure 2.1. These interferences are based on

the distance model [1] where two edges interfere with each other at a receiver,

if the receiver cannot decode packets from either link. Types (i) to (iii) are

called the primary conflicts and the last two are the secondary conflicts. As

discussed in [1][44][58], the first four conflicts need to be considered in a TDMA

network, while the fifth one exists when a request-to-send (RTS)/clear-to-send

(CTS) model is used.

Figure 2.1 Interference models [1].

Our work in this thesis uses the protocol interference model [58] which consid-

ers: (i) primary interference, where each node is half-duplex, and (ii) secondary

interference, where a receiver, say A, that is receiving a packet from a transmit-

ter, say B, is interfered by another transmitter, say C. The interference between

links is modeled by a conflict graph CG(V ′, E ′) [59], which can be constructed

for a graph G(V,E) as follows: (i) each vertex in V ′ represents a link in E, i.e.,

|V ′| = |E|, and (ii) each edge in E ′ represents two links of G that experience

primary or secondary interference if they are active together.
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2.4 MAC Layer

Data transmissions from a node in rWSNs will be received by all nodes within its

range and can possibly cause interferences to some non-intended receivers [60].

There are two main approaches to address interference in the medium access

control (MAC) layer [61]: (i) use a random access scheme or contention-based

protocol, e.g., Carrier Sense Multiple Access (CSMA) and (ii) derive link sched-

ules, e.g., Time Division Multiple Access (TDMA). This thesis considers a TDMA

protocol that offers these benefits [40][62]: (i) concurrency of transmissions, (ii)

high reliability of communications, and (iii) energy conservation. Note that to

further conserve energy, a node in TDMA can switch off its transceiver when it

is neither transmitting nor receiving.

In a TDMA, time is split into equal intervals called superframe. A superframe

consists of a number of slots with equal length called timeslots. Each timeslot

contains non-interfering links, and thus links at the same slot can transmit/re-

ceive packets interference-free. Since the schedule in a superframe is repeated, a

shorter superframe results in higher throughput because nodes can transmit more

frequently [63]. Further, TDMA gives guaranteed fairness and provides bounds

on per-hop latency [40]. Sgora et al. [64] presented a comprehensive survey of

TDMA scheduling algorithms. The algorithms can be classified into centralised,

e.g., [1][44][65][66][67], and distributed, e.g., [40][68][69][70][71]. Our work only

considers a centralised scheduler.

A TDMA superframe or a link schedule, is defined as a collection of consecu-

tive, equal-sized timeslots. All links in each slot do not experience primary and

secondary interference. Indeed, after colouring a conflict graph, all links with

the same colour can be placed in a slot. Let S represent the superframe and |S|

denote its length (in slots). Each slot is either empty or contains one or more



2.5. Related Works 18

non-interfering, concurrently active links. A slot is empty when all sensor nodes

experience an energy outage. Note that prior link schedulers assumed nodes al-

ways have energy when they are scheduled to transmit/receive; our work relaxes

this assumption.

2.5 Related Works

To the best of our knowledge, except for references [44] and [72], there are no

works that solve a similar problem to ours. The authors in [72] proposed three link

scheduling algorithms to activate links with the maximum weight. The weight of

a link represents the amount of consumed energy when it is active. They aimed

to minimise the amount of stored energy and reduce energy waste.

Sun et al. [44] considered the HSU model [51], whereby harvested energy must

be first stored in a battery before it can be used. Each battery has a recharging

time that determines when a node has sufficient energy to transmit/receive one

packet. The authors assumed nodes have a perfect battery, i.e., nodes used

batteries with unlimited capacity, 100% storage efficiency, and are leakage-free.

The links in [44] can be scheduled only if the batteries of their end nodes have

accumulated sufficient energy to transmit/receive one data packet. Each node

with insufficient energy thus must wait for at least one recharging cycle before

it can activate one link. The authors proposed two link schedulers to maximise

network throughput: (i) without link weight (or wi,j = 1), and (ii) with link

weight (wi,j > 1). For (i), they generated a conflict graph CG(V ′, E ′) fromG(V,E)

according to the protocol interference model. For (ii), their scheduler required

an extended conflict graph C ′G(V ′, E”), which is generated from CG and wi,j of

each link such that each link (i, j) appears wi,j times in C ′G.
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Recently, there were works that considered HUS, but those works did not con-

sider the problem in this thesis. More specifically, in [73], Yuan et al. investigated

the HUS architecture for point-to-point data transmission with a rechargeable

battery over two channels: (i) static, and (ii) block fading. They aimed to max-

imise throughput and proposed optimal energy policies based on a discrete-time

energy model. They then extended their work in [74], whereby the aim was to

minimise the energy used for transmissions subject to a delay constraint. How-

ever, these papers assumed perfect batteries, i.e., batteries with zero leakage and

100% storage efficiency.

The work in [75][76] and [77] considered batteries with leakage and storage

efficiency, i.e., imperfect batteries. The authors in [75] proposed a framework

to maximise the amount of data transmission by adjusting the transmit power

in an energy harvesting system with battery limitation, such as leakage con-

straint. Biason et al. [76] proposed a framework based on a Partially Observable

Markov Decision Process (POMDP). The goal was to optimise the throughput of

energy-harvesting-capable devices. Further, they considered the effects of imper-

fect batteries. In [77], Tutuncuoglu et al. studied two policies: (i) optimal offline,

and (ii) online to maximise the average transmission rate in an energy harvesting

network with an inefficient finite capacity battery that loses a constant fraction

of its stored energy. However, none of these papers considered link scheduling.

Liu et al. [78] aimed to optimise the throughput and transmission time in

many-to-one networks. The authors considered two cases: (i) infinite, and (ii)

finite battery capacity. Kapoor and Pillai [79] aimed to find efficient schedulers

for energy harvesting nodes operating over a multiple access channel. Lenka et

al. [80] designed a hybrid MAC protocol for WSNs that minimises latency and

collisions. He et al. [81] presented link scheduling, data routing, and energy

sharing in rWSNs to maximise the minimum source or sensing rate of nodes. On
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the other hand, Li et al. [82] studied a scheduling optimisation problem for an

Energy Harvesting (EH) mobile WSN. They aimed to maximise the amount of

data collected from sensors by scheduling the transmission per time slot according

to the energy harvested by sensor nodes and link quality. The authors of [83]

investigated a joint data gathering and EH problem in rWSNs with a mobile

sink. The goal was to maximise the network utility by jointly considering the

relay selection, power/energy allocation and time scheduling problems. Further,

the authors in [84], [85], and [86] included multi-user channel access and radio

channel model in their link scheduling. However, none of these works considered

the recharging time of batteries at the end nodes of active links.

In summary, there are no prior works on link scheduling for rWSNs that

consider all of the following factors: battery recharging time, capacity, leakage,

and storage efficiency. Sun et al. [44] considered recharging time and assumed

unlimited battery capacity. The authors considered the HSU model [51] that

requires the harvested energy at slot t to be used no earlier than slot t + 1,

resulting in a longer schedule length. On the other hand, Chapter 3 uses the

HUS model such that nodes can use their harvested energy immediately, and

hence, reduce energy loss and produce a shorter link schedule. This means a

larger throughput than a link schedule that uses the HSU model. The approach

in our work only requires a conflict graph, unlike the solution in [44] in which an

extended conflict graph was also required. Our approach is advantageous as the

extended conflict graph becomes computationally expensive to use with a large

link weight wi,j. In addition, the work in [44] did not consider battery leakage

and storage efficiency. Note that a Ni-MH rechargeable battery can only store

70% of the harvested energy [51]. As a result, some valuable energy is lost due

to energy storage efficiency and leakage. Henceforth, this thesis extends the work

in [44] to include these two important factors. Further, it considers a battery cycle



21 2.6. Simulation Environments

constraint to cope with memory effect in Chapter 4 and employs a dual-battery

system in Chapter 5.

2.6 Simulation Environments

This section describes the network topologies used in simulations performed in

Chapters 3 through 5.

2.6.1 Topologies

The performance of the proposed algorithms in Chapters 3 and 4 are evaluated

using two sets of networks: (i) fixed topology, and (ii) arbitrary network. On the

other hand, the proposed solution in Chapter 5 is only evaluated on the arbitrary

network.

2.6.1.1 Fixed Topologies

The fixed topologies consist of Line, Binary Tree (BTree), and Grid topologies.

Specifically, all three topologies are bipartite graphs [87]. Briefly, a graph is

bipartite if its nodes can be placed into two sets, namely, Set-1 and Set-2, with

links between nodes in Set-1 and Set-2 only. The fixed topologies range from 20

to 100 nodes, with an increment of 10. Hence, there are nine Line, nine Binary

Tree (BTree), and nine Grid topologies. The following describes the details of

each fixed topology.

1. Line (see Figure 2.2): Assume a line graph with n nodes. The nodes

are labeled consecutively from 1 to n. Following the protocol interference

model, a node cannot transmit and receive at the same time. Further,

any nodes within two hops away are not allowed to transmit in the same
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slot when at least one of them transmits to their common neighbour. For

example, there are interferences between links (2, 1) and (4, 3), and links

(2, 3) and (4, 5) at node 3, but links (2, 1) and (4, 5) are interference-free.

1 2 3 4 5 6 7 8

Figure 2.2 A line graph with eight nodes.

2. BTree (see Figure 2.3): Consider a BTree with L ≥ 2 levels, n nodes

and bidirectional links between nodes. A BTree with n nodes has L =

dlog2 ne + 1 levels, e.g., for n = 30, the resulting BTree has L = 5 levels.

Thus, each BTree is not a complete binary tree; its lowest level may not

be fully populated. We consider a complete binary tree, i.e., n = 2L − 1.

Thus, for 2L−1 ≤ n < 2L − 1, we include some dummy nodes to form a

complete tree. The root node is at level k = 1. Its two children are at level

k = 2. We label nodes consecutively from left to right level by level, e.g.,

the root node is node 1, and the rightmost node at the lowest level k = L

is node 2k − 1. Thus, level k contains 2k−1 nodes; the nodes are labeled

2k−1, 2k−1 + 1, · · · , 2k − 1. As a bipartite graph, Set-1 contains nodes at

odd levels of the BTree, and Set-2 has nodes at even levels. The secondary

interference in the BTree can occur only between (i) a pair of nodes from

different levels having a common neighbour, e.g., nodes 1 and 4 activating

links (1, 2) and (4, 8), and (ii) a pair of nodes with the same parent, e.g.,

nodes 4 and 5 with links (4, 2) and (5, 10).

3. Grid (see Figure 2.4): Let (row×col) Grid be a bidirectional grid topology

that contains n = row × col nodes. We consider row ≥ col such that

(row−col) is minimum, e.g., for n = 20 and n = 80, we have (5×4) and

(10×8) Grid, respectively. We label the nodes, starting from number one,
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Figure 2.3 A binary tree with four levels.

sequentially from left-to-right in a row-wise manner. For example, for the

(4×3) Grid in Figure 2.4, row = 1 contains nodes {1, 2, 3}, and col = 3 has

nodes {3, 6, 9, 12}. One can consider a (row×col) Grid is constructed from

row (col) Line graphs, each of which has col (row) nodes. We label each

row Line graphs as R1, R2, . . . , Rrow, and each col Line graph as C1, C2,

. . . , Ccol. The secondary interference in a Grid can occur only between pair

of nodes from a different row or column that share a common neighbour.

For example, consider nodes 1 and 5 in Figure 2.4 where node 2 is their

common neighbour. It is indicative of an interference at node 2 when links

(1, 2) and (5, 8) are activated simultaneously in the same slot.

2.6.1.2 Arbitrary Network

We consider arbitrary networks from 20 to 50 (10 to 50) nodes randomly deployed

on a 40×40 m2 area in Chapter 3 (Chapters 4 and 5). Each node has a transmit

and interference range of 15 and 30 meters, respectively. The average number

of links |E| are 28, 125, 273, 470, and 758 for 10, 20, 30, 40, and 50 nodes,

respectively. As in [44], the interference range is two times the transmit range.

Note that additional parameter values, which are used only in specific chapters,

will be described in their corresponding chapters.
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Figure 2.4 A (4×3) grid.

2.6.2 Platform

All proposed algorithms were implemented in C++ and all experiments were

conducted on a computer with an Intel Core i7-9700T CPU @2.00 GHz and

16GB of RAM, running Windows 10 Enterprise.

2.7 Chapter Summary

This chapter covered the background for this thesis. Section 2.1 described our

network model and its notations. Section 2.2 described three energy harvesting

and battery usage protocols. Section 2.3 showed the interference model. Sec-

tion 2.4 addressed MAC layer, including TDMA link scheduling. Section 2.5

discussed the related literature. Section 2.6 summarised the network topologies

and platform used in this thesis. In the following three chapters, we propose three

link scheduling algorithms that schedule links according to the earliest activation

time.



Chapter 3

Link Scheduling in rWSNs with

Harvesting Time and Battery

Capacity Constraints

This chapter considers the problem of generating the shortest TDMA schedule

for use in rWSNs with varying energy harvesting times. This novel problem

considers: (i) the time required by nodes to harvest sufficient energy to trans-

mit/receive a packet, (ii) Harvest-Use-Store (HUS) energy harvesting and battery

usage protocol, and (iii) battery imperfections, i.e., leakage, storage efficiency,

and capacity. This chapter shows that the problem at hand, Link Scheduling in

Harvest-Use-Store (LSHUS), is, in general, NP-Complete. Further, it presents a

greedy heuristic, called LS-rWSN, to solve LSHUS.

Here we discuss the link scheduling problem with the aid of an example. Fig-

ures 3.1a and 3.1b show two rWSN examples with four nodes and three directed

links; the number next to each link refers to its activation timeslot. Links (v1, v2),

(v3, v2), and (v4, v2) interfere with each other and thus cannot be scheduled to

transmit concurrently. Assume links (v1, v2), (v3, v2) and (v4, v2) are to be acti-

25
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vated in timeslots t = 1, t = 2, and t = 3, respectively. Therefore, the resulting

TDMA schedule or superframe is three slots in length. The key assumption for

the example in Figure 3.1a is that nodes have sufficient energy to transmit and

receive in their allocated timeslots. Next, consider the case where sensor nodes

have different energy harvesting cycles. Figure 3.1b shows that node v1 is able to

transmit/receive every five slots; denoted as v1|5. This causes the schedule length

to exceed three slots as each node must now wait for its battery to recharge. No-

tice that node v2 has sufficient energy at timeslot t = 2. However, none of its

incoming links can be activated at time t = 2 because its neighbours have insuf-

ficient energy to transmit a packet. Specifically, link (v1, v2) can be scheduled no

earlier than slot t = 5 because node v1 can only transmit after time t = 5.

The battery capacity of sensor nodes is also a key factor that affects the

schedule length. Consider the case where at time t = 3, node v2 continues to

accumulate energy, and hence at time t = 5 and t = 7, it has sufficient energy

to receive two and three consecutive packets, respectively. For this case, links

(v1, v2), (v3, v2), and (v4, v2) can be scheduled at time t = 5, t = 6, and t = 7,

respectively, giving a schedule length of seven. Now assume the battery capacity

of node v2 is only sufficient to store the energy required to receive one packet.

Consequently, the battery of node v2 can be recharged only after it is used at time

t = 5, and it is fully recharged at time t = 5 + 2 = 7. Thus, node v2 can receive

the second and third packet no earlier than at time t = 7 and t = 9, respectively,

e.g., link (v3, v2) can be scheduled at time t = 7, and link (v4, v2) at time t = 9,

which yields a schedule length of nine; see Figure 3.1b. This example shows that

battery capacity affects the schedule length.

Two additional factors that can affect the schedule length are battery leakage

and storage efficiency. The typical value of storage efficiency can be as low as 66%

[77] depending on the battery technology. Similarly, the leakage rate of a battery
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depends on its type, age, usage, and/or temperature [75]. As an example, the

leakage rate of a Li-ion battery is 8% per month [88], which is lower than a Nickel-

based battery. Further, the leakage rate changes over time and has the highest

leakage right after being charged [75]. To illustrate the effect of these factors

on the link schedule, reconsider the previous example depicted in Figure 3.1b.

Assume sensor nodes have a battery with a capacity of one unit of energy (1ε).

Now assume the battery of nodes leaks at a rate of 5% per slot and has a storage

efficiency of 90%. Given this imperfect battery, the schedule length becomes 12

slots instead of 9 slots. This is because links (v1, v2), (v3, v2), and (v4, v2) are

scheduled at time t = 6, t = 9, and t = 12, respectively. Moreover, nodes v1, v2,

and v3 require more than five, six, and seven timeslots, respectively, to accumulate

sufficient energy to transmit/receive a packet due to battery leakage and storage

efficiency.

v1 v3v2

v4

1 2

3

(a)

v2 | 2v1 | 5 v3 | 6

v4 | 7

5 7

9

(b)

Figure 3.1 Example (a) with only protocol interference constraint and (b) with
protocol interference, harvesting time, and battery capacity constraints. The
number next to each link denotes its activation time, and vx|z denotes node x
requires z time slots to recharge its battery to a level before the next transmission
or reception is possible.

The preliminary work of this chapter has been presented in [89], and the full

version has been published in [90]. Specifically, reference [89] addressed LSHUS

problem without considering battery leakage and storage efficiency, while ref-

erence [90] extended [89] to include these two important factors and described



3.1. Preliminaries 28

LS-rWSN. Note that the proposed LS-rWSN algorithm in this chapter was called

Algo-1 in [89].

The layout of this chapter is as follows. Section 3.1 discusses the network

model and formulates the LSHUS problem. Then, it analyses the problem in

fixed topology networks. Section 3.2 describes our proposed algorithm to solve

LSHUS. Section 3.3 presents the simulation results. Finally, Section 3.4 concludes

this chapter.

3.1 Preliminaries

Section 3.1.1 first describes the rWSN model under consideration. It then in-

troduces key notations used in this chapter. Section 3.1.2 formally presents the

problem at hand and shows that the said problem is NP-Complete. Section 3.1.3

presents an analysis of how factors such as harvesting time, battery leakage, and

storage efficiency impact the schedule length for fixed topology networks.

3.1.1 Network Model

This chapter considers nodes that use the HUS model [51], where the harvested

energy is first stored in a capacitor for immediate use and any unused energy is

stored in a rechargeable battery for use in future slots. A node vi contains a har-

vester that generates energy from its environment, e.g., the sun, and two energy

storage types: (i) a super capacitor with a capacity of ci and (ii) a rechargeable

battery with a capacity of bi; both capacities are in a unit of ε. Let ri > 0 (in

slots) be the total number of slots or harvesting time required by a node vi to

accumulate 1ε amount of energy. Thus, a node has a harvesting rate of ε
ri

per

time slot. Each capacitor for a node vi is assumed to have sufficient capacity

to store all harvested energy in each slot, i.e., ci ≥ 1/ri. The energy level of
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each capacitor is zero at the start of each time slot. Any unused energy that the

harvester receives at slot t, e.g., any excess energy when ri < 1 or node vi is not

active, is stored in a rechargeable battery for use in slot t+ 1 and thereafter. The

battery of a node is initially empty.

The rechargeable battery of a node supports shallow recharging [32], meaning

it can be recharged even though it is partially discharged. Let bi,t be the energy

level of a node vi’s battery at time t. For each node vi, Ai,t (in unit of ε) represents

the amount of energy that a node vi is allowed to use in slot t; note, 1
ri
≤ Ai,t ≤

bi,t + 1
ri

. The value of Ai,t is the sum of the energy level of a node vi’s battery

and capacitor at time t, i.e., Ai,t = bi,t + 1
ri

. As the capacitor has a high leakage

rate [51], the energy level in each capacitor is always equal to the energy harvested

in each slot, i.e., 1
ri

. This chapter considers the capacitor of a node has 100%

energy storage efficiency. When Ai,t < 1ε, a node vi cannot transmit/receive

packets at time t. In contrast, if ri ≤ 1 or Ai,t ≥ 1ε, a node can transmit/receive

at any time, assuming there is an available packet. The available energy Ai,t is a

function of a node vi’s battery capacity (bi), energy harvesting rate (ri), storage

efficiency (ηi), leakage rate (µi), and energy usage. Let ti be the time in which

node vi last draws energy from its battery. When Ai,ti < 1, it takes ρi = t − ti

slots for a node vi to accumulate energy such that it has Ai,t ≥ 1. As explained

later in Section 3.2.1, ρi is affected by the harvesting time ri, storage efficiency

ηi, leakage rate µi, and energy level bi,ti .

A battery cannot be charged and discharged simultaneously [91]. However, its

energy level may increase when a node uses energy at the same time slot t. This

case occurs when ri < 1. On the other hand, when ri > 1 and bi,t ≥ 1− 1
ri

, then

a node vi will draw the fraction 1 − 1
ri

, i.e., an energy shortfall from its battery.

Finally, since the amount of leaked energy can never be larger than the energy

stored in a node’s battery, we have the amount of energy that a node vi uses at
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time t+ 1 is greater than or equal to the energy at time t; i.e., Ai,t+1 ≥ Ai,t.

Let Ti denote the earliest time slot when a node vi has at least 1ε of energy

to transmit/receive one packet. In other words, Ti is the earliest slot such that

Ai,Ti ≥ 1ε. The earliest time link li,j can be scheduled is thus at time ti,j =

max(Ti, Tj). Note that a link can be scheduled only when each of its end nodes

have at least 1ε amount of energy. Let ti be the most recent time a node vi

transmits/receives a packet.

Consider Figure 3.2a to illustrate the aforementioned notation. The batteries

at the nodes in Figure 3.2a have energy levels of b1 = 3, b2 = b3 = b4 = 2, and

harvesting time of r1 = 2, r2 = 6, r3 = 5, and r4 = 7 timeslots. Assume ηi = 1

and µi = 0 for all batteries. At time t = 1, the available energy of node 1 is

A1,1 = 0.5ε, while at time t = 2, it increases to A1,2 = 1ε. Thus, the earliest

time node v1 can transmit/receive is T1 = 2. For the other nodes, Figure 3.2a

shows T2 = 6, T3 = 5, and T4 = 7. The earliest time in which nodes v1 and v2

can transmit/receive is therefore t1,2 = max(2, 6) = 6. The other two nodes have

t3,1 = 5 and t4,3 = 7. Notice that the first four slots in schedule S are empty

because the smallest ti,j is five. Assume a scheduler selects link l1,2 first, at time 6;

thus, t1 = t2 = 6 and the next earliest time nodes v1 and v2 can transmit/receive

is at slot T1 = 6 + 2 = 8 and T2 = 12, respectively. Figure 3.2b shows the conflict

graph CG for the rWSN in Figure 3.2a. In Figure 3.2b, there are two primary

interferences, i.e., link l4,3 with l3,1 and l3,1 with l1,2. Also shown is the secondary

interference at node v3 that is caused by node v1.

3.1.2 Problem Statement

For a given rWSN, the Link Scheduling in Harvest-Use-Store (LSHUS)

problem is to generate a TDMA link schedule S with the shortest length |S| such
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v1 | 2

v3 | 5

v2 | 6

v4 | 7

b1 = 3

b3 = 2

b2 = 2

b4 = 2

w3,1 = 1

w4,3 = 2

w1,2 = 3

(a)

l3,1

l1,2 l4,3

v3 | 5 v4 | 7

v1 | 2 v2 | 6

(b)

Figure 3.2 A rWSN model: (a) graph G, and its (b) conflict graph CG. Also
shown are primary (dashed lines) and secondary (solid line) interference.

that: (i) each link li,j that is allocated a time slot t satisfies Ai,t ≥ 1ε and Aj,t

≥ 1ε, and (ii) each link li,j ∈ E is scheduled at least wi,j times in S. For example,

in Figure 3.2a, link l3,1 can be scheduled no earlier than t = 5; and link l1,2 needs

to be scheduled three times because w1,2 = 3.

To illustrate the effect of link scheduling on |S|, consider the example in

Figure 3.2 with equal µi = 0 and ηi = 1. Figure 3.3a shows one feasible schedule.

A schedule is called feasible if it satisfies constraints (i) and (ii). The optimal

solution can be found in Figure 3.3b. Note that the figure shows only non-empty

slots, i.e., each empty slot is represented as “. . . ”. The problem aims to generate

a schedule S with the shortest length, e.g., the schedule in Figure 3.3b has length

of |S| = 18.

Slot: 1 … 7 8 … 13 14 … 20 21

Schedule: l1,2  l3,1 l4,3  l1,2 l4,3  l1,2

(a) A feasible TDMA schedule.

Slot: 1 … 5 6 … 10 … 12 … 17 18

Schedule: l3,1  l1,2 l4,3 l1,2 l4,3  l1,2

(b) The optimal TDMA schedule.

Figure 3.3 TDMA schedules for the rWSN in Figure 3.2. Gray coloured slots
indicate no transmissions/receptions.
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Let SE represent the superframe generated when there is no interference. In

this case, the activation of links is delayed by insufficient energy as opposed to

interference. One can use |SE | as the lower bound of the superframe length for

LSHUS, computed as

|SE | = max

ρi
∑
jεN(i)

wi,j +
∑
jεN(i)

wj,i

 (3.1)

where N(i) is the set of node vi’s neighbours.

The following theorem states that the LSHUS problem is intractable.

Theorem 3.1. LSHUS is NP-Complete.

Proof. In [65], Ergen et al. addressed the following NP-Complete scheduling

problem, referred to as ScheduleEV: consider a WSN G(V,E) that forms a tree in

which each node vi except the root node, generates ωi > 0 packets. The scheduling

problem is to find a superframe with the minimum length such that all nodes can

send their packets to the root node. Note that ScheduleEV and LSHUS use the

same conflict graph. The proof is by reduction from ScheduleEV to LSHUS.

Specifically, an instance of WSN G(V,E) for ScheduleEV can be mapped into

an instance of WSN G′(V ′, E ′) for LSHUS as follows. Firstly, set G′ = G, i.e.,

V ′ = V , and E ′ = E. Secondly, for each node vi in G′, compute its weight wi as

follows. For each leaf node in G′, set wi = ωi. Then, compute the weight of each

parent node vj by summing the weight of all its children and ωj. Note that one

can interpret each weight wi as the total number of packets that each node vi in

G′ must transmit to the root node; further, nodes forward their own packets as

well as those generated by their descendant nodes. Finally, compute the weight

wi,j of each link (i, j) in G′ from node weight wi, i.e., set wi,j = wi, where node vj

is the parent of node vi. Note that each link weight wi,j in G′ represents the total
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number of times a link (i, j) must be activated in the superframe such that a node

vi can forward wi packets to its parent node vj until all packets reach the root

node. Figure 3.4a shows an example of WSN G [65] while Figure 3.4b gives its

mapping graph G′; the number next to a node and a link shows its node and link

weight, respectively. Note that G′ can be constructed from G in polynomial time.

Now, we show how the solution for LSHUS, for instance G′ gives the solution for

ScheduleEV on instance of G. Consider two cases: (i) ri = 1, and (ii) ri > 1. For

both cases, consider each battery has a capacity of bi = 1, a storage efficiency of

ηi = 1, and a leakage rate of µi = 0.

For case (i), where each node always has sufficient energy to transmit or

receive one packet, the superframe S1 of LSHUS for instance G′, generated by

an optimal scheduler Opt1, is exactly the solution for instance G of ScheduleEV.

For case (ii), due to the energy harvesting constraint, each node vi must wait for

at least ri slots after each transmission or reception before the node is able to

transmit or receive another packet. Consider a scheduler Opt2 that uses Opt1 to

generate superframe S2. More specifically, Opt2 utilizes Opt1 only when all nodes

have sufficient energy to transmit or receive packets. First, Opt2 sets τ0 to the

maximum ri among all nodes in G′ and sets the first τ0 slots in S2 to be empty

slots. Then, it calls Opt1 to schedule links in slot τ0 + 1. Note that in slot τ0 + 1,

all nodes have sufficient energy to transmit or receive a packet, and thus Opt1

generates exactly the same set of links in slot τ0 + 1 of S2 as the links in slot 1

of S1. After that, Opt2 (a) computes the maximum time τ1 such that each end

node of the scheduled links in τ1 + 1 of S2, and thus those in slot 1 of S1, has

at least 1ε of energy, (b) sets each slot from τ0 + 2 to τ1 to empty, and (c) calls

Opt1 to generate another set of links for slot τ1 + 1. Thus, the links in τ1 + 1 of

S2 are exactly the same as those in slot 1 of S1. Scheduler Opt2 repeats steps (a)

to (c) each time after it calls Opt1 until each link (i, j) is scheduled wi,j times.
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Following the said steps, there is a one-to-one mapping between each non-empty

slot in S2 and one slot in S1, i.e., the corresponding slots contain the same links

since they are generated by the same scheduler Opt1 when all nodes have no

energy constraint. Thus, one can obtain superframe S1 for ScheduleEV from S2

by removing all empty slots. We now conclude that for both cases, LSHUS is at

least as hard as ScheduleEV, i.e., LSHUS is also an NP-Complete problem.

It is important to note that while Opt2 produces the optimal solution for

ScheduleEV, it cannot, in general, be used to produce the optimal solution for

LSHUS for two main reasons. First, Opt2 inserts an excessive number of empty

slots, and thus its solution is likely much longer than the optimal solution. Sec-

ond, LSHUS is more complex than ScheduleEV because the former considers any

arbitrary topologies, not only tree topologies in the latter problem. Moreover, we

consider µi ≥ 0 and ηi ≤ 1.

(a) (b)

Figure 3.4 An instance of (a) graph G, and its mapping (b) graph G′.

3.1.3 Problem Analysis

This section analyses the effects of harvesting time, battery storage efficiency,

leakage, and capacity on the schedule length on the three fixed topologies de-
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scribed in Section 2.6.1.1, i.e., Line, Binary Tree (BTree), and Grid. Consider

each node has an equal harvesting time r > 0, battery capacity b ≥ 1, and link

weight w ≥ 1. Further, the storage efficiency is set to η = 1 and the leakage rate

is set to µ = 0; thus ρ = r. Recall that ρi is the number of slots for a node i to

accumulate energy to reach at least 1ε worth of energy, starting from the time

the node has Ai,t < 1ε.

Proposition 3.1. The optimal link schedule for Line topology with n ≥ 3 has

superframe length |S| = 4wr.

Proof. This proof first describes how to construct a link schedule with 4wr time

slots, for two cases: r = 1 and r > 1. Then, it shows that the result is optimal.

Consider each link has weight w = 1. For r = 1, schedule links in the set

{(2 + 4i, 3 + 4i), (5 + 4i, 4 + 4i)} in Slot-1, for i = 0, 1, · · · , b(n − 2) / 4c; e.g.,

for n = 9, Slot-1 contains links {(2, 3), (5, 4), (6, 7), (9, 8)}. Then, reverse the

direction of each link in Slot-1, and schedule the reversed link in Slot-2; e.g.,

Slot-2 contains links {(3, 2), (4, 5), (7, 6), (8, 9)}. Next, schedule links in the set

{(1 + 4i, 2 + 4i), (4 + 4i, 3 + 4i)} in Slot-3, for i = 0, 1, · · · , b(n − 2) / 4c; e.g.,

links {(1, 2), (4, 3), (5, 6), (8, 7)}, and finally reverse the links for Slot-4; e.g., links

{(2, 1), (3, 4), (6, 5), (7, 8)}. For r > 1, use the same link schedule described above

for case r = 1 each time all nodes have sufficient energy. Thus, this case will have

four non-empty slots. The first r−1 slots are empty as all nodes have insufficient

energy. Therefore, the first non-empty slot is slot r, which is followed by r − 1

empty slots. After that the scheduler can activate other links in slot 2r. Similarly,

the third and fourth non-empty slots are slot 3r and 4r, respectively.

When each link has weight w ≥ 1, repeat the schedule w times, and thus,

the link schedule has 4wr slots, which is optimal for a Line with n ≥ 3 for the

following reason. For n ≥ 3, some nodes in the Line have four bidirectional links;
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each of which can be activated no earlier than every r slots. Further, each link

has to be activated w times, and thus the schedule requires 4wr slots.

Proposition 3.2. The optimal link schedule for a BTree with L ≥ 3 levels has

|S| = 6wr time slots.

Proof. This proof first outlines the steps used to obtain a link schedule with 6wr

time slots for the following cases: (i) r = 1 and (ii) r > 1. Then, it shows that

the result is optimal.

For r = 1, links in a BTree with three levels can be scheduled in six slots:

Slot-1 = {(1, 2), (3, 6)}, Slot-2 = {(2, 1), (6, 3)}, Slot-3 = {(1, 3), (2, 4)}, Slot-

4 = {(3, 1), (4, 2)}, Slot-5 = {(2, 5), (3, 7)}, and Slot-6 = {(5, 2), (7, 3)}. The

link schedules for a four-level BTree, see Figure 2.3, can be generated from the

schedules of two BTree with three levels as follows. Denote the larger tree as

T with root R, and the two smaller trees as T1 and T2 with root R1 and R2,

respectively. Tree T is constructed from T1 and T2 by connecting R to R1 with

two bidirectional links, and R to R2 with two other links, i.e., T1 and T2 are

the left and right subtrees of T , respectively. Thus, renumbering the nodes in

T , the label of nodes R, R1, and R2 are 1, 2, and 3 respectively. Links in T

are scheduled as follows. First, combine the links of T1 scheduled in one slot

with the corresponding links of T2 that are scheduled in the same slot number.

Notice that no links in T1 interfere with any links in T2, and vice versa. Then,

insert each of the four incident links at R into a slot that does not contain any

link that interferes with it. More specifically, links (1, 2), (2, 1), (1, 3), and (3, 1)

are inserted into a slot that contains links (8, 4), (4, 8), (12, 24), and (24, 12),

respectively. Using the same steps, one can schedule links in a five-level tree

using the six slot schedules of its two four-level subtrees. Repeating the process,

one can always generate the link schedules of a tree with k levels in six slots from



37 3.1. Preliminaries

the schedules of its two subtrees with (k − 1) levels, for any k ≥ 4.

For r > 1, the first r − 1 slots contain no links because each node requires a

harvesting time r. Then, use the same link schedules described for case r = 1,

except after scheduling the first set of links at slot r, each node can transmit or

receive only after every r slots, i.e., there are r − 1 empty slots in between every

non-empty slot. Thus, |S| = 6r for w = 1.

When w ≥ 1, one can repeat the above schedule w times, and thus the link

schedule uses 6wr slots. The optimality of the schedule is shown as follows. For

L ≥ 3, some nodes in a BTree have six bidirectional links, each of which can be

activated no earlier than every r slots of harvesting time. Since each link must

be activated w times, the schedule requires 6wr slots.

Proposition 3.3. The optimal link schedule length for a Grid of size row ≥ 3

and col ≥ 3 is |S| = 8wr.

Proof. From Proposition 3.1, the link schedule of each Line graph requires 4wr

slots. The following describes how to produce the schedule for a Grid with length

8wr. Finally, the length is shown to be optimal.

Consider the schedule of links in row Line graphs. One can observe that

links in odd rows can be activated in 4wr slots. Same rules apply for links in

even rows. Except for links in two consecutive rows, there is no other interference.

Without loss of generality, consider the links in R2 and R3 in Figure 2.4. Note

that there is an interference only between nodes in each (2×2) Grid, e.g., nodes

{4, 5} at R2 and {7, 8} at R3, and when their links are in opposite directions, e.g.,

links (4, 5) and (8, 7) that incur interference at nodes 5 and 7. To prevent any

interference, each slot must contain links of the same directions, e.g., links (4, 5)

and (7, 8). Thus, links in all rows can be scheduled in 4wr slots. As an example,

for Figure 2.4 with r = w = 1, the four slots are: Slot-1 = {(1, 2), (4, 5), (7, 8),
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(10, 11)}, Slot-2 = {(2, 1), (5, 4), (8, 7), (11, 10)}, Slot-3 = {(2, 3), (4, 5), (8, 9),

(11, 12)}, and Slot-4 = {(3, 2), (6, 5), (9, 8), (12, 11)}. The same construction for

links is used in all columns. More specifically, these links are scheduled in 4wr

slots. Thus, all links in a Grid can be scheduled in 4wr + 4wr = 8wr slots. The

constructed schedules are optimal because for row ≥ 3 and col ≥ 3, some nodes in

a (row×col) Grid have eight bidirectional links, e.g., node 5 and 8 in Figure 2.4.

Since each node can be activated no earlier than every r slots of harvesting time

for w times, the link schedule of a Grid requires 8wr slots.

Propositions 3.1, 3.2, and 3.3 show the effect of energy harvesting time and

link weight on the schedule length. These propositions indicate that, for r > 1

and w ≥ 1, there are 4w(r−1), 6w(r−1), and 8w(r−1) empty slots in the TDMA

schedules for Line, BTree, and Grid, respectively, and thus the schedule lengths

increase as much. Further, all propositions show that the battery capacity of

nodes and the network size do not affect the schedule length for the Line, BTree,

and Grid. In addition, the lower bound in Eq. (3.1) is tight for the fixed topologies

when µ = 0 and η = 1.

3.2 Solution

Section 3.2.1 describes three propositions relied upon by the proposed greedy

algorithm, namely, Link Scheduler for a rechargeable WSN (LS-rWSN),

to solve LSHUS. The details of LS-rWSN are presented in Section 3.2.2.

3.2.1 Key Properties

Algorithm LS-rWSN schedules links according to the earliest time in which they

have sufficient energy. It relies on the following Propositions 3.4, 3.5, and 3.6.
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Let ti be the time in which a node vi last draws energy from its battery and bi,ti

be the energy level of the battery at a node vi at time ti.

Proposition 3.4 computes Ai,t, the amount of energy at node vi that can be

used to transmit/receive packets at time t ≥ 1, computed as Ai,t = bi,t + 1/ri.

For brevity, in the following propositions, we define r̂i = ri/ηi and µ̂i = 1 − µi.

Further, we use τi to denote the time span between time ti and t, i.e., τi = t− ti.

Proposition 3.4. The amount of energy (in unit of ε) that a node vi can use at

timeslot t > ti is

Ai,t = min(bi + 1/ri, µ̂
τi
i bi,ti +

τi−2∑
k=0

µ̂ki
r̂i

+ 1/ri) (3.2)

Proof. The stored energy at time ti+1, i.e., bi,ti+1, is computed by subtracting the

energy due to leakage from the battery, i.e., µibi,ti and adding energy harvested

at slot ti, i.e., 1/r̂i. However, for HUS with ri > 1, a node vi spends all the

energy harvested at time ti by slot ti; i.e., 1/r̂i = 0. Thus, bi,ti+1 = (1 − µi)bi,ti .

Similarly, one can compute the amount of energy available at the battery at time

slot ti + 2 from the stored energy at ti + 1, minus the amount of energy that has

leaked between time ti + 1 and ti + 2, plus the stored energy from the energy

harvested in time slot ti + 1. Thus, the result is bi,ti+2 = (1 − µi)bi,ti+1 + 1/r̂i.

Substituting bi,ti+1 with (1 − µi)bi,ti gets bi,ti+2 = (1 − µi)[(1 − µi)bi,ti ] + 1/r̂i

= (1 − µi)
2bi,ti + 1/r̂i. Next, for time ti + 3, this case obtains bi,ti+3 = (1 −

µi)
3bi,ti + (1− µi)/r̂i + 1/r̂i. Repeating the step for time ti + 4, · · · , t− 1, t, one

can generate the stored energy at the battery at the beginning of time t, i.e.,

bi,t = (1 − µi)t−tibi,ti +
∑t−ti−2

k=0 (1 − µi)k/r̂i. Note that for the HUS model, the

available energy at a node vi at time t is the sum of its available energy at the

beginning of time t and the energy harvested at time t. In particular, the model

has Ai,t = bi,t + 1/ri or Ai,t = (1− µi)τibi,ti +
∑τi−2

k=0 (1− µi)k/r̂i + 1/ri. However,
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bi,t is bounded by the battery capacity bi, which implies Ai,t ≤ bi + 1/ri.

Consider the following terms in Eq. (3.2): (i) µ̂τii bi,ti , (ii)
∑τi−1

k=0
µ̂ki
r̂i

, and (iii)

1/ri. Term (i) represents the amount of energy stored in the battery of a node vi

up to time ti after accounting for energy leakage. Term (ii) shows the amount of

energy that can be added to the battery from time ti to the start of time t. The

last term shows the amount of harvested energy, in the capacitor, at time t that

is available for use by a node vi.

Consider four possible tuples (ηi, µi) in Eq. (3.2): (i) (ηi = 1, µi = 0), (ii)

(0 < ηi ≤ 1, µi = 1), (iii) (ηi = 0, 0 ≤ µi < 1), and (iv) (0 < ηi < 1, 0 < µi < 1).

For case (i), the battery has 100% storage efficiency and no leakage, and hence,

Eq. (3.2) reduces to the following equation:

Ai,t = min(bi + 1/ri, Ai,ti + (τi − 1)/ri) (3.3)

In case (ii), the battery cannot retain its stored energy. One can see that

when µ̂i = 0, Eq. (3.2) reduces to Ai,t = 1/ri. In case (iii), when ηi = 0, no

harvested energy can be stored in the battery. For this case, the harvesting time

is set to r̂i = ∞. Thus, the value of the aforementioned term (ii) in Eq. (3.2)

becomes 0. Cases (ii) and (iii) represent a possibly faulty battery. Finally, case

(iv) considers the effects of battery storage efficiency and leakage on the available

energy of each node.

Our work considers 0 ≤ µi < 1 and 0 < ηi ≤ 1, i.e., only case (i) and (iv).

On the other hand, the work in [89] considered only case (i), and thus, our work

generalises the battery model in [89] to also consider battery storage efficiency

and leakage. Proposition 3.5 computes the number slots ρi = t− ti needed such

that Ai,t = 1ε. The condition Ai,ti < 1 means that the amount of available energy

at a node vi at time ti is insufficient to transmit/receive one packet. Note that
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Ai,ti < 1 implies ri > 1 and bi,t < 1− 1/ri.

Proposition 3.5. Given Ai,ti < 1, the number of slots ρi = t − ti before a node

vi has Ai,t = 1 is given as

Case (i): ηi = 1 and µi = 0

ρi = dri(1− Ai,ti) + 1e (3.4)

Case (ii): 0 < ηi < 1 and 0 < µi < 1

ρi = d
log( µi−µiri+ηi

ηi−bi,tiµiri(1−µi)
)

log(1− µi)
+ 1e (3.5)

Proof. A node vi needs at least (1−Ai,ti)ε extra energy to reach 1ε unit of energy.

Eq. (3.2) is used to compute the time span ρi = t − ti such that Ai,t ≥ 1. More

specifically, to compute the smallest ρi that satisfies the following:

µ̂ρii bi,ti +

ρi−2∑
k=0

µ̂ki
r̂i

+ 1/ri ≥ 1 (3.6)

For case (i), setting µ̂i = 1 and r̂i = ri in Eq. (3.6) obtains bi,ti + ρi/ri ≥ 1.

Since Ai,ti = bi,ti + 1/ri, case (i) produces Ai,ti − 1/ri + ρi/ri ≥ 1. Thus, ρi =

dri(1 − Ai,ti + 1)e as shown in Eq. (3.4). In case (ii), µ̂i 6= 1, and thus one can

use the geometric series to produce
∑ρi−1

k=0
µ̂ki
r̂i

= 1
r̂i

µ̂
ρi
i −1
µ̂i−1 . Thus, Eq. (3.6) becomes

µ̂ρii bi,ti + 1
r̂i

(
µ̂
ρi
i −1
µ̂i−1 − µ̂

ρi−1) + 1/ri ≥ 1, which is used to obtain ρi in Eq. (3.5).

Recall that Eq. (3.4) and Eq. (3.5) apply only when Ai,ti < 1, which implies

ri > 1 and bi,t < 1− 1/ri. For bi,t = 0, Eq. (3.4) has ρi = ri, which is consistent

with the fact that when the battery is leakage free and has perfect storage effi-

ciency, it takes ri slots to accumulate 1ε of energy. In addition, Eq. (3.5) requires

ηi−bi,tiµiri > 0, or ηi
ri
> µibi,ti . In other words, the amount of harvested energy to
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be stored in the battery must be greater than the energy leakage from the battery.

Otherwise, the battery is always empty. Eq. (3.5) also requires µi−µiri + ηi > 0,

or ηi
ri−1 > µi. Let T (bi,ti , ri, ηi, µi) be a function to compute the value of ρi for

Eq. (3.6). Specifically, for (ηi = 1, µi = 0) and (ηi 6= 1, µi 6= 0), the function

produces Eq. (3.4) and Eq. (3.5), respectively.

The following Proposition 3.6 computes the next value of Ti after a node vi

transmits/receives one packet at time ti. Let αi,ti be a Boolean variable such that

αi,ti = 1 (αi,ti = 0) if at time ti, a node vi has Ai,ti < 1ε (Ai,ti ≥ 1ε). Further, set

σi = ti (σi = ti + 1) when Ai,ti < 1ε (Ai,ti ≥ 1ε).

Proposition 3.6. The next earliest time slot when a node vi has sufficient energy

to transmit/receive one packet is

Ti = σi + αi,tiρi (3.7)

Proof. The next value of Ti depends on the remaining available energy in a node

vi, i.e., Ai,ti , harvesting time ri, the battery’s storage efficiency ηi, and leakage

rate µi. Eq. (3.7) considers two cases. First, when Ai,ti < 1ε, a node vi needs

(1 − Ai,ti)ε extra energy to transmit/receive the next packet. Proposition 3.5,

i.e., Eq. (3.4) and (3.5), is used to compute the number of slots ρi for a node vi

to accumulate the extra energy. Thus, Ti = ti + ρi, and in Eq. (3.7), αi,ti = 1,

and σi = ti. Second, when Ai,ti ≥ 1ε, after a node vi uses 1ε of energy at time

ti, the node still has sufficient energy to transmit/receive another packet at time

ti. However, the primary interference does not allow a node to transmit/receive

more than one packet at the same timeslot. Thus, the earliest time the node can

transmit/receive a packet is in the next slot, i.e., Ti = ti + 1. For this case, in

Eq. (3.7), αi,ti = 0 and σi = ti + 1.

Our work in [89] considered batteries with 100% storage efficiency and zero

leakage, i.e, ηi = 1 and µi = 0. For this case, using Eq. (3.4), Eq. (3.7) becomes
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Ti = σi + αi,t(ri(1 − Ai,t)), as given in [89]. Further, this case produces Ti = ri

for bi,t = 0 or t = 0 because each battery is initially empty.

3.2.2 LS-rWSN

This section provides the details of the new algorithm, i.e., LS-rWSN in Algo-

rithm 1. The algorithm selects each non-interfering link with end nodes that have

sufficient energy to transmit/receive one packet at the earliest time. It uses the

conflict graph CG to check for interfering links.

LS-rWSN first initialises ti to the last timeslot a node vi draws energy from

its battery, and Ai,ti to the amount of energy that a node vi can use at time ti to

zero; see Lines 1−5 of LS-rWSN. It also sets Ti to ρi slots, i.e., the solution for

Eq. (3.6). Recall that Ti is the earliest time a node vi has 1ε energy. LS-rWSN

starts at t = 0 and the battery is initially empty. Lines 6−8 compute the earliest

time a link (i, j) can be scheduled, while Line 9 generates a set K to record a link

(i, j) that has the earliest activation time. Line 10 uses function ORDER(K) to

sort links in K. It aims to maximise the number of links that can be scheduled

at time t without interference. The function greedily schedules links closer to

each other when there is no interference. More specifically, function ORDER(K)

performs the following steps: (i) Select a link (i, j) ∈ K; (ii) Move a link (i, j)

from set K into a set K ′; (iii) Find a link (m, k) ∈ K that does not interfere with

any link in K ′, where k is node vj’s neighbour. Note that there is no interference

between links (i, j) and (m, k); (iv) Move (m, k) from K to K ′; (v) Set j = k and

repeat (iii) until no such link can be found in K; (vi) repeat step (i) until K is

empty. Without loss of generality, when there is more than one candidate link

for selection in steps (i) and (iii), select a link (u, v), where u is a node with the

smallest label, and v is node u’s neighbour with the smallest label.
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Algorithm 1 LS-rWSN: a greedy algorithm that schedules links according to
the earliest activation time
Input: G(V,E), ri, bi, µi, ηi of each node i ∈ V , weight wi,j of each link li,j ∈ E,
and conflict graph CG
Output: Superframe S
1: for each node i ∈ V do
2: ti ← 0
3: Ai,ti ← 0
4: Ti ← T (0, ri, ηi, µi)
5: end for
6: for each link li,j ∈ E do
7: ti,j ←max(Ti, Tj)
8: end for
9: K = {node li,j in CG with min{ti,j}}
10: K ′ = ORDER(K)
11: t←min{ti,j}
12: for each li,j ∈ K ′ do
13: if NOT CONFLICT (li,j,S[t]) then
14: S[t]← S[t] ∪ li,j
15: wi,j ← wi,j − 1
16: if wi,j = 0 then
17: remove node li,j from CG
18: end if
19: Ai,t ← COMPUTE Aα,t(t, i, µi, ηi)
20: Aj,t ← COMPUTE Aα,t(t, j, µj, ηj)
21: ti ← tj ← t
22: Ti ← COMPUTE Tα(t, i, µi, ηi)
23: Tj ← COMPUTE Tα(t, j, µj, ηj)
24: UPDATE tcd(Ti, Tj)
25: end if
26: end for
27: repeat Lines 9−26 until all wi,j = 0
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Line 11 initialises t with the earliest slot. Lines 12−26 repeatedly schedule

each link li,j ∈ K ′ in order. Each selected link in Line 14 does not cause interfer-

ence or is interfered by links that have been scheduled in slot t; see the condition

in Line 13. Each slot in S is initially empty. Note that function CONFLICT()

uses a matrix M of size |E|2 that contains Boolean variables to represent the

conflict graph of the network; i.e., M [a, b] is set to “1” if there is an interference

between links a and b. Line 15 decrements the weight of each selected link li,j

by one. Once the weight reaches zero, Line 17 removes the link from contention.

Further, Lines 19−20 use function COMPUTE Aα,t() that implements Eq. (3.2)

to recompute the available energy Ai,t and Aj,t at each end node of the selected

link. Line 21 then sets the last time that the end nodes of the selected link use

energy to the current time, and COMPUTE Tα() in Lines 22−23 use Eq. (3.7) to

recompute the Ti and Tj of the two end nodes. Finally, function UPDATE tcd()

in Line 24 recomputes the earliest time schedule of each link that has vi or vj

as one of its end nodes. The steps from Line 9 are repeated until all links have

wi,j = 0.

As an example, consider the rWSN and conflict graph CG shown in Figure 3.2.

Lines 1−5 of LS-rWSN set t1 = t2 = t3 = t4 = 0, A1,t1 = A2,t2 = A3,t3 = A4,t4 =

0, T1 = T (0, r1, η1, µ1) = T (0, 2, 1, 0) = 2, T2 = 6, T3 = 5, and T4 = 7. Lines 6-8

compute t1,2 = max(2, 6) = 6, t3,1 = 5, and t4,3 = 7. Line 9 places link l3,1 into

the set K, and thus Line 10 obtains K ′ = l3,1. Line 11 sets t = 5. Line 13 finds

that l3,1 has no conflict with other links, and thus Line 14 inserts the link into

S[5]. Line 15 reduces w3,1 by 1 and hence it becomes 0. Lines 19−20 compute

A3,5 = 0.2 and A1,5 = 2, while Line 21 sets t3 = t1 = t = 5. Lines 22−23 obtain

T3 = 11 and T1 = 6. Line 24 updates the earliest time that links can be scheduled,

i.e., t1,2 = max(6, 6) = 6, t3,1 = 11, and t4,3 = 7. Line 27 repeats the steps from

Line 9 until all links have wi,j = 0. Figure 3.3b shows the schedule generated



3.3. Evaluation 46

by LS-rWSN, i.e., S = [S[5] = {l3,1}, S[6] = {l1,2}, S[10] = {l4,3}, S[12] =

{l1,2}, S[17] = {l4,3}, S[18] = {l1,2}]. The generated schedule contains 12 empty

slots as nodes are unable to transmit/receive due to insufficient energy.

Proposition 3.7. The time complexity of LS-rWSN is O(W |E|2), where W =∑
(i,j)∈|E|

(wi,j).

Proof. Lines 1−5 require O(|V |), while Lines 6−8 require O(|E|). Line 9 inserts

at most |E| links and thus takes O(|E| log |E|). Line 10 requires at most O(|E|2)

to sort links in K using the function ORDER(K). Line 11 takes O(1). Line 13

uses a matrix M to represent the conflict graph CG. It takes O(|E|2) to build the

CG and M . Note that LS-rWSN constructs CG and M only once. The function in

Line 13 needs to access the matrix |S[t]| times or O(|E|) to check for interference

between a selected link (i, j) and the already scheduled links in S[t]. Lines 14−23

takeO(1) each. Line 24 requires O(|V |). Thus, the for loop in Lines 12−26 takes,

at most, O(|E|2) since |V | ≤ |E|. Finally, Line 27 repeats Lines 9−26 W times

and hence, the time complexity of LS-rWSN is O(W |E|2).

3.3 Evaluation

Section 3.3.1 compares the performance between HSU and HUS in terms of super-

frame length. Section 3.3.2 analyses the effect of energy harvesting time, battery

leakage, and storage efficiency on the superframe length |S|. Then, Section 3.3.3

shows the effect of battery capacity on |S|. Section 3.3.4 contains an evaluation

of LS-rWSN versus the theoretical bounds of |S|. Finally, Section 3.3.5 discusses

the running time of LS-rWSN. Our evaluation encompasses two types of net-

works: (i) fixed topologies, namely, Line, BTree, and Grid, with 20 to 100 nodes,

and (ii) arbitrary networks with 20 to 50 nodes deployed uniformly on a 40 ×
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40 m2 area. This is sufficient since each node has a fixed location. Further, each

presented result is an average over 100 random node deployments. Table 3.1 lists

the parameter values used in our evaluation.

Table 3.1 Parameter values used in the evaluation.

Parameter Value(s)
Network size 40×40 m2

Transmit range 15 m
Interference range 30 m
|V | in arbitrary networks 20, 30, 40, 50
|V | in fixed topologies 20−100
ri 1, 5, 10, 15, 20
µi 0.0, 0.01, 0.02, 0.03, 0.04
ηi 0.6, 0.7, 0.8, 0.9, 1.0
bi 3
wi,j 3

3.3.1 HSU versus HUS

We consider various ri values; namely, 1, 5, 10, 15, and 20, in a rWSN with 50

nodes. We randomly fix the battery capacity bi and link weight wi,j, each to

a value between 1 and 5. As shown in Figure 3.5, harvesting time significantly

affects the link schedules in both models. Specifically, when ri increases from 1

to 20, |S| jumps from 769 to 2995 slots in HUS and from 990 to 3744 slots in

HSU, an increase of 289.5% and 278.2%, respectively. Note that when ri = 1,

each node in HUS has sufficient energy to transmit/receive one packet in any

slots. Thus, the required number of slots is due to link interference only. The

figure also shows that increasing harvesting time consistently creates longer |S|,

i.e., when ri = 5, 10, and 15, HUS produces 870, 1506, and 2250 slots, while HSU

generates 1508, 2253, and 2998 slots, respectively.

Figure 3.5 shows that the superframe length |S| when using HSU is longer
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than HUS. For example, when ri = 1, HSU results in 221 more slots as compared

to when using HUS; i.e., 28.74% longer. The results are consistent for other

harvesting times, i.e., ri = 5, 10, 15, and 20. The difference between |S| ranges

from 600 to 800 slots. HSU produces superframes that are 73.33%, 49.6%, 33.24%,

and 25.01% longer, respectively, than those by HUS. Recall that the work in [44]

considered HSU protocol. HUS generates shorter superframes as compared to

HSU because the former can directly use harvested energy without storing it

first. In the following experiments, we only consider HUS because HSU generates

similar trends but longer superframes.
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Figure 3.5 HUS versus HSU in rWSNs of 50 nodes.

To further analyse the effect of harvesting time on |S|, we classify slots in

the S into two categories: (i) all slots α in which the end nodes of links have

sufficient energy, and (ii) all slots α in which the end nodes of at least one link

has insufficient energy, and thus the link can be activated only at slot β > α

after its end nodes have harvested energy. Thus, due to insufficient energy, |S| is

increased by β − α slots.

In this experiment we investigate the effect of insufficient energy for case (ii).

As shown in Figure 3.6, when ri = 1, the superframe length |S| of case (ii) is zero
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because each node has sufficient energy at any slot. When we increase ri to 5,

some links must be scheduled in later slots because their nodes have no energy.

Thus, those links increase |S| by 47 slots from 815 slots. Further, Figure 3.6

shows that increasing the value of ri will increase the number of slots under case

(ii) because more nodes need a longer time to harvest energy. We see that |S|

for this case is increased by 217, 711, and 1418 slots when ri = 10, 15, and 20,

respectively.

1 5 10 15 20
0

500

1000

1500

2000

2500

3000

Energy available

No Energy available

Figure 3.6 The effect of energy unavailability on |S|.

3.3.2 Effect of ri, µi, and ηi on |S|

The following experiments consider three factors: (i) harvesting time, (ii) bat-

tery leakage, and (iii) storage efficiency, with the following corresponding val-

ues: (i) ri = 1, 5, 10, 15, 20, (ii) µi = 0.0, 0.01, 0.02, 0.03, 0.04, and (iii) ηi =

0.6, 0.7, 0.8, 0.9, 1.0. Further, the battery capacity is bi = 3. Each link has weight

wi,j = 3. These experiments use the HUS battery usage protocol. Note that

Section 3.3.1 has shown that the HUS model produces shorter superframe length

as compared to the HSU model.
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3.3.2.1 Effect of Harvesting Time

Figure 3.7 shows the resulting superframe length |S| for various energy harvesting

times ri and leakage values µi when the storage efficiency is ηi = 1. Specifically,

from left to right, each bar for each harvesting time is the result for network sizes

of 20, 30, 40, or 50 nodes, respectively. Further, each bar shows the average |S|

value when the µi is gradually increased from 0 to 0.04. For example, the left

(right) most bar for ri = 15 shows five results of |S| for networks with 20 (50)

nodes for each of the five values of µi. Recall that µi = 0 means the battery has

no leakage.

As shown in in Figure 3.7, for µi = 0, increasing the energy harvesting time of

nodes significantly affects the schedule length. The figure shows that for ri = 1

and |V | = 20, the superframe length is |S| = 196. However, as the harvesting

time increases, the length increases steadily, reaching |S| = 1305 for ri = 20;

this is an increase of 565.82%. This is because more nodes need a longer time to

harvest energy. Recall that ri = 1 means each node which uses the HUS mode

always has sufficient energy to transmit/receive one packet in any slot. Therefore,

there is no constraint on harvesting time. The negative effects of having larger ri

values are similar for each of the tested network sizes; namely, |V | = 30, 40, and

50.

3.3.2.2 Effect of Leakage Rate

Figure 3.7 shows when the energy harvesting time of nodes is ri = 1, increasing

µi from 0 to 0.04 has no effect on the schedule length. That is, |S| remains at

196, 334, 591, and 820 for networks with 20, 30, 40, and 50 nodes, respectively.

However, with a longer harvesting time ri > 1, e.g., ri = 15, increasing µi from 0

to 0.04 significantly affects the superframe length |S|. In particular, we see that

|S| increases from 2223 to 3187 slots for |V | = 50, an increase of 43.36%. The
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results are consistent for other tested network sizes, i.e., an increase of 44.54%

(from 979 to 1415 slots), 44.24% (1372 to 1979), and 43.92% (1719 to 2474) for

networks with 20, 30, and 40 nodes, respectively. Figure 3.7 also shows that,

in general, increasing the leakage rate creates longer superframe length |S|. For

example, for an energy harvesting time of ri = 20, the link schedule increases by

16.6% (from 1639 to 1911 slots) for 20 nodes, 16.71% (from 2298 to 2682 slots)

for 30 nodes, 16.76% (from 2876 to 3358 slots) for 40 nodes, and 16.47% (from

3703 to 4313 slots) for 50 nodes when we increase the value of the leakage rate

µi from 0.02 to 0.03. The superframe length increases because when ri > 1, a

node vi needs to first accumulate energy until Ai,t = 1ε. However, due to storage

leakage, it requires longer time to accumulate sufficient energy to transmit/receive

a packet.

20 20 30 40 5020 30 40 50 20 30 40 50 20 30 40 50 20 30 40 50

Figure 3.7 The effect of harvesting time and leakage rate on |S|.

3.3.2.3 Effect of Storage Efficiency

To study the effect of storage efficiency ηi, in this section the leakage rate µi is set

to zero. Figure 3.8 shows the resulting schedule length |S| for ri = 1, 5, 10, 15, 20

and five values of storage efficiency ηi. Similar to Figure 3.7, from left to right,
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each bar for each harvesting time is the result for network sizes of 20, 30, 40, or

50 nodes, respectively. Further, each bar shows the average value of |S| when ηi

gradually decreases from 1 to 0.6. As shown in Figure 3.8, when nodes require

one slot to harvest energy, i.e., ri = 1, decreasing ηi from 1 to 0.6 has no effect on

the superframe length |S|, i.e., |S| remains at 196, 334, 591, and 820 for networks

with 20, 30, 40, and 50 nodes, respectively. This is because when nodes use the

HUS model, and ri = 1, each node has 1ε worth of harvested energy in each slot

that can be directly used irrespective of the energy level of its battery. However,

for ri > 1, decreasing ηi has a significant negative effect on |S|. For example, when

ri = 15 and ηi drops from 1 to 0.6, the superframe length |S| increases by 62.21%

(from 979 to 1588 slots) when there are 20 nodes, 62.17% (1372 to 2225) for 30

nodes, 62.77% (1719 to 2798) when there are 40 nodes and 61.72% (2223 to 3595)

for 50 nodes. Figure 3.8 also shows that decreasing storage efficiency consistently

creates longer superframe lengths |S|. Specifically, for ri = 20, decreasing ηi from

0.9 to 0.8 increases the link schedule by 11.92% (from 1443 to 1615 slots) for

20 nodes, 11.8% (from 2026 to 2265 slots) for 30 nodes, 12.28% (from 2532 to

2843 slots) for 40 nodes, and 11.62% (from 3278 to 3659) slots for 50 nodes. The

superframe length |S| increases because when ri > 1, nodes need time to harvest

energy before they have Ai,t = 1ε worth of energy to transmit. However, due to

storage efficiency, nodes take a longer time to reach the said minimum amount

of energy to transmit/receive.

3.3.2.4 Effect of Leakage Rate and Storage Efficiency

This section aims to investigate the effect of battery leakage rate together with

storage efficiency on the schedule length. It compares the schedule length for

two cases: (i) µi = 0 and ηi = 1, and (ii) µi = 0.01 and ηi = 0.7. Note that

the schedule length in case (i) is affected only by the energy harvesting time of



53 3.3. Evaluation

20 30 40 50 20 30 40 50 20 30 40 50 20 30 40 50 20 30 40 50

Figure 3.8 The effect of harvesting time and storage efficiency on |S|.

nodes and interference. The results for case (i) are used to benchmark against

the results for case (ii).

As shown in Figure 3.9, an imperfect battery for case (ii) has a significant

effect on the schedule length |S| for all network sizes. More specifically, for a

rWSN with 20 nodes, the |S| increases by 37.61% (from 327 in case (i) to 450

slots in case (ii)), 47.78% (653 to 965), 55.46% (979 to 1522), and 63.68% (1305

to 2136), for ri = 5, 10, 15, and 20, respectively. A similar negative effect is

also noticed for larger sized rWSNs. For example, when there are 50 nodes, the

|S| increases by 10.46% (975 to 1077), 47.44% (1482 to 2185), 55.24% (2223 to

3451), and 63.21% (2963 to 4836) for ri = 5, 10, 15, 20, respectively. The |S|

is longer because as nodes have an imperfect battery, they require a longer time

to accumulate energy. Figure 3.9 also shows that the increase in |S| is more

noticeable in denser networks; see the results for 100 nodes.

One can observe that leakage rate and storage efficiency together cause more

severe negative effects on the superframe length |S| as compared to the effect

of leakage rate (Figure 3.7) or storage efficiency (Figure 3.8) separately. As an

example, consider the result for a network with 50 nodes and ri = 20. For
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µi = 0.01 and ηi = 1, as per Figure 3.7, we find that the |S| = 3258, while in

Figure 3.8, the |S| = 4166 for ηi = 0.7 and µi = 0. On the other hand, as shown

in Figure 3.9, setting ηi = 0.7 together with µi = 0.01 results in |S| = 4836, which

increases the length by 48.43% (from 3258 to 4836) and 16.08% (4166 to 4836)

as compared to considering only leakage rate and storage efficiency, respectively.
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Figure 3.9 Effect of network sizes with varying ri on |S|.

3.3.3 Effect of bi, µi, and ηi on |S|

This section considers rWSNs with 40 nodes and set wi,j = 3, ri = 5, and battery

capacity bi = 1, 5, 10, 15, and 20. The following sections discuss the effect of:

1) battery capacity only, 2) battery capacity and leakage rate, and 3) battery

capacity and storage efficiency.

3.3.3.1 Effect of Battery Capacity

To see the effect of battery capacity on the schedule length |S|, we set µi = 0 and

ηi = 1. As shown in Figure 3.10, when µi = 0, increasing bi from 1 to 20 only

slightly reduces the |S|; there is only a 6.5% decrease (from 769 to 719 slots).
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The main reason for the insignificant effect of battery capacity on |S| is explained

as follows.

Consider a node vi with ri > 1 that needs to activate multiple links to/from

its m neighbours that have a harvesting time of at least rj > ri. Assume one

neighbour has harvesting time rj while each of the others has a harvesting time

of rj + k, rj + 2k, . . . , rj + mk, for k ≥ 0. In this case, a node vi needs to

activate m consecutive links, one every k slots. Assume the current time is t = 0.

One can observe that |S| is minimised if a node vi can accumulate energy in its

battery at time t = rj such that it is sufficient to activate one link every k slots.

Specifically, to minimise |S|, it is necessary that (i) ri ≤ k or, (ii) when ri > k, bi

must contain more than 1ε energy at time rj, i.e., bi > 1. Thus, one can see that

bi > 1 is needed for case (ii). As an example, node 2 in Figure 3.1b receives three

consecutive packets from its neighbours in three consecutive slots, i.e., k = 1 and

r2 = 2 > k and increasing bi from 1 to 3 reduces |S| from 9 to 7. It is important

to note that a node vi can accumulate more than 1ε energy only if ri < rj for

each neighbour vj; in the example, r2 is the smallest. Otherwise, if ri > rj, the

battery at a node vi will never accumulate more than 1ε of energy because a node

vi will consume it immediately to activate one of its links. Thus, for this case

bi = 1 is sufficient, i.e., a larger bi does not reduce |S|.

3.3.3.2 Effect of Leakage Rate

To analyse the effect of battery capacity bi and leakage rate µi on the |S|, we

set the storage efficiency ηi to 1. From Figure 3.10, we see that increasing the

battery capacity for µi = 0, 0.01, 0.02, 0.03, and 0.04 has an insignificant effect

on the |S|. As an example, when µi = 0.01, increasing bi from 1 to 20 reduces the

|S| by 6.61%, i.e., from 772 to 721 slots; subsection 3.3.3.1 explains the reason.

Similarly, there is only a decrease of 4.26% (775 to 742 slots), 3.59% (779 to 751
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Figure 3.10 The effect of battery capacity and leakage rate in a rWSN with 40
nodes.

slots), and 4.57% (787 to 751 slots) for µi values of 0.02, 0.03, 0.04, respectively,

when bi increases from 1 to 20. Note that the standard deviation values of |S|

range between 117 and 131.

3.3.3.3 Effect of Storage Efficiency

To evaluate the effect of battery capacity and storage efficiency, consider the

leakage rate µi = 0. As shown in Figure 3.11, increasing the battery capacity for

ηi = 1, 0.9, 0.8, 0.7, and 0.6 does not affect the superframe length |S| significantly.

For example, when ηi = 0.9, increasing bi from 1 to 20 only reduces the |S| from

792 to 721 slots. This is a decrease of only 8.96%. Note that the standard

deviation values of |S| range between 84 to 126.

The results shown in Figure 3.10 and Figure 3.11 indicate that increasing the

capacity of imperfect batteries can only slightly reduce the schedule length. The

results are consistent to rWSNs where nodes have a battery with perfect storage,

i.e., µi = 0 and ηi = 1.
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Figure 3.11 The effect of battery capacity and storage efficiency in a network
with 40 nodes.

3.3.4 Effectiveness of LS-rWSN

To analyse the performance of LS-rWSN, Section 3.3.4.1 computes the ratio R1

≥ 1 between its generated |S| and the optimal bound as per Propositions 3.1,

3.2, and 3.3 for Line, BTree, and Grid, respectively, for nodes with a perfect

battery, i.e., η = 0 and µ = 1. Recall that the optimal |S| is 4wr, 6wr, and 8wr

for Line, BTree, and Grid, respectively. Note that when nodes have a perfect

battery, the value of ρ is equal to the nodes’ harvesting time r. Apart from these

networks, Section 3.3.4.2 computes R2 to further evaluate LS-rWSN on arbitrary

networks, where R2 is the ratio between its generated |S| and the lower bound

|SE | in Eq. (3.1). For both types of networks, we set wi,j = 3, bi = 3, and ri = 1,

5, 10, 15, and 20.

3.3.4.1 Fixed Topologies

This experiment considers rWSNs with nodes from 20 to 100, with an increment

of 10 for the Line, BTree, and Grid topologies. As shown in Figure 3.12, LS-

rWSN always produced the optimal superframe for Line for any values of ri. On
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the other hand, for ri = 1, BTree and Grid produce R1 = 1.28 and R1 = 1.42,

respectively. However, LS-rWSN has better performance for larger values of ri.

Specifically, when ri ≥ 5, LS-rWSN has a performance ratio R1 of 1.04 and

1.02 for BTree and Grid, meaning the superframe length is only 4% and 2%,

respectively, away from the optimal value for rWSNs with 20 to 100 nodes.

Figure 3.12 The performance of LS-rWSN in fixed topologies with a various
number of nodes for µi = 0 and ηi = 1.

3.3.4.2 Arbitrary Networks

For each network, consider µi = 0.01, and ηi = 0.7. The average ratio R2 in

Figure 3.13 is obtained by averaging 100 random node deployments. As shown in

Figure 3.13, for a rWSN with 20 nodes and ri = 1, i.e., when nodes always have

energy, LS-rWSN achieves an average performance ratio R2 of 3.01. However,

when nodes have a lower energy harvesting constraint, i.e., ri > 1 the performance

of LS-rWSN improves significantly. Specifically, for ri ≥ 5 and |V | = 20, LS-

rWSN on average produces superframes with R2 = 1.07, i.e., only 7% longer

than the lower bound computed using Eq. (3.1). Figure 3.13 also shows that

except for ri = 1, increasing the network size does not reduce the performance
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of LS-rWSN. Further, it shows that increasing the network size from 20 to 50

reduces the performance due to the high level of interference. The standard

deviation values of the performance ratio in Figure 3.13 range between 0.01 and

0.98.
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Figure 3.13 The performance of LS-rWSN in arbitrary networks for µi = 0.01
and ηi = 0.7.
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Figure 3.14 The running time of LS-rWSN in arbitrary networks for ri = 10,
µi = 0.01, and ηi = 0.7.
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3.3.5 Running Time

To measure the running time of LS-rWSN, this experiment considers rWSN with

20 to 50 nodes with ri = 10, µi = 0.01 and ηi = 0.7. Each node has battery

capacity bi = 3 and each link has weight wi,j = 3. Figure 3.14 shows that the

running time of LS-rWSN becomes longer when the number of nodes increases.

More specifically, the running time of LS-rWSN is 21.9 ms for |V | = 20, and

gradually increases to 143.3 ms when |V | reaches 50 nodes. This is because there

are more links when |V | increases. The running time is thus increasing, which is

consistent with Proposition 3.7. Note that there are on average 125 (from 104 to

152 links), 273 (from 236 to 312), 470 (from 420 to 556), and 758 (from 670 to

854) links when there are 20, 30, 40, and 50 nodes, respectively. The standard

deviation of the running time in Figure 3.14 ranges between 6.35 and 17.66.

3.4 Chapter Summary

This chapter addressed link scheduling in rWSNs. It considered the following

factors: (i) energy harvesting time of nodes, (ii) battery capacity, (iii) imperfect

battery storage, i.e., leakage and storage inefficiency, and (iv) activation frequen-

cies wi. It presented a novel problem called LSHUS that aimed to produce a

link schedule S with the minimum length subject using the HUS protocol. This

chapter formally showed that LSHUS is NP-Complete and presented analytical

results for the optimal length for three bipartite topologies: Line, BTree, and

Grid. A greedy algorithm, called LS-rWSN, was proposed to solve LSHUS. Ex-

tensive simulations showed that factors such as harvesting time, battery leakage,

and storage efficiency significantly affected the schedule length. These factors

increased the length by up to 63.21%. On the other hand, battery capacity is

an insignificant factor, i.e., increasing the schedule length no more than 6.5%.
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LS-rWSN produced the optimal superframe length for Line, and up to 1.28 and

1.42 times longer superframe lengths as compared to the theoretical superframe

length bound for BTree and Grid, respectively, for ri > 1. In Chapters 4 and 5,

we investigate using a battery cycle constraint to overcome the memory effect of

batteries.





Chapter 4

Link Scheduling in rWSNs with

Battery Memory Effect

This chapter considers the novel problem of deriving a TDMA link schedule for

rWSNs. Unlike past works, it considers: (i) the energy harvesting time of nodes,

(ii) Harvest-Store-Use (HSU) energy harvesting and battery usage protocol, (iii)

battery imperfections, and (iv) a battery cycle constraint that is used to overcome

the memory effect. Recall that such effect will reduce the battery’s usable capacity

if it is charged and discharged repeatedly after a partial discharge and charge,

respectively. This chapter shows analytically that the battery cycle constraint and

leaky batteries lead to unscheduled links. Further, it presents a greedy heuristic

that schedules links according to when their corresponding nodes have sufficient

energy.

This chapter considers a novel research aim: deriving a short TDMA link

schedule that considers nodes with a varying energy harvesting rate and battery

memory effect. To achieve this aim, solutions must address a number of problems.

Consider Figures 4.1a, 4.1b, and 4.1c. Note that links (v1, v2), (v1, v3), and (v1,

v4) interfere with each other and thus cannot be scheduled concurrently. Consider

63
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the HSU battery usage protocol [32], where the harvested energy in slot t can

only be used in slot t + 1, t + 2, . . . . Node v1 needs to wait for three timeslots

to accumulate one unit of energy, denoted as v1|3, and this energy can only

be used after slot t = 3. First, consider the case where nodes have unlimited

battery capacity; denoted by ∼ in Figure 4.1a. Node v1 can use its stored energy

in timeslot t = 4. However, none of its links can be scheduled at time t = 4

because its neighbours have insufficient energy to receive a packet. For example,

link (v1, v2) can be scheduled no earlier than at slot 6 + 1 = 7. After node v1

transmits a packet to node v2 at time t = 7, its remaining energy is sufficient to

transmit a packet to node v3. Thus, link (v1, v3) is scheduled at time t = 8. Then,

node v1 needs to accumulate energy before it can transmit a packet to node v4.

Thus, link (v1, v4) is scheduled at slot t = 8 + 3 + 1 = 12, producing the schedule

length of 12.
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Figure 4.1 An example (a) with interference and harvesting time, (b) plus
battery capacity, and (c) plus battery cycle constraints. The number inside each
node shows the capacity of its battery. The number next to each link denotes its
activation time, and vx|z represents node x requiring z time slots to accumulate
one unit of energy.

Next, consider the case where each battery has a capacity of one unit; see

Figure 4.1b. This means the battery at node v1 can be recharged only after it is

used at time t = 7. Thus, node v1 can transmit the second packet no earlier than

at time t = 7 + 3 + 1 = 11, i.e., after it has harvested sufficient energy. Further,
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it can transmit the third packet no earlier than time t = 11 + 4 = 15. Hence, the

schedule length is 15.

Lastly, consider the case where each battery has a battery cycle constraint;

see Figure 4.1c. Node v1 has a battery with three units of energy and nodes v2,

v3, and v4 each have a battery with two units of capacity. Thus, v1 needs to wait

until slot t = 3×3+1 = 10 to fully recharge its battery before it can transmit one

packet. However, it cannot do so because its neighbours’ battery is yet to be fully

recharged. That is nodes v2, v3, and v4 have to wait until slot t = 6× 2 + 1 = 13,

t = 15, and t = 17, respectively, before their battery can be discharged. The

schedule length in this case is 17.

The preliminary version of the work in this chapter has been presented in [92],

while its full version has been published in [93]. More specifically, reference [92]

described the problem and its solution for perfect batteries, while reference [93]

included imperfect batteries.

The layout of this chapter is as follows. Section 4.1 shows our network model

and formulates the problem. Section 4.2 consists of four subsections; it addresses

key properties of our proposed algorithm in Section 4.2.1, the feasibility study in

Section 4.2.2, a proposed method to shorten superframe length in Section 4.2.3,

and a proposed algorithm in Section 4.2.4. Section 4.3 provides simulation results

to show the performance of our approaches. Finally, Section 4.4 concludes the

chapter.

4.1 Preliminaries

Section 4.1.1 formalises our rWSN model and key notations used in this chapter.

After that, Section 4.1.2 formalises the problem of interest.
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4.1.1 Network Model

A node vi is equipped with a harvester that scavenges energy from its environ-

ment, e.g., solar, and it is equipped with a rechargeable battery with capacity bi

(in unit of ε). It uses the HSU battery usage protocol [32], where the harvested

energy at timeslot t must first be stored before it is used in later slots. Recall that

it is possible to revise the HSU model to apply in the HUS model. Let ri ≥ 1 (in

slots) be the harvesting time or total number of slots that is required by a node

vi to accumulate 1ε of energy. Thus, the harvesting rate of a node is ε
ri

per time

slot. Let 0 < ηi ≤ 1 be the storage efficiency and 0 ≤ µi < 1 be the battery’s

leakage factor (per time slot) of a node vi. This work omits the following cases.

First, when ηi = 0 and µi = 1, the battery of nodes cannot store any harvested

energy and retain its energy, respectively. Second, in each slot, the amount of

harvested energy must be larger than the battery leakage rate µi. Otherwise, any

harvested energy will be lost immediately due to battery leakage. In both cases,

nodes will have no energy to activate links.

All nodes have a minimum battery capacity, i.e., for a node vi, we have bi ≥ 1ε.

They have a single rechargeable battery with a battery cycle constraint [36]. This

constraint requires the battery of a node vi to be: (i) charged to its maximum

capacity bi,max before it can be used/discharged, for 2 ≤ bi,max ≤ bi, and (ii)

discharged to its minimum capacity, bi,min ≥ 1, before it can be charged. We

call (i) and (ii) respectively as the discharging and charging constraint. Conse-

quently, the battery at each node vi can be in one of two modes: (i) charging,

or (ii) discharging. More specifically, the battery cannot be in the charging and

discharging mode at the same time. Without loss of generality, we assume each

battery has an initial energy level of bi,min. Further, we assume bi,min and bi,max

are integers, where bi,min < bi,max.
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For a node vi, let t̃+i,k and t̃−i,k respectively, be the start and end time of its k-th

charging cycle. Similarly, for discharging cycle k at a node vi, its start and end

time are denoted respectively as t+i,k and t−i,k. Further, τ̃i,k and τi,k respectively

are the charging and the discharging time intervals of the battery at a node vi in

cycle k ≥ 1; these quantities are computed as τ̃i,k = t̃−i,k− t̃
+
i,k and τi,k = t−i,k− t

+
i,k.

In other words, the battery at a node vi is being charged during time interval τ̃i,k

and being discharged during time interval τi,k for each cycle k. As illustrated in

Figure 4.2, each battery follows a sequence of a charge-discharge cycle. Thus, we

have t+i,k = t̃−i,k + 1 and t̃+i,k = t−i,k + 1. Note that for each cycle k, the value of τ̃i,k

is dependent on ri, ηi as well as bi,max, while the length of τi,k is affected by bi,min

and the number of times the battery is used to transmit/receive packets at each

cycle k, denoted by ui,k. In addition, both times are affected by the battery’s

leakage factor µi. Note that as ri, µi, ηi, and bi,max are constants, all intervals

τ̃i,k have equal length. In contrast, the value of τi,k may vary at different cycles

because ui,k varies according to the number of transmitted/received packets. In

the remainder of this chapter, the cycle number k is omitted if the context is

clear.

charging 

cycle 1

discharging 

cycle 1

charging 

cycle 2

discharging 

cycle 2

Figure 4.2 Charge-discharge cycles at a node vi at cycle k = 1 and k = 2.

Let b̃i,t and bi,t (in unit of ε) denote the energy level of the battery at a node

vi during a charging and discharging cycle at time slot t, respectively. Thus,

we have b̃i,t̃−i = bi,max and bi,t−i = bi,min. The battery level of a node vi at the

beginning of each charging cycle, i.e., at time t̃+i , is

b̃i,t̃+i = bi,min − µibi,min = (1− µi)bi,min. (4.1)
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This is because: (i) the battery stops discharging at time t−i = t̃+i − 1 when the

amount of energy reaches bi,min, and (ii) there is energy leakage of µibi,min from

time t̃+i − 1 to t̃+i . On the other hand, the battery level of a node vi at the start

of discharging cycle t+i is

bi,t+i = bi,max − µibi,max = (1− µi)bi,max (4.2)

This is because: (i) the battery stops charging at time t̃−i = t+i − 1 when its

battery level reaches its maximum capacity, i.e., bi,max, and (ii) there is energy

leakage of µibi,max from time t+i − 1 to t+i .

Let Ti be the earliest time slot when the battery at a node vi is in discharging

mode. The earliest time in which a link li,j can be scheduled is at time ti,j =

max(Ti, Tj), i.e., when the end nodes of a link li,j can discharge their battery.

For each node vi, we initialise Ti to τ̃i + 1. It is updated when the battery at a

node vi is discharged to transmit/receive a packet.

Figure 4.3a presents a rWSN with four nodes to illustrate our network model.

It shows values of bi,min, bi,max, bi, µi, ηi, and ri for each node vi as well as

the weight of each link li,j. The battery level of each node vi in charging and

discharging mode is computed using Eq. (4.1) and (4.2), e.g., b1,t+1 = b1,max×µ̂1 =

5× 0.99 = 4.95 and b̃1,t̃+1 = b1,min × µ̂1 = 1× 0.99 = 0.99, respectively. As shown

later in Section 4.2, one can compute the charging time and discharging time

intervals for each battery to obtain τ̃1 = 9, τ̃2 = 12, τ̃3 = 20, and τ̃4 = 10. Thus,

we have T1 = τ̃1 + 1 = 10, T2 = 13, T3 = 21, and T4 = 11. Therefore, the earliest

time each link li,j can be scheduled is computed as t1,2 = max(10, 13) = 13,

t2,4 = 13, and t3,1 = 21. In Figure 4.3b, there are two links that experience

primary interference, namely, link l3,1 with l1,2 and l1,2 with l2,4. Also shown is

secondary interference at node v1 that is caused by node v2, i.e., link l3,1 with l2,4.
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v1 | 2

v3 | 8

v2 | 5

v4 | 3

b1 = 5

b3 = 3

b2 = 3

b4 = 4

w3,1 = 1 w2,4 = 3

w1,2 = 2

b1,min = 1

b1,max = 5

μ1 = 0.01

η1 = 1

b2,min = 1

b2,max = 3

μ2 = 0.01

η2 = 1

b3,min = 1

b3,max = 3

μ3 = 0.01

η3 = 1

b4,min = 1

b4,max = 4

μ4 = 0.01

η4 = 1

(a) (b)

Figure 4.3 A rWSN as a (a) graph G, and its (b) conflict graph CG.

4.1.2 Problem Statement

Given a rWSN, our problem, called Link Scheduling with Memory Effect-

1 (LSME-1), is to generate the TDMA link schedule S with minimum length

|S| that satisfies the following constraints: (i) the battery at each node vi ∈ V

satisfies the battery cycle constraint, (ii) each link li,j ∈ E can be scheduled at

timeslot t only if its end nodes are in discharging mode, (iii) each link li,j ∈ E is

scheduled at least wi,j times in S.

Figure 4.4 shows two example of link schedules. Figure 4.4a presents a fea-

sible link schedule with 320 slots which satisfies constraints (i), (ii), and (iii).

Figure 4.4b gives a shorter feasible schedule with |S| = 307 slots. Note that link

scheduling is known to be NP-hard; works such as [59] and [43] assumed nodes

with unlimited energy. This is simply a special case of LSME-1. Thus, our

problem is also NP-hard.

Slot: 1 … 20 … 30 … 140 … 160 … 230 … 320

Schedule: l2,4  l3,1 l2,4 l1,2 l1,2 l2,4

(a) One feasible TDMA link schedule.

Slot: 1 … 13 … 21 … 128 … 152 … 227 … 307

Schedule: l2,4  l3,1 l2,4 l1,2 l1,2 l2,4

(b) The optimal TDMA link schedule.

Figure 4.4 TDMA link schedules for the rWSN in Figure 4.3 with a battery
cycle constraint. Gray coloured slots show no transmissions/receptions. Note
that the figure shows only non-empty slots with empty slot represented as “. . . ”.
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4.1.3 Problem Analysis

We now analyse the effect of a battery cycle constraint on the schedule length

for three fixed topologies, i.e., Line, Binary Tree (BTree), and Grid ; see Sec-

tion 2.6.1.1 for their detailed configurations. We consider that each node has

equal harvesting time of r > 0, that a battery’s usable energy b̂ ≥ 1, and the link

weight w ≥ 1. Note that b̂ is equal to bmax−bmin. The following Propositions 4.1,

4.2, and 4.3 show the effect of a battery cycle constraint on the schedule length

for Line, BTree, and Grid, respectively.

Proposition 4.1. The optimal link schedule for a Line topology with n ≥ 3 has

superframe length

|S| =
⌈

4w

b̂

⌉
× rb̂+ 4w (4.3)

Proof. We first describe by construction how to derive a link schedule for Line

when each node always has energy to transmit/receive packets. For this case with

w = 1, we can schedule links in four different slots as follows. Links in the set

{(2+4i, 3+4i), (5+4i, 4+4i)} can be scheduled in a slot A, for i = 0, 1, · · · , b(n−

2) / 4c; e.g., for n = 9, slot A contains links {(2, 3), (5, 4), (6, 7), (9, 8)}. Then,

reverse the direction of each link in slot A, and schedule the reversed link in slot

B; e.g., slot B contains links {(3, 2), (4, 5), (7, 6), (8, 9)}. Next, schedule links in

the set {(1 + 4i, 2 + 4i), (4 + 4i, 3 + 4i)} in slot C for i = 0, 1, · · · , b(n− 2) / 4c;

e.g., links {(1, 2), (4, 3), (5, 6), (8, 7)}. Finally reverse the links in slot C for slot

D; e.g., links {(2, 1), (3, 4), (6, 5), (7, 8)}. For w > 1, repeat the described four-

slot link schedule, in the same order, for w − 1 times. Thus, we have |S| = 4w.

For example, for w = 2, the following sequence of 4× 2 = 8 slots are constructed:

S = (A,B,C,D,A,B,C,D).

Next, consider the case where each battery follows the battery cycle con-

straint. Notice that each node requires r × b̂ slots to charge its battery to the
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maximum level before it can be used to transmit/receive b̂ packets with no ad-

ditional charging. In other words, there are r × b̂ empty slots, at which time

each node charges its battery to the maximum level, before the battery can be

used to activate, at most, b̂ number of links. Thus, in general, there are in total

4w non-empty slots where links are activated, and
⌈
4w

b̂

⌉
× rb̂ empty slots where

batteries are being charged. For example, consider r = 2, and b̂ = 3 for the afore-

mentioned eight slot schedules S. Due to the battery cycle constraint, there are

2× 3 = 6 empty slots before links in slot A can be activated at Slot-7. Links in

slot B and C are activated at Slot-8 and Slot-9, respectively. Then, nodes need to

recharge their battery to the maximum level, i.e., there are other 2×3 = 6 empty

slots, before links in slots D, A, and B can be activated at Slot-16, Slot-17, and

Slot-18, respectively. Finally, following the other six empty slots, links in slot C

and D are activated at Slot-25 and Slot-26, respectively. Thus, for this example,

|S| =
⌈
4×2
3

⌉
× 2× 3 + 4× 2 = 26. The schedule length is optimal for the follow-

ing two reasons. Firstly, for n ≥ 3, some nodes in Line have four bidirectional

links. Thus, the schedule must contain at least 4w non-empty slots. Secondly,

each node needs rb̂ empty slots before it can schedule b̂ links. In other words,

there are at least
⌈
4w

b̂

⌉
× rb̂ number of empty slots. Thus, the schedule length of⌈

4w

b̂

⌉
× rb̂+ 4w slots, shown in Eq. (4.3), is optimal.

Proposition 4.2. The optimal link schedule for a BTree with L ≥ 3 levels has

superframe length

|S| =
⌈

6w

b̂

⌉
× rb̂+ 6w (4.4)

Proof. We first outline the steps to construct a link schedule for a BTree when

each of its nodes always have energy. Links in a BTree with three levels can

be scheduled in six slots: Slot-1 = {(1, 2), (3, 6)}, Slot-2 = {(2, 1), (6, 3)}, Slot-3

= {(1, 3), (2, 4)}, Slot-4 = {(3, 1), (4, 2)}, Slot-5 = {(2, 5), (3, 7)}, and Slot-6 =
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{(5, 2), (7, 3)}. The link schedules for a four-level BTree can be generated from

the schedules of two BTree with three levels as follows. Denote the larger tree

as T with root R, and the two smaller trees as T1 and T2 with root R1 and

R2, respectively. Tree T is constructed from T1 and T2 by connecting R to R1

with two bidirectional links, and R to R2 with two other links, i.e., T1 and T2

are the left and right subtrees of T , respectively. Thus, renumbering the nodes

in T , the label of nodes R, R1, and R2 are 1, 2, and 3, respectively. Links in

T are scheduled as follows. First, combine the links of T1 scheduled in one slot

with the corresponding links of T2 that are scheduled in the same slot number.

Notice that no links in T1 interfere with any links in T2, and vice versa. Then,

insert each of the four incident links at R into a slot that does not contain any

link that interferes with it. More specifically, links (1, 2), (2, 1), (1, 3), and (3, 1)

are inserted into a slot that contains links (8, 4), (4, 8), (12, 24), and (24, 12),

respectively. Using the same steps, one can schedule links in a five-level tree

using the six-slot schedules of its two four-level subtrees. Repeating the process,

one can always generate the link schedules of a tree with k levels in six slots from

the schedules of its two subtrees with (k − 1) levels, for any k ≥ 4. For w > 1,

repeat the described six-slot link schedule in the same order for w − 1 times.

Thus, we have |S| = 6w.

Next, consider the case where each battery follows the battery cycle con-

straint. Notice that each node requires r × b̂ slots to charge its battery to the

maximum level before it can be used to transmit/receive b̂ packets with no ad-

ditional charging. In other words, there are r × b̂ empty slots, at which time

each node charges its battery to the maximum level, before the battery can be

used to activate, at most, b̂ number of links. Thus, in general, there are in total

6w non-empty slots where links are activated, and
⌈
6w

b̂

⌉
× rb̂ empty slots where

batteries are being charged.
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The schedule length is optimal for the following two reasons. Firstly, for

L ≥ 3, some nodes in a BTree have six bidirectional links. Thus, the schedule

must contain at least 6w non-empty slots. Secondly, each node needs rb̂ empty

slots before it can schedule b̂ links. In other words, there are at least
⌈
6w

b̂

⌉
× rb̂

number of empty slots. Thus, the schedule length of
⌈
6w

b̂

⌉
× rb̂+ 6w slots, shown

in Eq. (4.4), is optimal.

Proposition 4.3. The optimal link schedule length for a Grid of size row ≥ 3

and col ≥ 3 is

|S| =
⌈

8w

b̂

⌉
× rb̂+ 8w (4.5)

Proof. We first outline the steps to construct a link schedule for a Grid when

each of its nodes always has energy. From Proposition 4.1, the link schedule of

each Line graph requires 4w non-empty slots. Next, the following describes how

to produce the schedule for a Grid with length 8w. Further, the length is shown

to be optimal.

Consider the schedule of links in row Line graphs. One can observe that links

in odd rows can be activated in 4w slots. Similar rules apply for links in even rows.

Further, except for links in two consecutive rows, there is no other interference.

Without loss of generality, consider links in R2 and R3 in Figure 2.4. Note that

there is an interference only between nodes in each (2×2) Grid, e.g., nodes {4, 5}

at R2 and {7, 8} at R3, and when their links are in opposite directions, e.g.,

links (4, 5) and (8, 7) that incur interference at nodes 5 and 7. To prevent any

interference, each slot must contain links of the same directions, e.g., links (4, 5)

and (7, 8). Thus, links in all rows can be scheduled in 4w slots. As an example, for

Figure 2.4 with w = 1, the four slots are: Slot-1 = {(1, 2), (4, 5), (7, 8), (10, 11)},

Slot-2 = {(2, 1), (5, 4), (8, 7), (11, 10)}, Slot-3 = {(2, 3), (4, 5), (8, 9), (11, 12)},

and Slot-4 = {(3, 2), (6, 5), (9, 8), (12, 11)}. Use the same construction for links
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in all columns. More specifically, these links are scheduled in 4w slots. Thus, all

links in a Grid can be scheduled in 4w + 4w = 8w slots. Next, consider the case

where each battery follows the battery cycle constraint. Notice that each node

requires r × b̂ slots to charge its battery to the maximum level before it can be

used to transmit/receive b̂ packets with no additional charging. In other words,

there are r × b̂ empty slots, at which time each node charges its battery to the

maximum level, before the battery can be used to activate at most b̂ number of

links. Thus, in general, there are in total 8w non-empty slots where links are

activated, and
⌈
8w

b̂

⌉
× rb̂ empty slots where batteries are being charged.

The schedule length is optimal for the following two reasons. First, for row ≥ 3

and col ≥ 3, some nodes in (row × col) Grid have eight bidirectional links, e.g.,

node 5 and 8 in Figure 2.4. Thus, the link schedule of a Grid requires at least 8w

non-empty slots. Secondly, each node needs rb̂ empty slots before it can schedule

b̂ links. In other words, there are at least
⌈
8w

b̂

⌉
× rb̂ number of empty slots. Thus,

the schedule length of
⌈
8w

b̂

⌉
× rb̂+ 8w slots shown in Eq. (4.5) is optimal.

4.2 Solution

This section first describes eight propositions relied upon by our greedy algorithm.

It then provides two propositions to show that LSME-1 might not have a feasible

solution when the battery of each node has a non-negative leakage rate, i.e.,

µi > 0. Finally, the details of the proposed greedy algorithm are presented in

Section 4.2.4.

4.2.1 Key Properties

Propositions 4.4 and 4.5 relate to batteries in a charging cycle, and Proposi-

tions 4.6 to 4.11 relate to batteries in a discharging cycle. For brevity, we define
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r̂i = ri/ηi, and µ̂i = 1− µi.

Proposition 4.4. The energy level (in ε) of a battery in the charging mode at a

node vi at time slot t, for t̃+i ≤ t ≤ t̃−i , is

b̃i,t = min

bi,max, bi,min × µ̂it−t̃+i +1 +

t−t̃+i −1∑
p=0

µ̂i
p

r̂i

 (4.6)

Proof. The stored energy at time t̃+i + 1 is computed by subtracting the energy

lost due to battery leakage, i.e., µib̃i,t̃+i plus the energy harvested at slot t̃+i , i.e.,

1/r̂i. Thus, b̃i,t̃+i +1 = (1−µi)b̃i,t̃+i +1/r̂i. The energy level b̃i,t̃+i +2 is computed from

b̃i,t̃+i +1 by (i) subtracting the energy leakage that occurs from time t̃+i +1 to t̃+i +2,

(ii) adding the energy harvested in time slot t̃+i + 1, and (iii) substituting b̃i,t̃+i +1

with (1− µi)b̃i,t̃+i + 1/r̂i. Steps (i) and (ii) obtain b̃i,t̃+i +2 = (1− µi)b̃i,t̃+i +1 + 1/r̂i.

Step (iii) substitutes b̃i,t̃+i +1 with (1 − µi)b̃i,t̃+i + 1/r̂i to produce b̃i,t̃+i +2 = (1 −

µi)[(1 − µi)b̃i,t̃+i ] + 1/r̂i = (1 − µi)2b̃i,t̃+i + (1 − µi)/r̂i + 1/r̂i. Then, using energy

level b̃i,t̃+i +2, steps (i) to (iii) are used to compute the energy level at time t̃+i + 3,

i.e., b̃i,t̃+i +3 = (1− µi)3b̃i,t̃+i + (1− µi)2/r̂i + (1− µi)/r̂i + 1/r̂i. Repeating steps (i)

to (iii) for time t̃+i +4, . . . , t−1, t, we obtain the stored energy at the beginning of

time t, i.e., b̃i,t = (1−µi)t−t̃
+
i b̃i,t̃+i +

∑t−t̃+i −1
p=0 (1−µi)p/r̂i. Substituting (1−µi)bi,min

in Eq. (4.1) for b̃i,t̃+i , we have b̃i,t = (1−µi)t−t̃
+
i +1bi,min+

∑t−t̃+i −1
p=0

(1−µi)p
r̂i

. However,

b̃i,t is bounded by the upper limit of battery capacity bi,max, which implies b̃i,t ≤

bi,max. Substituting (1 − µi) with µ̂i, we obtain the expression stated in the

proposition.

Note that when the battery has 100% storage efficiency and no leakage, i.e.,

ηi = 1 and µi = 0, respectively, Eq. (4.6) is reduced to

b̃i,t = min(bi,max, bi,min + (t− t̃+i )/ri) (4.7)
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Proposition 4.5 computes the charging time interval τ̃i = t̃−i − t̃+i of the battery

at a node vi, i.e., the number of slots needed to charge the battery to its maximum

level bi,max starting from its minimum level bi,min.

Proposition 4.5. The charging time interval for the battery of a node vi is

computed as

τ̃i =


ri(bi,max − bi,min), ηi = 1 and µi = 0

d
log (

1−r̂iµibi,max
1−r̂iµiµ̂ibi,min

)

log µ̂i
e, 0 < ηi < 1 and 0 < µi < 1

(4.8)

Proof. We set t = t̃−i in Eq. (4.6) to compute the maximum energy level of the

battery at a node vi, i.e., bi,max. Thus, we have

bi,max = bi,min × µ̂iτ̃i+1 +

τ̃i−1∑
p=0

µ̂i
p

r̂i
(4.9)

For case (i): ηi = 1 and µi = 0, we set µ̂i = 1 and r̂i = ri in Eq. (4.9) to yield

bi,max = bi,min + τ̃i/ri. Thus, τ̃i = ri(bi,max − bi,min) as shown in Eq. (4.8). For

case (ii): 0 < ηi < 1 and 0 < µi < 1, i.e., µ̂i 6= 1, we use the geometric series [94]

to produce
∑τ̃i−1

p=0
µ̂i
p

r̂i
= 1

r̂i

µ̂
τ̃i
i −1
µ̂i−1 . Thus, Eq. (4.9) becomes

bi,max = bi,min × µ̂iτ̃i+1 +
1

r̂i

µ̂τ̃ii − 1

µ̂i − 1
(4.10)

Solving Eq. (4.10) for τ̃i, we obtain Eq. (4.8).

The amount of energy that leaks from the battery of a node vi per slot, i.e.,

r̂iµi, and the battery’s leakage rate µi in case (ii) of Eq. (4.8), must be less than

1
bi,max

and 1
r̂iµ̂ibi,min

, respectively. Otherwise, the battery will never be able to

charge to its maximum level.
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We first present Eq. (4.11) and (4.12) that are used in Propositions 4.6 and

4.7. Consider a battery of a node vi with an energy level of x at time t1, i.e.,

bi,t1 = x. As the battery leaks, the energy level of the battery at time t2 ≥ t1 is

reduced to

bi,t2 = xµ̂t2−t1i (4.11)

Eq. (4.11) is used to compute the amount of energy that has leaked from the

battery of a node vi from time t1 to t2, i.e., ∆t2
i,t1

= bi,t1 − bi,t2 for bi,t1 = x as

∆t2
i,t1

= x(1− µ̂t2−t1i ) (4.12)

Propositions 4.6 to 4.11 relate to a battery in discharging mode. Propo-

sition 4.6 computes the energy level of the discharging battery at time t, for

ti < t ≤ t−i , where ti is the most recent time the battery was used. From time ti

to t, the energy level decreases due to battery leakage only. Thus, Proposition 4.6

is valid only for batteries with a non-negative leakage rate, i.e., µi > 0.

Proposition 4.6. The energy level (in ε) of the discharging battery at a node vi

at timeslot t, for ti < t ≤ t−i is

bi,t = max(bi,min, bi,max × µ̂
t−t+i +1
i − µ̂t−tii ) (4.13)

Proof. Following Eq. (4.2), the battery level at time t+i is bi,t+i = bi,max×µ̂i. Using

Eq. (4.12), the amount of energy leaked from time t+i to ti, for x = bi,t+i is

∆ti
i,t+i

= bi,t+i × (1− µ̂ti−t
+
i

i ) (4.14)

Thus, after spending 1ε of energy at time ti, the remaining energy of the battery

at the end of slot ti is

bi,ti = bi,t+i −∆ti
i,t+i
− 1 (4.15)
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Now, as per Eq. (4.12), the energy leaked from time ti to t, for x = bi,ti , is

∆t
i,ti

= bi,ti × (1− µ̂t−tii ) (4.16)

Thus, the remaining energy at time t is

bi,t = bi,ti −∆t
i,ti

(4.17)

Using (4.2) in (4.14), (4.2) and (4.14) in (4.16), (4.15) in (4.16), and (4.15) and

(4.16) in (4.17), we obtain

bi,t = bi,max × µ̂
t−t+i +1
i − µ̂t−tii (4.18)

As the energy level is lower bounded by bi,min, we thus obtain Eq. (4.13).

Note that when the leakage rate is µi = 0, the energy level of a battery at a

node vi at time slot t is bi,t = bi,ti − 1. This is because the energy level decreases

only due to packet transmission/reception.

Let δb2i,b1 be number of timeslots needed to discharge the battery of a node vi

from level b1 ≤ bi,max to b2 ≥ bi,min due to battery leakage only. The following

Proposition 4.7 computes δb2i,b1 , which is applicable only when each battery has a

non-negative leakage rate of µi > 0.

Proposition 4.7. The discharging time interval, due to battery leakage only, for

the battery of a node vi, to decrease from b1 ≤ bi,max to b2 ≥ bi,min is given as

δb2i,b1 = b log(b2)− log(b1)

log(µ̂i)
c (4.19)
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Proof. First, we set ∆t2
i,t1

= b1− b2 and x = b1 in Eq. (4.12). As a result, we have

b1 − b2 = b1(1− µ̂
δ
b2
i,b1
i ) (4.20)

Then we solve Eq. (4.20) for δb2i,b1 to obtain Eq. (4.19).

Proposition 4.8 computes the next earliest time when the battery at a node

vi can be used to transmit/receive a packet.

Proposition 4.8. Consider the battery at a node vi is last used at time ti ≥

τ̃i + 1. The next earliest timeslot when the battery at a node vi can be used to

transmit/receive a packet is

Ti =


ti + σi,ti × τ̃i + 1, µi = 0

ti + σi,ti × (δb2i,b1 + τ̃i) + 1, µi > 0

(4.21)

Proof. The next earliest time the battery at a node vi can be used depends on

the remaining battery level at time ti, i.e., bi,ti . For Case (i): µi = 0, Eq. (4.21)

considers two sub-cases: (a) bi,ti = bi,min, and (b) bi,ti > bi,min. For sub-case

(a), the battery needs to be recharged. This sub-case requires a charging time

interval of τ̃i, computed by Eq. (4.8). Thus, we have Ti = ti + τ̃i + 1 because the

harvested energy needs to be stored first before it can be used. For this sub-case,

σi,ti in Eq. (4.21) is set to 1. For sub-case (b), the battery at node vi can still be

discharged to transmit/receive another packet at time t+ 1, i.e., Ti = ti + 1, and

thus σi,ti in Eq. (4.21) is set to 0.

For Case (ii): µi > 0, there are two sub-cases: (a) bi,ti < (bi,min + 1), and

(b) bi,ti ≥ (bi,min + 1). For sub-case (a), when the remaining energy is less

than (bi,min + 1), the battery needs to be recharged. However, the battery cycle

constraint requires the energy level of the battery to reach bi,min first before it can
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be recharged. Using Eq. (4.19), it takes b log(bi,min)−log( bi,ti )
log(µ̂i)

c slots to discharge the

battery (due to leakage) from level bi,ti = b1 to bi,min = b2. Then, we use Eq. (4.8)

to compute the charging time interval, τ̃i. Thus, we have Ti = ti + (δb2i,b1 + τ̃i) + 1

because the harvested energy needs to be stored first before it can be used. For

this sub-case, we have σi,ti = 1. For sub-case (b), the battery at a node vi can

still be discharged to transmit/receive another packet at time ti. Thus, the next

earliest time the battery at a node vi can be discharged to transmit/receive a

packet is slot Ti = ti + 1. For this sub-case, we have σi,ti = 0.

For a given discharging cycle k, let Ti,k > Ti be the time at which the energy

level at a node vi is bmin + 1. In other words, Ti,k is the latest time the battery

can be used in the discharging cycle k.

Proposition 4.9. The latest time the battery can be used for a given discharging

cycle k is

Ti,k = Ti + b log(bi,min + 1)− log(bi,Ti)

log(µ̂i)
c (4.22)

Proof. The energy level at time Ti is bi,Ti . The discharging time interval from level

bi,Ti to bi,min+1 can be computed using Eq. (4.19) for b1 = bi,Ti and b2 = bi,min+1.

Thus, time Ti,k can then be obtained by computing the sum of time Ti and the

discharging time, as given in Eq. (4.22).

For a given time Ti,k, Proposition 4.10 computes the earliest time Ti at which

the battery at a node vi can be used to transmit/receive a packet. In other words,

Ti = t+i,k+1. Figure 4.5 illustrates the relationship between times Ti,k and Ti of

Propositions 4.9 and 4.10, respectively.

Proposition 4.10. The earliest time Ti > Ti,k at which the battery at a node vi

can be used is

Ti = Ti,k + b
log bi,min − log bi,Ti,k

log µ̂i
c+ τ̃i + 1 (4.23)
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k k + 1

Ti
Ti,k Ti = 

Figure 4.5 An illustration for Propositions 4.9 and 4.10. The dashed (solid)
lines represent charging (discharging) cycles.

Proof. At time Ti,k, a node vi’s energy level is bi,min + 1. We need to discharge

it first to energy level bi,min before it can be recharged. The discharging time is

computed using Eq. (4.19), for b1 = bi,Ti,k = bi,min + 1 and b2 = bi,min, shown as

the second term of the right hand side of Eq. (4.23). Then, we need to charge

the battery from bi,min to bi,max before it can be used. We use Eq. (4.8) to

compute the charging time interval, τ̃i. After its fully charged, as per the HSU

model, the battery can be discharged in the next slot, which explains the +1 in

Eq. (4.23).

Let αi be the duration from time Ti,k to t+i,k+1, i.e., αi = t+i,k+1 − Ti,k; see

Figure 4.6. Recall that t+i,k is the starting time of a discharging cycle k of the

battery at a node vi at which time the battery has energy level bi,max × µi. The

time duration αi includes (i) time to discharge 1ε of energy, i.e., from bi,min + 1

to bi,min at cycle k, before the battery can start charging at cycle k + 1, (ii) time

to charge the battery from level bi,min to bi,max at cycle k+ 1, and (iii) a one slot

delay before the stored energy can be used at time t+i,k+1, as required by the HSU

model. One can use Eq. (4.19) with b1 = bi,min + 1 and b2 = bi,min to compute

(i), and Eq. (4.8) to compute (ii). Thus, we have

αi = b log(bi,min)− log(bi,min + 1)

log(µ̂i)
c+ τ̃i + 1 (4.24)
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Let βi denote time duration from t+i,k to Ti,k, i.e., βi = Ti,k−t+i,k; see Figure 4.6.

In other words, the battery takes βi slots to discharge all its stored energy (due

to leakage only) from level bi,t+i,k
= bi,max × µ̂i to bi,min + 1. Using Eq. (4.19), we

have

βi = b log (bi,min + 1)− log (bi,max × µ̂i)
log µ̂i

c (4.25)

The following proposition computes t+i,k+m and Ti,k+m for the battery at a node

vi in a discharging cycle k +m, for integer m = 0, 1, . . ..

Proposition 4.11. Consider the battery of a node vi in a discharging cycle k,

and the battery is not used from time t+i,k to Ti,k+m, for any integer m = 0, 1, . . ..

For a given Ti,k, the value of t+i,k+m and Ti,k+m can be computed as

t+i,k+m = Ti,k +mαi + (m− 1)βi (4.26)

Ti,k+m = Ti,k +mαi +mβi (4.27)

Proof. For m = 0, we have t+i,k = Ti,k−βi, which is true by definition. For m = 1,

we have t+i,k+1 = Ti,k + αi, which is also true by the definition of αi or Eq. (4.24).

To compute t+i,k+2, we must include the number of slots required to discharge

the battery from the energy level at time t+i,k+1 to that at time Ti,k+1, and the

time duration from time Ti,k+1 to time t+i,k+2. Thus, t+i,k+2 = Ti,k+1 + αi + βi =

Ti,k + 2αi + βi. Similarly, for m = 3, we have t+i,k+3 = Ti,k+2 + αi + βi = Ti,k +

3αi+2βi. Repeating the steps to compute t+i,k and Ti,k for m = 4, 5, . . ., we obtain

Eq. (4.26) and Eq. (4.27), respectively. Note that for each pair of Ti,k and t+i,k at

any discharging cycle k, we have βi = Ti,k − t+i,k.

Figure 4.6 illustrates the relationship between αi, βi, t
+
i,k, and Ti,k used in

Eq. (4.24), (4.25), (4.26), and (4.27), respectively. Note that variable Ti,k is used
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Ti,k Ti,k+1 Ti,k+mTi,k+m-1

k k + 1

�i �i �i 

... k + m

�i �i 

Figure 4.6 An illustration for Eq. (4.24) to Eq. (4.27).

only for batteries with a leakage rate of µi > 0. Thus, Propositions 4.9, 4.10, and

4.11 are not relevant for batteries with a leakage rate of µi = 0.

We now describe a scenario to schedule a link li,j in Figure 4.7. Consider a link

li,j and case (i): t+i,k < t+j,k in Figure 4.7a. A link li,j can be activated at timeslot

ti,j = max{t+i,k, t
+
j,k} = t+j,k only if (a) ti,j ≥ t+j,k+n, and (b) t+j,k+n ≤ Ti,k+m, for

m,n = 0, 1, . . .. Similarly, for case (ii): t+j,k < t+i,k in Figure 4.7b, a link li,j can

be activated at timeslot ti,j = t+i,k only if (a) ti,j ≥ t+i,k+m, and (b) t+i,k+m ≤ Tj,k+n.

In other words, we need to compute the two inequalities: (i) t+j,k+n ≤ Ti,k+m and

(ii) t+i,k+m ≤ Tj,k+n to determine the time ti,j to schedule each link li,j. Using

Eq. (4.26) and (4.27), for inequalities (i) and (ii), we obtain, respectively,

n(αj + βj)−m(αi + βi) ≤ Ti,k − Tj,k + βj (4.28)

m(αi + βi)− n(αj + βj) ≤ Tj,k − Ti,k + βi (4.29)

...

...

Ti,k

Tj,k

infeasible 

schedule

Ti,k+m

Tj,k+n

feasible 

schedule

(a) Case (i): t+i,k < t+j,k.

...

...

Ti,k

Tj,k

Ti,k+m

Tj,k+n

(b) Case (ii): t+j,k < t+i,k.

Figure 4.7 Two scenarios to schedule a link li,j.

One can use Satisfiability Modulo Theories (SMT) solver, e.g., Mistral [95],

to solve linear inequalities over integers for expressions (4.28) and (4.29). The
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Mistral solver implements the Cuts-from-Proofs algorithm [96]. The solver is able

to generate solutions for systems of linear inequalities that contain between 10

and 45 variables and between 15 and 50 inequalities per system. For problem

LSME-1, it is preferable to find a pair (m,n) with the minimum of max{m,n}

for inequalities (4.28) and (4.29) to minimise time ti,j so that a link (i, j) can

be scheduled earlier. Therefore, in this paper, we propose a simple heuristic

function, called findmn(.), to obtain such a pair of (m,n) for inequalities (4.28)

and (4.29). Function findmn (i, j, Ti,k, Tj,k) generates the values of m and n for

inequalities (4.28) and (4.29) as follows. Initially, it sets (m,n) = (0, 0). From

Eq. (4.26) and (4.27), increasing the value of m results in a larger t+i,k+m and Ti,k+m

value. Similarly, a larger n value increases t+j,k+n and Tj,k+n. To minimise time

ti,j, findmn(.) needs to find the minimum integer values for m and n. Consider

t+i,k < t+j,k, i.e., case (i) in Figure 4.7a, and t+j,k+n > Ti,k+m. For this case, a

larger value of Ti,k+m is needed. Thus, findmn(.) increases the value of m in

(4.28) from m = 0 to m′ = 1 to increase the value of Ti,k+m, which also increases

t+i,k+m. The function findmn(.) also finds the value of n′ from (4.28) when it

uses m′ = 1. Next it produces a new value of m in (4.29) using n′, e.g., m′′. If

m′′ ≤ m′, the values (m′ = 1, n′) satisfy both (4.28) and (4.29), thus it returns

(m′, n′). However, if m′′ > m′, it uses m′′ in (4.28) to further increase the value

of Ti,k+m and obtains a new value for n, e.g., n′′. If n′′ ≤ n′, it stops at a feasible

solution (m′′, n′). However, if n′′ > n′, it uses n′′ in (4.29) to generate an updated

value of m, e.g., m′′′, which is then used to obtain another new value for n in

(4.28), namely n′′′. Function findmn(.) repeats the iterations until it finds the

first feasible solution for m and n. Thus, the link (i, j) can be scheduled at time

ti,j = max(t+i,k+m, t
+
j,k+n).

To illustrate how the function findmn(.) works, consider a link li,j with Ti =

22, Ti,k = 74, Tj = 93, Tj,k = 132, αi = 78, αj = 81, βi = 90, and βj = 39. In
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this example, Tj = t+j,k because t+j,k = Tj,k − βj = 132 − 39 = 93. However, we

have Ti 6= t+i,k, in which the battery at node vi has been used in a discharging

cycle k. From (4.28) and (4.29), we respectively have (i) 120n − 168m ≤ −19,

and (ii) 168m− 120n ≤ 148. Notice that the link li,j cannot be activated at time

ti,j = max(22, 93) = 93 because t+j,k > Ti,k; see Figure 4.8. Thus, we need to shift

the discharging cycle of the battery at node vi to the next cycle by increasing time

Ti,k+m. To shift one cycle, function findmn(.) sets m = m′ = 1 in (i) and obtains

n′ = 0. As shown in Figure 4.8, the cycle now starts at t+i,k+1 = 152 and ends

at Ti,k+1 = 242, which are obtained by substituting m = 1 into Eq. (4.26) and

(4.27), respectively. The function then sets m = m′ = 1 in (ii) and gets n′ = 1 > 0

that indicates the need for shifting the cycle for the battery at node vj by one

cycle. Otherwise, the link cannot be activated at time ti,j = max(152, 93) = 152

because t+i,k+1 > Tj,k; see Figure 4.8. Setting n = n′ = 1 in (4.29), the function

gets a new value of m, i.e., m′′ = 1. Notice that m′′ ≤ m′, indicating that we

do not need to further shift the duration for node vi, i.e., (m = 1, n = 1) is a

feasible solution for (4.28) and (4.29). Thus, the link li,j can be scheduled at time

ti,j = max(t+i,k+1, t
+
j,k+1) = max(152, 213) = 213.

22 74

93 132

m = 0

n = 0

152 242

m = 1

213 252

n = 1

Ti,kTi
Ti,k+1

Tj,kTj
Tj,k+1

Figure 4.8 A discharging cycle of the battery at node vi (top) and vj (bottom).



4.2. Solution 86

4.2.2 Problem Solution Feasibility

This section aims to show the feasibility of LSME-1. While, in general, two

linear inequalities always have a solution, the values of m and n can be non-

integers [96]. One can use proof of unsatisfiability in [96] to determine if two

linear inequalities have no integer solution. Thus, LSME-1 for batteries with

a leakage rate of µi > 0 might not have a feasible solution, i.e., there can be

some links li,j ∈ E which cannot be scheduled. This is because a link (i, j) can

be scheduled only when the batteries at its end nodes are simultaneously in a

discharging cycle at the start of the same slot m or n, or different slots m and n.

Recall that expressions (4.28) and (4.29) are for case µi > 0.

Consider a link (i, j) and slot t at which time the batteries of end nodes vi

and vj are in a charging and discharging cycle, respectively. Thus, the link (i, j)

at time t cannot be scheduled. We call such a link (i, j) as an unscheduled link

or u-link at time t, denoted by (i, j)t, if its end nodes’ other adjacent links will

never be scheduled at or after time t. Let Et ⊆ E be a set of u-links at time

t. Intuitively, when the batteries of the end nodes of each u-link have the same

harvesting time, storage efficiency, leakage rate, and minimum and maximum

battery levels, the batteries will never reach a discharging cycle at the same time,

and thus the link cannot be scheduled. This is because the batteries will have the

same charging and discharging intervals. The intuition is one possible necessary

condition that prohibits expressions (4.28) and (4.29) having integers m and n as

their solution. It is stated and formally proved in the following proposition.

Proposition 4.12. Each u-link (i, j)t ∈ Et cannot be scheduled if all batteries

have the same values of harvesting time ri, storage efficiency ηi, leakage rate µi,

minimum battery level bi,min, and maximum battery level bi,max.



87 4.2. Solution

Proof. The proof considers three cases: (i) set Et contains only one u-link (i, j)t,

(ii) set Et contains more than one u-links where any pairs of them are not adjacent

to each other, and (iii) set Et contains more than one u-link where some pairs of

them are adjacent to each other. For case (i), we show that u-link (i, j)t cannot be

scheduled as follows. For ri = rj, µi = µj, ηi = ηj, bi,min = bj,min, bi,max = bj,max,

Eq. (4.8) obtains τ̃i = τ̃j. Thus, for τ̃i = τ̃j, bi,min = bj,max, and µi = µj, Eq. (4.24)

produces αi = αj. Similarly, Eq. (4.25) has βi = βj. Let α denote both αi and αj,

and β denote both βi and βj. Further we set T = Ti,k−Tj,k. Thus, we can convert

expressions (4.28) and (4.29) into the following two expressions, respectively,

n(α + β)−m(α + β) ≤ T + β (4.30)

m(α + β)− n(α + β) ≤ −T + β (4.31)

One necessary condition for (4.30) and (4.31) to have integer solution for m and

n is when m 6= n. Otherwise, the batteries at node vi and node vj cannot be

simultaneously in a discharging cycle because both batteries have the same afore-

mentioned parameters, and thus they have the same charging interval and the

same discharging interval. Now, we aim to show that any solution for expres-

sions (4.30) and (4.31) cannot have integer values of m and n. Without loss of

generality, consider Ti,k > Tj,k, and thus T > 0. Multiplying both sides of (4.30)

by −1, we have

m(α + β)− n(α + β) ≥ −T − β (4.32)

Thus, from (4.31) and (4.32), we have

− T − β ≤ m(α + β)− n(α + β) ≤ −T + β (4.33)
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or

−(T + β)

(α + β)
≤ m− n ≤ (−T + β)

(α + β)
(4.34)

Notice that we have (−T +β) < (α+β) because T is a positive integer. Thus, we

have (−T +β)
(α+β)

< 1. Further, −(T +β)
(α+β)

has a negative value, or we have −(T +β)
(α+β)

< 0.

Thus, we have

−(T + β)

(α + β)
< 0 ≤ m− n < (−T + β)

(α + β)
< 1 (4.35)

Since m 6= n, i.e., m− n 6= 0, we have

0 < m− n < 1 (4.36)

which means the value of m − n is a fraction. Thus, either variable m or n is a

fraction.

For case (ii), we repeat the proof for case (i) for each u-link (i, j)t ∈ Et.

Accordingly, none of the u-links in the set can be scheduled. Finally, for case

(iii), arbitrarily consider one u-link (i, j)t ∈ Et. Following the proof for case

(i), u-link (i, j)t cannot be scheduled. Next, consider an adjacent link of (i, j)t,

e.g., a u-link (i, k)t. We argue that (i, k)t cannot be scheduled because all of

its parameters are unchanged. Note that the expressions (4.30) and (4.31) of

u-link (i, k)t can have integer solutions m and n, and thus the link (i, j) can be

scheduled only if the batteries’ parameters, i.e., leakage rate µi, storage efficiency

ηi, minimum battery level bi,min, and maximum battery level bi,max, change.

To illustrate Proposition 4.12, consider the network in Figure 4.9 in which the

link (1, 2) is activated first at slot 13. We have T1 = T2 = 93, T1,k = T2,k = 132,

T3 = 13, and T3,k = 52. Further, Et = {(2, 3), (3, 1)}. We show that u-link

(2, 3)t cannot be scheduled as follows. Eq. (4.8) obtains τ̃2 = τ̃3 = 12, while

Eq. (4.24) and (4.25) produce α2 = α3 = α = 81 and β2 = β3 = β = 39,
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respectively. Further, we have T = T2,k − T3,k = 132 − 52 = 80. Thus, we have

−119
120

< 0 ≤ m− n ≤ − 41
120

< 1 for (4.35), and 0 < m− n < 1 for (4.36), meaning

either value of m or n is a fraction. Thus, u-link (2, 3)t=93 cannot be scheduled

and the parameters for u-link (3, 1)t remain unchanged. Similarly, u-link (3, 1)t

cannot be scheduled because all of its parameters are the same as those of u-link

(2, 3)t.

While it is important to find all necessary conditions that prohibit expres-

sions (4.28) and (4.29) to have integer values of m and n for their solution,

unfortunately, we failed to generate the conditions due to the complexity of the

problem.

w1,2 = 1

v1

v2 v3

w2,3 = 1

w3,1 = 1

Figure 4.9 A cycle with three nodes: an example for a non-existing solution.
Each node vi has bi,min = 1, bi,max = 3, bi = 3, µi = 0.01, ηi = 1, and ri = 5.

The following proposition formally shows that LSME-1 for batteries with

µi = 0 always has a feasible solution.

Proposition 4.13. LSME-1 for batteries with a leakage rate of µi = 0 will always

have a feasible solution, i.e., it is possible to activate each link li,j ∈ E.

Proof. For a leakage rate of µi = 0, the battery at a node vi makes a transition

from a discharging to a charging cycle only after its energy is used to activate

at least one incident link at a node vi. Consider a link li,j ∈ E. Without loss of

generality, assume the battery at a node vi has a longer discharging cycle than at

a node vj. In other words, the battery at a node vi is less frequently used than
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the battery at node vj. For this case, the battery at a node vj will transition to a

charging cycle earlier than the battery at a node vi. Thus, the battery at a node

vi remains in a discharging cycle while the battery at a node vj is being recharged

to its maximum level. When the battery at a node vj is back to a discharging

cycle, the link li,j can be activated.

4.2.3 A Method to Shorten Superframe Length

The link schedule of a rWSN that complies with the battery cycle constraint will

become longer when the batteries of nodes have a smaller leakage rate µi. The

reason is as follows. Consider a battery of a node vi that has an energy level of

bi,min + x, for x < 1ε. The battery cycle constraint requires the energy level of

the battery to reach bi,min before it can be recharged. However, discharging the

non-usable energy from the battery takes longer when its leakage rate is smaller.

As an example, consider a battery with bi,min = 1 and x = 0.5. For a leakage rate

of µi = 0.01, b1 = 1.5, and b2 = 1, Eq. (4.19) produces 40 timeslots to discharge

the 0.5ε of energy. The discharging time will significantly increase to 405464 slots

when its leakage rate is µi = 10−6. The longer discharging time leads to a longer

schedule because the battery requires more time before it can be recharged to

bi,max so that it can be used to activate links.

To shorten the discharging time, we assume each node is able to discard or

flush its excess energy x at slot t in the next slot t + 1. One way for a node to

flush excess energy of size x is by using the energy to transmit a dummy packet

in a given slot. This protocol, henceforth called energy flush, is similar to that

assumed in [36]. Briefly, the work in [36] used two batteries, called primary and

secondary, which were in discharging and charging mode, respectively. When the

secondary battery was fully charged, it became the primary battery, while the
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other became the secondary battery, i.e., it goes into charging mode, even when

its energy level had not reached the minimum, i.e., bi,min in our model.

The use of the energy flush protocol affects the computation of Eq. (4.19)

when it has b1 = bi,min + x for x < 1, and b2 = bi,min. For this case, the value of

δb2i,b1 is set to 1 because according to the energy flush protocol the x excess energy

can be discharged in one slot. Consequently, for this case, we need to set the

value of δb2i,b1 in Eq. (4.21) to 1. Thus, Eq. (4.21) for µi > 0, b1 = bi,min + x for

x < 1, and b2 = bi,min becomes

Ti = ti + σi,ti × (1 + τ̃i) + 1 (4.37)

4.2.4 LSBCC

This section provides the details of our heuristic algorithm to solve LSME-1,

called Link Scheduler with Battery Cycle Constraint (LSBCC). The al-

gorithm aims to schedule all non-interfering links at the earliest possible timeslot

when the battery at its end nodes can be used, i.e., in discharging mode. Further,

it uses the conflict graph CG to check the interference links.

We first describe LSBCC in Algorithm 2 which considers batteries with a

leakage rate of µi > 0. LSBCC sets time t = 0 as the beginning of timeslot and

the battery of each node is initially in charging mode. In Lines 1−3, LSBCC uses

function INIT (.) to initialise the following eight parameters for each node vi. The

function initialises the energy level of the battery at each node vi to bi,min, i.e.,

b̃i,0 = bi,min. It uses Eq. (4.8) to compute τ̃i, i.e., the charging time interval for the

battery at a node vi. It sets time duration αi and βi using Eq. (4.24) and (4.25),

respectively. It initialises ti to the last time the battery at a node vi is discharged

to zero. It also sets Ti to τ̃i + 1 and Ti,k to Ti + βi. Recall that Ti and Ti,k are
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the earliest time and the latest timeslot when the battery at a node vi can be

discharged to transmit/receive one packet. Finally, it initialises bi,Ti , the energy

level of the battery at a node vi at time Ti, to bi,max × µ̂i, i.e., bi,Ti = bi,max × µ̂i.

Algorithm 2 LSBCC

Input: G(V,E), ri, bi, bi,max, bi,min, µi, ηi of each node vi ∈ V , weight wi,j of
each link li,j ∈ E, and conflict graph CG
Output: Superframe S
1: for each node vi ∈ V do
2: INIT (b̃i,0, τ̃i, αi, βi, ti, Ti, Ti,k, bi,Ti)
3: end for
4: for each link li,j ∈ E do
5: ti,j = COMP ti,j(vi, vj)
6: end for
7: K = {node li,j in CG with min{ti,j}}
8: K ′ = ORDER(K)
9: t←min{ti,j}

10: for each li,j ∈ K ′ do
11: if NOT CONFLICT (li,j,S[t]) then
12: S[t]← S[t] ∪ li,j
13: wi,j ← wi,j − 1
14: if wi,j = 0 then
15: remove node li,j from CG
16: end if
17: ti ← tj ← t
18: bi,ti ← bi,Ti × µ̂

ti−Ti
i − 1

19: bj,tj ← bj,Tj × µ̂
ti−Tj
j − 1

20: Ti ← COMP Tα(i)
21: bi,Ti ← COMP bα(i)
22: Tj ← COMP Tα(j)
23: bj,Tj ← COMP bα(j)

24: Ti,k ← Ti + b log (bi,min+1)−log bi,Ti
log µ̂i

c

25: Tj,k ← Tj + b log (bj,min+1)−log bj,Tj
log µ̂j

c
26: end if
27: end for
28: repeat Lines 4−27 until all wi,j = 0

Lines 4−6 use function COMP ti,j(.) in Algorithm 3 to compute the earliest

time each link (i, j) can be activated, i.e., ti,j. If the batteries of nodes vi and vj

are at the same discharging cycle, Line 2 of COMP ti,j(.) sets ti,j to the earliest



93 4.2. Solution

Algorithm 3 COMP ti,j
Input: vi, vj
Output: ti,j

1: if Tj ≤ Ti,k or Ti ≤ Tj,k then
2: ti,j ←max(Ti, Tj)
3: else
4: if SATISFY (i, j) is true then
5: findmn(i, j, Ti,k, Tj,k)
6: t+i,k+m ← Ti,k +mαi + (m− 1)βi
7: t+j,k+n ← Tj,k + nαj + (n− 1)βj
8: bi,t+i,k+m

← bi,max × µ̂i
9: bj,t+j,k+n

← bj,max × µ̂j
10: Ti,k+m ← Ti,k +mαi +mβi
11: Tj,k+n ← Tj,k + nαi + nβi
12: ti,j ←max(t+i,k+m, t

+
j,k+n)

13: else
14: ti,j ← 231 − 1
15: end if
16: end if
17: return(ti,j)

time at which both batteries can be discharged. On the other hand, when the two

batteries are not at the same discharging cycle, Lines 4−15 aim to obtain the

earliest time that the battery at nodes vi and vj can be at the same discharging

cycle. More specifically, Line 4 first uses the proof of unsatisfiability [96] in

function SATISFY (.) to determine if expressions (4.28) and (4.29) for a link (i, j)

have integer solutions. If so, Line 5 uses function findmn(.) to compute a pair

(m,n) that satisfies expressions (4.28) and (4.29). Otherwise, Line 14 sets ti,j to

a large integer value, i.e., 231−1, to denote that the link li,j can not be scheduled

in this iteration. Note that it is possible that the link li,j can be scheduled in the

future. Lines 6−7 compute the starting time of the next discharging cycle of the

battery at nodes vi and vj. Lines 8−9 obtain the battery levels of nodes vi and

vj. Lines 10−11 recompute the ending time of the next discharging cycle of the

battery at nodes vi and vj. Line 12 computes ti,j.
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Line 7 of LSBCC creates a set K that stores all links (i, j) that have the same

earliest activation time. Line 8 then uses function ORDER(K) to sort links in

set K in order of decreasing weight wi,j. Links with equal wi,j are sorted in the

decreasing node degree of their end nodes, and for a tie, links are sorted in the

increasing order of their node labels.

Line 9 sets t with the earliest slot, i.e., min{ti,j}. Lines 10−27 repeatedly

schedule each link li,j ∈ K ′ in order. Each selected link in Line 12 does not

cause interference or is interfered by links that have been scheduled in slot t; see

the condition in Line 11. Each slot in S is initially empty. Note that function

CONFLICT (.) uses a matrix M of size |E|2 that contains Boolean variables to

represent the conflict graph of the network; i.e., M [a, b] is set to “1” if there is an

interference between links a and b. Line 13 decreases the weight of each selected

link li,j by one. Once the weight reaches zero (see Line 14 ), Line 15 removes the

link from contention.

Line 17 sets the last time that batteries at the end nodes of the selected link

li,j is used, i.e., ti and tj, to the current time. Further, Lines 18−19 compute

the energy levels of the battery at nodes vi and vj at time ti, after the nodes

have transmitted/received one packet. Line 20 uses function COMP Tα(.) that

implements Eq. (4.21) to update the next earliest time the battery at node vi

can be discharged. Line 21 uses function COMP bα(.) to compute the battery’s

energy level at time Ti, which depends on the remaining energy level at time ti,

i.e., bi,ti . More specifically, if bi,ti is greater than or equal to (bi,min + 1), then

bi,Ti is set to bi,ti × µ̂i as the battery can still be used to transmit/receive one

packet. Otherwise, bi,Ti is set to bi,max× µ̂i since the battery has been charged to

its maximum level. Similarly, LSBCC computes the next earliest time and energy

level of the battery at node vj in Lines 22−23. Lines 24−25 use Eq. (4.22) to

obtain the latest time the battery at nodes vi and vj can be used. Finally, the
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steps from Line 4 are repeated until all links are scheduled, i.e., wi,j = 0.

Next, we describe how to adjust LSBCC in Algorithm 2 for use in the case

when the battery at each node vi is leak-free, i.e., for case µi = 0. The adjustment

comprises the following four changes to Algorithm 2: a) Function INIT (.) in

Line 2 of LSBCC does not initialise parameters αi, βi, and Ti,k. Recall that

these three parameters are used only for batteries with µi > 0; b) Replace Line

5 of Algorithm 2 with ti,j = max(Ti, Tj). Note that function COMP ti,j(.) is

applicable only for batteries with µi > 0; c) Set bi,Ti to bi,max in Line 21 if bi,ti is

equal to bi,min. Otherwise, set bi,Ti to bi,ti . Do a similar adjustment in Line 23 as

in Line 21 ; and lastly, d) Omit Lines 24−25.

For an example, consider the rWSN and conflict graph CG shown in Figure 4.3.

The function INIT (.) for each node vi sets the following eight parameters as: (i)

b̃1,0 = b̃2,0 = b̃3,0 = b̃4,0 = b1,min = 1; (ii) τ̃1 = 9, τ̃2 = 12, τ̃3 = 20, τ̃4 = 10;

(iii) α1 = 78, α2 = 81, α3 = 89, α4 = 79; (iv) β1 = 90, β2 = β3 = 39, β4 = 67;

(v) t1 = t2 = t3 = t4 = 0; (vi) T1 = τ̃1 + 1 = 10, T2 = 13, T3 = 21, T4 = 11;

(vii) T1,k = T1 + β1 = 100, T2,k = 52, T3,k = 60, T4,k = 78; and (viii) b1,T1 =

b1,max × µ̂1 = 5 × 0.99 = 4.95, b2,T2 = 2.97, b3,T3 = 2.97, b4,T4 = 3.96. Lines

4−6 obtain t1,2 = 13, t2,4 = 13, and t3,1 = 21. Line 7 inserts links l1,2 and l2,4

into the set K, and thus Line 8 obtains K ′ = {l2,4, l1,2} because w2,4 > w1,2, and

Line 9 sets t = 13. Line 11 finds that l2,4 has conflict with l1,2, and thus Line

12 inserts only link l2,4 into S[13], and Line 13 reduces w2,4 by one and hence it

becomes two. Line 17 sets t2 = t4 = 13. Lines 18−19 compute b2,13 = 1.97 and

b4,13 = 2.88. Lines 20−23 obtain T2 = 93, b2,T2 = 2.97 and T4 = 14, b4,T4 = 2.85.

Lines 24−25 then compute T2,k = 132 and T4,k = 49. Line 28 repeats the steps

from Line 4 until all links have wi,j = 0. Finally, LSBCC produces the link

schedule S in Figure 4.4b, i.e., S = [ S[13] = {l2,4}, S[21] = {l3,1}, S[128] =

{l2,4}, S[152] = {l2,4}, S[227] = {l1,2}, S[307] = {l1,2} ]. The generated schedule
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contains 303 empty slots as the battery at each node needs time to charge to its

maximum level before it can be used to transmit/receive packets.

Proposition 4.14. The time complexity of LSBCC is O(W |E|2), where W =∑
(i,j)∈|E|

(wi,j).

Proof. Lines 1−3 take O(|V |). Lines 4−6 require O(|E|) because Lines 1−17

of function COMP ti,j take O(1) each and these lines are repeated at most |E|

times. Line 7 takes O(|E|). Line 8 sorts all links in K using the function

ORDER(K) that requires O(|E| log |E|). Line 9 takes O(1). Line 11 requires

O(|E|2) to construct a matrixM which represents the conflict graph CG. Function

CONFLICT (li,j,S[t]) in Line 11 uses the matrix at most |E| times. Hence, it

takes O(|E|). Lines 12−25 take O(1) each. The for loop in Lines 10−27 is

repeated at most |E| times, and thus, the loop requires at most O(|E|2). Line 28

repeats Lines 4−27 W times. Thus, the time complexity of LSBCC is O(W |E|2).

Notice that the time complexity of LSBCC becomes O(|E|3) if each link weight

has a constant value. For this case, LSBCC runs in polynomial order of the

number of links |E|. Further, the running time of the algorithm worsens on the

networks that contain a high number of links. Nevertheless, since LSBCC runs

in polynomial order of |E|, it is scalable for use in larger sized networks.

4.3 Evaluation

Section 4.3.1 analyses the schedule length when nodes use a battery that adheres

to the battery cycle constraint but with no leakage. Section 4.3.2 aims to analyse

the effects of parameters ri, bi, bi,max, and ηi on the feasibility of LSME-1 when

nodes have a battery with a leakage rate of µi > 0. Finally, Section 4.3.3 evaluates
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the impact of the battery cycle constraint on the link schedule length, and on

the number of charge/discharge cycles for rWSNs with leak-free batteries and for

those with batteries that leak.

Table 4.1 lists the parameter values used in our simulation. We consider

arbitrary networks with 10 to 50 nodes randomly deployed on a 40×40 m2 area.

The average number of links |E| are 28, 125, 273, 470, and 758 for networks

with 10, 20, 30, 40, and 50 nodes, respectively. Each node has a transmit and

interference range of 15 and 30 meters, respectively. We arbitrarily set the range

of values of ri and wi,j to {2, 3, . . . , 17} as in [44] and {1, 2, . . . , 5}, respectively.

We use leakage rate µi values in the set {1, 1.2, 1.4, 1.6, 1.8, 2.0, 2.2, 2.4}×10−6

per slot since the battery’s leakage rate is 20% per 24 hours [97]. We set each

slot to one second. Further, we consider batteries with 100% storage efficiency,

and arbitrarily set the values of bi, bi,min, and bi,max. Note that as reported in

Section 3.3.3.1 of Chapter 3, the battery capacity has an insignificant effect on

the superframe length |S|. Our results are an average of over 100 random node

deployments.

Table 4.1 Parameter values used in our evaluation.

Parameter Value (s)
Network size 40×40 m2

Transmit range 15 m
Interference range 30 m
|V | {10, 20, 30, 40, 50}
ri {2, 3, 4, . . . , 17}
µi {1, 1.2, 1.4, 1.6, . . . , 2.4} × 10−6

ηi 1.0
bi 3ε
bi,min 1ε
bi,max 3ε
wi,j {1, 2, 3, 4, 5}
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4.3.1 Battery with No Leakage

The aim of this section is to study how the battery cycle constraint affects the

superframe length |S| when each battery has no leakage, i.e., µi = 0. Recall

that, as stated in Proposition 4.13, LSME-1 always has a feasible solution for

µi = 0. This section performs two evaluations. First, it compares the performance

of LSBCC against LSNBC. Briefly, LSNBC is a version of LSBCC without the

battery cycle constraint. Second, it investigates the effect of energy harvesting

time ri on the link schedules produced by LSBCC. All experiments consider 10 to

50 nodes with the following parameter values: bi = 3ε, bi,max = 3ε, and bi,min = 1ε.

4.3.1.1 LSBCC versus LSNBC

This section compares the performance of LSBCC against LSNBC in terms of

superframe length |S| and the total number of charge/discharge cycles. Briefly,

LSNBC is similar to LSBCC but without the battery cycle constraint. For this

experiment, we consider rWSNs with 10 to 50 nodes with harvesting time ri = 5.

We set the battery capacity bi to 3ε of energy, its minimum energy level bi,min to

1ε, and maximum energy level bi,max to 3ε. Each link weight is randomly fixed to

a value between 1 and 5, i.e., wi,j = [1, 5].

LSBCC vs LSNBC on Superframe Length: Figure 4.10 shows that the

superframe length |S| produced by LSBCC is longer than LSNBC. In a rWSN

with 10 nodes, LSBCC produces 42 more slots (30.43% longer) as compared to

using LSNBC. The results are consistent for other networks, i.e., |V | = 20, 30,

40, and 50 nodes. LSBCC produces superframes that are 19.4%, 17.9%, 17.94%,

and 17.47% longer than in LSNBC, respectively, with standard deviation values

ranging between 56 and 129. The reason for this is that nodes using LSBCC need

to wait for their batteries to be fully charged before they can discharge them.
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Figure 4.10 LSBCC versus LSNBC in terms of |S|.

LSBCC vs LSNBC on Charge/Discharge Cycles: As shown in Fig-

ure 4.11, the number of charge/discharge cycles produced by LSBCC is less than

LSNBC. For example, when |V | = 10, LSBCC has 64 cycles less than in LSNBC;

i.e., 77.11% less. The results are consistent for |V | = 20, 30, 40, and 50. More

specifically, LSBCC requires 78.86%, 81.03%, 82.62%, and 84.05% fewer cycles

than LSNBC, respectively. This is because each battery in LSBCC needs to be

charged only when its energy level reaches the minimum. Notice that there is a

trade-off between longer link schedules and lesser charge/discharge cycles. For

example, for rWSN with |V | = 30, the number of cycles is reduced by 81.03%

at the expense of a 17.9% longer superframe length |S|. Recall that a battery

that has lower number of cycles will have a longer lifetime. In the remaining

experiments, we only consider LSBCC.

4.3.1.2 Effect of Harvesting Time

This section investigates the effect of harvesting time ri on |S| and charge/dis-

charge cycles. In this simulation, we consider various ri values, namely 1, 5, 10, 15,

and 20 slots, in a rWSN with 10 to 50 nodes. We set bi = 3ε, bi,min = 1ε,
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Figure 4.11 LSBCC versus LSNBC on charge/discharge cycles.

bi,max = 3ε, and each link has weight wi,j = 3.

Effect on Superframe Length: From Figure 4.12, we see that the energy

harvesting time of nodes has a significant effect on |S|, i.e., increasing their energy

harvesting time results in a longer superframe. Specifically, for a rWSN with 10

nodes, when ri is increased by 4 slots, i.e., from 1 to 5, |S| jumps from 68 to

173 slots−an increase of 1.54 times. Similarly, when ri is increased from 5 to 20

with an interval of 5, i.e., from 5 to 10, 10 to 15, and 15 to 20, |S| is further

increased by 139, 140, and 140 slots, meaning the link schedule increases by 0.8,

0.45, and 0.31 times, respectively. We observe similar trends in rWSN with 20,

30, 40, and 50 nodes. For example, for a rWSN with 50 (100) nodes, when ri

increases from 1 to 20 with an interval of 5, |S| is increased by 1.33 (1.34), 0.72

(0.72), 0.42 (0.42), 0.3 (0.3) times, respectively. The increase in |S| is because

each battery needs more time to be charged to its maximum level before it can

be used to transmit/receive a packet. Also notice that the |S| for each network

size increases almost linearly when ri is increased from 1 to 20. Further, the rate

of increase (in slots) in smaller networks, e.g., |V | = 10, is less than that of larger

networks, e.g., |V | = 50. This is because more nodes mean that more links will
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need to be scheduled and that more links will have to wait for sufficient energy

before they can be activated. Figure 4.12 also shows that the increase in |S| is

more significant in denser networks; see the results for 100 nodes.
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Figure 4.12 Effect of harvesting time ri on |S|.

Effect on Charge/Discharge Cycles: In our experiment, for |V | = 10, 20,

30, 40, and 50, LSBCC produced 86, 377, 821, 1412, and 2276 charge/discharge

cycles, respectively, for all values of ri. The results showed that increasing ri

does not affect the number of battery charge/discharge cycles. This is because

charge/discharge cycles depend on the energy level of the battery, not on ri.

Hence, the varying value of ri does not impact on the cycles.

4.3.1.3 Effect of Battery’s DoD

This section studies the effect of Depth of Discharge (DoD) on |S| and the number

of charge/discharge cycles. Recall that DoD corresponds to the percentage of

battery capacity that has been discharged. This experiment considers the battery

of each node vi with equal capacity of bi = 20ε, and DoD of 5%, 25%, 50%, 75%

and 100%; thus, the usable energy for each discharge cycle is 1ε (5% of 20ε), 5ε,
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10ε, 15ε, and 20ε, respectively. For the five DoD values, LSBCC fixes the value

of bi,max to 20, and uses five different values of bi,min, i.e., 19, 15, 10, 5, and 0, for

DoD of 5%, 25%, 50%, 75%, and 100%, respectively. We set ri = 5 and wi,j = 10

in a rWSN with 10, 20, 30, 40, and 50 nodes.

Effect on Superframe Length: Figure 4.13 shows that increasing DoD has

an insignificant effect on |S|. As an example, when |V | = 10 and 20, increasing

DoD from 5% to 25% enlarges |S| by 6.58% (547 to 583) and 0.57% (1394 to

1402), respectively. Similarly, for |V | = 30, 40, and 50, there is only a decrease

in |S| of 0.39% (2033 to 2025), 0.12% (2583 to 2580), and 0.12% (3338 to 3334),

respectively. Further, when DoD increased from 5% to 100%, the |S| increased

only by 7.03% (583 to 624), 4.21% (1402 to 1461), 1.14% (2025 to 2048), 0.12%

(2580 to 2583), and 0.27% (3334 to 3343) for |V | = 10, 20, 30, 40, and 50,

respectively. This is because the battery’s DoD corresponds to the battery’s

usable capacity, e.g., a battery with a maximum capacity of 20 and DoD of 30%

has usable energy of 6, while the same battery with DoD of 80% has a larger usable

energy of 16. Thus, increasing a battery’s DoD is equivalent to increasing the

battery’s usable energy or its capacity. Recall that as reported in Section 3.3.3.1

of Chapter 3, battery capacity has an insignificant effect on |S|.

Effect on Charge/Discharge Cycles: As shown in Figure 4.14, increasing

DoD decreases the number of charge/discharge cycles. For example, when DoD

increased from 5% to 25% in a rWSN with 10 nodes, the number of charge/dis-

charge cycles decreased by 394.78% (from 569 to 115). Similarly, for rWSNs with

|V | = 20, 30, 40, and 50 nodes, there are 399% (2505 to 502), 399.45% (5469

to 1095), 399.73% (9405 to 1882), and 399.84% (15165 to 3034), respectively,

decreases in the number of charge/discharge cycles. In addition, increasing DoD

from 25% to 100% reduces the number of charge/discharge cycles from 115 to 29

(a decrease of 74.78%), 502 to 126 (74.9%), 1095 to 274 (74.98%), 1882 to 471
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Figure 4.13 Effect of battery’s DoD on |S|.

(74.97%), and 3034 to 759 (74.98%) for |V | = 10, 20, 30, 40, and 50, respectively.

The decrease in the number of charge/discharge cycles when DoD increases is be-

cause the battery at each node has more usable energy. Thus, larger DoD values

are preferable because the capacity of a battery tends to drop if it has a large

number of charge/discharge cycles [98].
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Figure 4.14 Effect of battery’s DoD on charge/discharge cycles.
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4.3.2 Feasible Solutions of LSME-1

This experiment aims to empirically demonstrate that the LSME-1, in general,

does not always have a feasible solution, i.e., some links cannot be scheduled for

some battery leakage rates µi > 0. More specifically, it analyses the impact of

parameters ri, bi, bi,max, ηi, and µi > 0 on LSME-1’s solution. The experiment

considers five cases, i.e., all nodes have: 1) the same parameter values, 2) random

parameter values, 3) different values of µi, 4) different values of ri, and 5) different

values of pair (ri, µi). Each case considers two different values of link weight,

i.e., wi,j = 1 and wi,j = 3. Table 4.2 summarises the number of scheduled links

for each case. The proof of unsatisfiability [96] is used on inequalities (4.28) and

(4.29) of each link (i, j) to determine if the link can be scheduled.

Table 4.2 The number of scheduled links (in %).

Various Cases
|V |

10 20 30 40 50

Case (1)
wi,j = 1 21.43 7.2 6.59 4.47 3.56
wi,j = 3 8.33 2.4 2.08 1.56 1.19

Case (2)
wi,j = 1 78.57 91.20 94.87 97.59 98.68
wi,j = 3 84.52 89.07 94.26 96.81 97.63

Case (3)
wi,j = 1 100 100 100 100 100
wi,j = 3 100 100 100 100 100

Case (4)
wi,j = 1 100 100 100 100 100
wi,j = 3 100 100 100 100 100

Case (5)
wi,j = 1 100 100 99.63 95.53 90.24
wi,j = 3 97.62 100 99.15 95.53 93.18

4.3.2.1 Same Parameter Values

All nodes use the same values of parameters ri, bi, bi,max, µi, and ηi, each of which

is selected randomly from sets {2, 5}, {3, 4}, {3, 4}, {1, 2.2} × 10−6, and {0.9, 1},

respectively. For link weight wi,j = 1, most links cannot be scheduled, i.e., only

21.43% (6 of 28), 7.2% (9 of 125), 6.59% (18 of 273), 4.47% (21 of 470), and 3.56%
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(27 of 758) of the total number of links in networks with 10, 20, 30, 40, and 50

nodes, respectively, can be scheduled; see Case (1) in Table 4.2. Recall that a

link (i, j) can be scheduled only if the batteries of its end nodes i and j have an

energy level of at least 1ε and are in the same discharging cycle. Alternatively,

a link (i, j) cannot be scheduled because one fails to find integer values of m and

n that satisfy the expressions (4.28) and (4.29). Similar results are obtained for

wi,j = 3, where each link needs to be scheduled three times. More specifically,

only 8.33% (7 of 3 × 28 = 84), 2.4% (9 of 375), 2.08%, 1.56%, and 1.19% of the

total link schedules can be generated for networks with 10, 20, 30, 40, and 50

nodes, respectively.

4.3.2.2 Random Parameter Values

Each node is assigned with randomly generated parameters. More specifically, we

randomly set ri ∈ {2, 3, 4, 5}, bi ∈ {3, 4}, bi,max ∈ {3, 4}, µi ∈ {1, 1.4, 1.8, 2.2} ×

10−6, and ηi ∈ {0.9, 1}. The average number of scheduled links increases when we

assign random parameter values at nodes. As an example, Table 4.2 shows that

for wi,j = 3 and |V | = 30, Case (2) produces only 5.74% unscheduled links as

compared to 97.92% in Case (1). Notice that the results for wi,j = 1 and wi,j = 3

for Case (2) are consistent. As an example, for |V | = 50 and wi,j = 1 (wi,j = 3),

LSBCC is able to schedule 98.68% (97.63%), i.e., 740 of 758 (2244 of 2274) links.

4.3.2.3 Different Values of µi

Each node is set to have the same value of parameters ri = 2, bi = 3ε, bi,min = 1ε,

bi,max = 3ε, and ηi = 1. Different values of µi are assigned to the end nodes of

each link as follows: (i) using the chromatic number algorithm [99] to compute

the minimum number of different values of µi for each network; (ii) using the

vertex colouring algorithm [99] to assign the end nodes of each link with different
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values of µi ∈ {1, 1.2, 1.4, 1.6, . . . , 2.4} × 10−6.

As shown in Case (3) of Table 4.2, the average number of scheduled links

reaches 100% for all network sizes. However, it does not guarantee the feasibility

of LSME-1’s link schedule. For example, when ri ∈ {2, 4} and with other

parameters retaining the same value, 99.56% of links can be scheduled for |V | = 50

with wi,j = 3. Note that this result is not shown in Table 4.2 to reduce space.

4.3.2.4 Different Values of ri

Each node is assigned with the same value of the following parameters: bi = 3ε,

bi,min = 1ε, bi,max = 3ε, µi = 1×10−6, and ηi = 1. However, the end nodes of each

link use different values of harvesting time ri, each of which is randomly drawn

from set {2, 3, 4, . . . , 17}. As in Section 4.3.2.3, the chromatic number and vertex

colouring algorithms are used to assign different values of ri to the end nodes of

each link. For link weight wi,j = 1 and wi,j = 3, the total number of links that

can be scheduled are 100% for |V | = 10, 20, 30, 40, and 50 nodes; see Case (4) in

Table 4.2. However, setting the end nodes of each link with a different harvesting

time increases the number of scheduled links.

4.3.2.5 Different Values of Pair (ri, µi)

Each node is assigned with the same value of the following parameters: bi = 3ε,

bi,min = 1ε, bi,max = 3ε, and ηi = 1. However, the end nodes of each link have

different values of pair (ri, µi), for harvesting time ri ∈ {2, 3, 4, 5, 6} and leakage

rate µi ∈ {1, 1.2, 1.4, 1.6, . . . , 2.4} × 10−6. Hence, there are 5 × 8 = 40 different

(ri, µi) pairs, i.e., (2, 1 × 10−6), (2, 1.2 × 10−6), (2, 1.4 × 10−6), (2, 1.6 × 10−6),

. . ., (2, 2.4 × 10−6), (3, 1 × 10−6), . . ., (6, 2.4 × 10−6). As in Section 4.3.2.3, the

chromatic number and vertex colouring algorithms [99] are used to assign different

pairs of (ri, µi) to the end nodes of each link. As shown in Case (5) of Table 4.2,
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the average number of links that can be scheduled is 100%, only for networks with

10 (wi,j = 1) and 20 nodes. Table 4.2 shows that, for wi,j = 1 (wi,j = 3), LSBCC

is able to schedule 99.63% (99.15%), 95.53% (95.53%), and 90.24% (93.18%) of

the links in networks with 30, 40, and 50 nodes, respectively.

The results in Table 4.2 show that except for Case (2), the percentage of links

that can be scheduled decreased for networks with a larger number of nodes.

This is because larger networks have more links, and hence they have a higher

probability that links will have end nodes that do not have the same discharging

cycle. Thus, these links cannot be scheduled. Further, assigning the end nodes

of each link with different values of µi, ri, or pair (ri, µi), i.e., in Cases (3), (4),

and (5), respectively, tends to reduce the number of unscheduled links.

4.3.3 Leak-Free versus Leaky Battery

This section aims to compare the impact of the battery cycle constraint on net-

works where nodes have a leak-free battery and on those where nodes have a

battery that leaks. Firstly, it presents the results of a simulation that evaluates

the effect of the battery cycle constraint on the link schedule. The results com-

pare the superframe length |S| generated by LSBCC against LSNBC. Secondly,

it aims to see which constraint, charging or discharging, has a larger effect on

the schedule length. Recall that a battery charging constraint forces the battery

to be charged only when its capacity reaches the minimum level. On the other

hand, a battery discharging constraint imposes a condition on the battery that

it can be used only when its energy level reaches maximum. Here, we compare

the superframe length |S| generated by two versions of LSBCC: (i) LSCC that

considers only charging constraint, and (ii) LSDC that enforces only discharg-

ing constraint. Finally, it provides the results of a simulation that examines the
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effect of the battery cycle constraint on the number of charge/discharge cycles.

Each simulation considers 10 to 50 nodes and uses the following parameter values:

bi = 3ε, bi,max = 3ε, bi,min = 1ε, and ηi = 1. Note that for all simulations, the

parameters ri and µi are set to values that ensure there is a feasible link schedule.

4.3.3.1 LSBCC versus LSNBC

In this simulation, we set ri ∈ {2, 3, 4, 5, 6} and wi,j = 3. The leakage rate µi

of batteries is set to a value in {1, 1.2, 1.4, 1.6, 1.8} × 10−6. We first evaluate

the effect of using the energy flush method, discussed in Section 4.2.3, on the

superframe length |S|. Let LSBCCf (LSBCCnf ) denote LSBCC that does (does

not) use energy flush. Then, we compare the |S| produced by LSBCCf against

that by LSNBC.

Table 4.3 Superframe length |S| of LSBCCf and LSBCCnf .

|V | LSBCCf LSBCCnf

10 327 13336041
20 841 38888681
30 1247 54636058
40 1618 116185914
50 2106 149635876

As shown in Table 4.3, all superframes generated by LSBCCnf are significantly

longer than LSBCCf . For example, in networks with |V | = 10 nodes, LSBCCnf

produced 13335714 more slots (40782 times longer) as compared to those gener-

ated by LSBCCf . Similarly, LSBCCnf generated 46240, 43813, 71807, and 71051

times longer superframes than those by LSBCCf in networks with |V | = 20, 30,

40, and 50 nodes, respectively. As explained in Section 4.2.3, discharging a bat-

tery when its energy level is less than bi,min + 1 takes vast number of slots when

its leakage rate is very small, e.g., 10−6. In the remaining simulations, we use

only LSBCC that utilises the energy flush method.
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Figure 4.15 shows that the superframe length |S| produced by LSBCC is

longer than LSNBC. As an example, for networks where nodes have a leak-free

battery and |V | = 10 nodes, LSBCC produced 33 more slots (27.73% longer)

as compared to when using LSNBC. The results are consistent for other net-

works, i.e., |V | = 20, 30, 40, and 50 nodes. LSBCC produced superframes that

are 24.77%, 25.82%, 28.43%, and 28.36% longer than in LSNBC, respectively,

with standard deviation values ranging between 63 and 143. For rWSNs with

a battery that leaks, LSBCC generated 206 more slots (1.7 times longer) than

LSNBC in |V | = 10. Similarly, LSBCC produced 1.43, 1.37, 1.35, and 1.35 times

longer superframes than LSNBC when there are |V | = 20, 30, 40, and 50 nodes,

respectively, with standard deviation values ranging between 61 and 298. This is

because LSBCC needs to wait for the battery at each node to be charged (dis-

charged) to its maximum (minimum) level before it can be discharged (charged).

These results showed that the battery cycle constraint of each battery results in

a negative impact on the schedule length. Note that this experiment produced

similar results for link weight wi,j = 1; those results are not presented to save

space.

Figure 4.15 also showed that networks that use leaky batteries have longer

link schedules than those that use leak-free batteries. Specifically, LSNBC with

|V | = 10, 20, 30, 40, and 50 nodes produced superframes that are 1.68, 5.81, 7.79,

10.06, and 10.48 times longer, respectively, for networks with a leaky battery as

compared to when they use a leak-free battery. This is because with leakage, a

battery needs a longer time to accumulate sufficient energy to transmit/receive

a packet. The negative impact of using a leaky battery on the schedule length is

more apparent in LSBCC. More specifically, for |V | = 10 nodes, LSBCC produced

175 more slots (1.15 times longer) when the battery of the nodes leak. Similarly

for networks with 20, 30, 40, and 50 nodes, LSBCC generated superframes that
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are 1.06, 1.03, 1.01, and 1.02 times longer, respectively, for networks with a

battery that leaks as compared to when they use a leak-free battery. This is

reasonable because a battery that leaks will mean a node will take longer time to

be charged to its maximum level and will have a shorter discharging time period

than a leak-free battery.

LSNBC in Leak-Free Battery

LSBCC in Leak-Free Battery

LSNBC in Leak Battery

LSBCC in Leak Battery

Figure 4.15 LSBCC versus LSNBC in networks where each node has a leak-free
or a leaky battery in terms of |S|.

4.3.3.2 Charging versus Discharging Constraint

Figure 4.16 shows that in networks with batteries that leak, LSCC generates

more slots than LSDC, which means the charging constraint has a greater effect

on schedule length than the discharging constraint. More specifically, LSCC

produces a superframe 0.67 (111 more slots), 0.65, 0.47, 0.41, and 0.77 times

longer than LSDC for networks with 10, 20, 30, 40, and 50 nodes, respectively,

with standard deviation values ranging between 52 and 1190. This is because for

LSCC, the battery of each node can only be charged if its capacity has reached

the minimum level, while LSDC allows the battery to be charged at anytime. In

contrast, for a leak-free battery, LSDC produces schedules with more slots than

LSCC. For example, LSDC generates a superframe 0.32 (32 more slots), 0.82,
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0.92, 0.97, and 1.04 times longer than LSCC for networks with 10, 20, 30, 40,

and 50 nodes, respectively, with standard deviation values ranging between 31

and 144. This is because when the battery of a node is leak-free, energy usage is

only due to packet transmission/reception. That is, a battery does not reduce to

its minimum level from energy loss due to leaking.

LSCC in Leak-Free Battery

LSDC in Leak-Free Battery

LSDC in Leak Battery

LSCC in Leak Battery

Figure 4.16 LSCC versus LSDC in networks where each node has a leak-free or
a leaky battery in terms of |S|.

4.3.3.3 Charge/Discharge Cycles

In this simulation, we set ri = 5 and wi,j = [1, 5]; in addition, the leakage rate

of the batteries is set to µi = {1, 1.2, 1.4, 1.6, . . . , 2.4} × 10−6. Figure 4.17 shows

that the number of charge/discharge cycles produced by LSBCC is significantly

less than that for LSNBC, regardless of battery type. As an example, when

nodes have a leak-free battery and there are |V | = 10, 20, 30, 40, and 50 nodes,

LSBCC generates 43.54% or 64 fewer cycles, 44.09%, 44.76%, 45.24%, 45.67%

fewer cycles, respectively, than LSNBC, with standard deviation values ranging

between 22 and 303. Similarly, when the battery of a node leaks, LSBCC has

45.89%, 46.15%, 46.73%, 47.41%, and 47.11% fewer cycles than LSNBC for 10,
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LSBCC in Leak-Free Battery

LSNBC in Leak-Free Battery

LSBCC in Leak Battery

LSNBC in Leak Battery

Figure 4.17 LSBCC versus LSNBC in networks where each node has a leak-free
or a leaky battery in terms of the number of charge/discharge cycles.

20, 30, 40, and 50 nodes, respectively, with standard deviation values ranging

between 66 and 602. Due to the battery cycle constraint, each charge (discharge)

occurs only when the battery has reached its minimum (maximum) energy level

in LSBCC. On the other hand, when using LSNBC, a node’s battery can be

charged (discharged) at any slot when it is (is not) used.

Figure 4.17 also shows that the number of charge/discharge cycles for nodes

that have a leak-free battery is less than for the case when the battery leaks, for

both LSBCC and LSNBC. For example, for |V | = 10 nodes, LSBCC requires

51.46% fewer cycles when nodes are equipped with a leak-free battery than when

they have a battery that leaks. The results are consistent for networks with

20, 30, 40, and 50 nodes. More specifically, for the leak-free-battery case, there

are 50.67%, 50.43%, 49.98%, and 50.25% fewer cycles than when nodes have a

battery that leaks. Similarly, LSNBC and nodes with a leak-free battery result in

53.48%, 52.48%, 52.2%, 51.97%, and 51.57% fewer cycles than when they use a

leaky battery for |V | = 10, 20, 30, 40, and 50 nodes, respectively. This is because

a leak-free battery has lesser charging time interval than one that leaks.
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4.3.4 Effectiveness of LSBCC

To analyse the performance of LSBCC, we compute the ratio R ≥ 1 between

its generated |S| and the optimal bound as per Propositions 4.1, 4.2, and 4.3 for

Line, BTree, and Grid, respectively. We set wi,j = 3, bi = 3, bi,min = 0, bi,max = 3,

b̂i = 3, and ri = 1, 5, 10, 15, 20. Recall that b̂i = bi,max − bi,min.

As shown in Figure 4.18, LSBCC always produces the optimal superframe for

Line, for any values of ri. On the other hand, for ri = 1, BTree and Grid produce

an average of R = 1.3 and R = 1.39, respectively. However, LSBCC has a better

performance for larger values of ri. Specifically, when ri ≥ 5, LSBCC has an

average performance ratio R of 1.27 and 1.29 for BTree and Grid, meaning the

superframe lengths are 27% and 29%, respectively, away from the optimal value

for rWSNs with 10 to 100 nodes.

Figure 4.18 The performance of LSBCC in fixed topologies with a various num-
ber of nodes for µi = 0 and ηi = 1.



4.4. Chapter Summary 114

4.4 Chapter Summary

This chapter addressed a new link scheduling problem, called LSME-1. It con-

sidered the memory effect that degrades the lifetime of a node’s battery. The

problem was challenging as nodes have a limited battery capacity, different har-

vesting times, and leakage rates. As a solution, this chapter proposed an al-

gorithm called LSBCC. It also showed, analytically, the impact of enforcing a

battery cycle constraint. One main finding was that if nodes’ batteries have a

non-negative leakage rate, i.e., µi > 0, the batteries at some end nodes may never

be in the same discharging cycle. Thus, the link of such end nodes cannot be

scheduled. This finding was supported by our extensive simulations, whereby

the number of unscheduled links can be up to 98.81% of the total number of

links in the networks. When all links can be scheduled, enforcing the battery

cycle constraint increased the superframe length by up to 1.71 times. However, it

reduced the number of charge/discharge cycles by up to 47.41% as compared to

cases where nodes do not have the battery cycle constraint. Hence, it can prolong

the battery’s lifetime. Further, LSBCC in networks with leak-free batteries pro-

duced up to 0.54 (0.52) times shorter schedules (fewer charge/discharge cycles)

than those with leaky batteries. Our simulations also showed that an increase in

energy harvesting time, linearly, increases link schedules. LSBCC produced the

optimal superframe length for Line, and up to 1.61 and 1.79 times of the theo-

retical superframe length bounds for BTree and Grid, respectively, for ri ≥ 1. In

Chapter 5, we consider the use of a dual-battery system in rWSNs to reduce the

schedule length.



Chapter 5

Link Scheduling in rWSNs with a

Dual-Battery System

This chapter considers the problem of activating links in an rWSN. It considers:

(i) the energy harvesting time of nodes, (ii) the battery cycle constraint that

accounts for memory effect, and (iii) nodes with a dual-battery system. It outlines

a greedy algorithm that schedules links according to the earliest time in which

a battery at the end nodes of each link can be discharged or is full. Figure 5.1

illustrates the dual-battery system. As shown in the figure, while the node is

using Battery 1, Battery 2 can be recharged. The node switches the role of its

batteries when one battery is fully charged and the other is fully discharged [37];

see the dashed arrows.

Energy

Harvester
Sensor 

node
Battery 2

Battery 1

Figure 5.1 A sensor node with a dual-battery system.
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To explain the link scheduling problem, consider Figure 5.2, where links

(v1, v2), (v1, v3), (v1, v4), and (v1, v5) interfere with each other and hence can-

not be activated concurrently. We use the HSU battery usage protocol [51].

Recall that in HSU any harvested energy must be stored in a battery before use.

For example, node v1 needs to wait for three timeslots to accumulate one unit

of energy, denoted by v1|3, before the energy can be used, no earlier than slot 4.

Specifically, we consider the following three scenarios. First, consider Figure 5.2a,

where each node has one battery with a capacity of four units and without bat-

tery cycle constraint. Node v1 needs to wait until v2 can use one unit of energy

at time t = 7 + 1 = 8 before it transmits a packet to v2. Its second packet, which

is destined for v3, is transmitted at time t = 8 + 1 = 9; this is the earliest time v3

has sufficient energy. Further, its third and fourth packets can be transmitted no

earlier than time 12 and 15, respectively. As a result, the schedule length is 15.

Next, consider Figure 5.2b where each node has one battery with the same

capacity as in Figure 5.2a. However, each battery has the battery cycle constraint.

Thus, v1 has to wait until slot t = 3 × 4 + 1 = 13 to fully recharge and use its

battery. However, at this time, it cannot transmit because its neighbours’ battery

is yet to be fully recharged. That is, nodes v2, v3, v4, and v5 have to wait until

slots t = 7 × 4 + 1 = 29, t = 33, t = 37, and t = 41, respectively, before their

batteries can be discharged. Thus, the example depicted in Figure 5.2b has a

longer schedule, i.e., 41, than that in Figure 5.2a.

Lastly, consider Figure 5.2c, where each node has two batteries with the bat-

tery cycle constraint. The total energy available at each node is the same as in

Figure 5.2b. Node v1 needs six slots to fully charge its first battery. Its second

battery starts charging after the first battery is fully charged. Therefore, at slot

t = 6 + 6 = 12, the second battery is full and can be discharged at slot 13. Node

v1 needs to wait until slot t = 6 + 1 = 7 before its first battery can be used
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to transmit a packet. However, it has to wait for its neighbours to fully charge

their first batteries. Note that nodes v2, v3, v4, and v5 require 15, 17, 19, and 21

slots, respectively before their first battery can be discharged. Now, node v1 can

transmit a packet to node v2, v3, v4, and v5 at slots t = 15, t = 17, t = 19, and

t = 21, respectively. Thus, the schedule length is 21 versus 41 in Figure 5.2b.

This example shows the benefit of employing a dual-battery system at nodes.

Note that at t = 19 and t = 21, node v1 uses its second battery.

v1 | 3

4

4

4

4

v2 | 7 v3 | 8

v4 | 9

8 9

12

4

v5 | 10

15

(a)

v1 | 3

4

4

4

4

v2 | 7 v3 | 8

v4 | 9

29 33

37

4

v5 | 10

41

(b)

v1 | 3

2x2

2x2

2x2

2x2

v2 | 7 v3 | 8

v4 | 9

15 17

19

2x2

v5 | 10

21

(c)

Figure 5.2 An example for (a) single battery without battery cycle constraint,
(b) single battery with battery cycle constraint, (c) dual battery with battery
cycle constraint.

The layout of this chapter is as follows. Section 5.1 describes the network

model and problem. Section 5.2 describes our LSDBS algorithm. Section 5.3 uses

simulation to evaluate our proposed algorithm. Finally, Section 5.4 summarises

the chapter. Note that the work of this chapter will be presented in [100].

5.1 Preliminaries

Section 5.1.1 discusses our rWSN model and introduces key notations used in this

chapter. Section 5.1.2 formally describes the problem at hand.
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5.1.1 Network Model

Similar to Chapter 4, in this chapter, nodes use the HSU [51] battery usage

protocol. A node vi is equipped with a harvester and two rechargeable batteries.

Let ri ≥ 1 (in slots) be the harvesting time or the total number of slots required

by a node vi to accumulate 1ε of energy. Thus, the harvesting rate of a node

is ε
ri

per time slot. Further, we denote the dual battery of a node vi as Bz
i ,

for z ∈ {1, 2}. For each pair of batteries (B1
i , B

2
i ) at a node vi, we call the first

(second) battery as the active (reserve) battery. Let bzi (in unit ε) be the capacity

of battery z ∈ {1, 2} at a node vi. We assume both batteries have equal capacity,

i.e., b1i = b2i . Further, the capacity of each battery is sufficient to transmit/receive

one packet, i.e., bzi ≥ 1ε.

Each battery follows the battery cycle constraint. Recall that this constraint

requires each battery of a node vi to be (i) charged to its maximum capacity

bi,max before it can be used, and (ii) discharged to its minimum capacity bi,min

before it can be recharged. Thus, each battery’s usable energy is b̂zi = bi,max −

bi,min. Further, each battery can be in one of three modes: (i) charging (C), (ii)

discharging (D), or (iii) idle (I), i.e., when the battery is neither being charged

nor discharged. Without loss of generality, we assume each battery has an initial

energy level of bi,min, where bi,min < bi,max. Further, we assume bi,min and bi,max

are integer values.

We use t̃z+i and t̃z−i to denote the start and end charging time, respectively, of

battery z at a node vi. Similarly, tz+i and tz−i denote the start and end discharging

time, respectively. Following the HSU model, we have tz+i = t̃z−i + 1 and t̃z+i =

tz−i + 1. However, only one of the batteries at a node vi can be charged or

discharged at any one time t. Battery B2
i will start charging when B1

i stops

charging. Hence, the start charging time of B2
i is equal to the end charging time
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of B1
i , i.e., t̃2+i = t̃1−i . The active battery at a node vi becomes the reserve battery,

and vice versa, when the energy level of battery B1
i reaches bi,min after packet

transmission/reception and that of B2
i is fully charged. We assume the time to

switch the role of batteries is negligible.

Let τ̃ zi and τ zi be the charging time interval and discharging time interval,

respectively, of battery z at a node vi, which are computed as τ̃ zi = t̃z−i − t̃z+i and

τ zi = tz−i − tz+i . In other words, Bz
i is being charged during time interval τ̃ zi and

discharged during time interval τ zi . The value of τ̃ zi is dependent on ri and bi,max,

while the length of τ zi is affected by bi,min and the number of times the batteries

are used in the cycle. We note that the time interval τ̃ zi has equal length in any

cycles because ri and bi,max are constant over all cycles. In contrast, the value of

τ zi may vary for different cycles due to different energy usage between cycles.

Let b̃zi,t and bzi,t (in unit ε) be the amount of energy stored in battery z at a

node vi at the start of slot t for a charging and discharging cycle, respectively.

Thus, we have b̃z
i,t̃z−i

= bi,max and bz
i,tz−i

= bi,min. The battery level of a node

vi at the beginning of each charging cycle is given as b̃z
i,t̃z+i

= bi,min. For each

discharging cycle, it is bz
i,tz+i

= bi,max.

Let Ti be the earliest timeslot a node vi can transmit/receive a packet, i.e.,

when B1
i can be used to power vi. The earliest time in which link li,j can be

scheduled is ti,j = max(Ti, Tj). For each node vi, we initialise Ti = τ̃ 1i + 1.

Battery B1
i is initially in idle mode and it takes τ̃ 1i slots to reach level bi,max.

Following the HSU protocol, the energy can be used only at one slot later. It is

updated when the battery is discharged to transmit/receive a packet.

As an example, Figure 5.3a shows the value of bi,min, bi,max, b
z
i , and ri for each

node vi as well as the weight of each link li,j. One can compute the charging time

interval for each battery to obtain τ̃ z1 = 4, τ̃ z2 = 18, τ̃ z3 = 14 and τ̃ z4 = 12; see

Section 5.2 for details. Thus, we have T1 = τ̃ 11 + 1 = 5, T2 = 19, T3 = 15, and
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T4 = 13. Therefore, the earliest time each link li,j can be scheduled is computed

as t1,2 = max(5, 19) = 19, t2,4 = 19, and t4,3 = 15. Figure 5.3b shows the conflict

graph CG for the example of the rWSN depicted in Figure 5.3a.

v1 | 2

v3 | 7

v2 | 9

v4 | 4

b
z

1 = 3

b
z

3 = 3

b
z

2 = 3

b
z

4 = 4
w4,3 = 3

w2,4 = 4

w1,2 = 3

b1,min = 1

b1,max = 3

b2,min = 1

b2,max = 3

b3,min = 1

b3,max = 3

b4,min = 1

b4,max = 4

(a)

l2,4

l1,2 l4,3

v3 | 5 v4 | 7

v1 | 2 v2 | 6

(b)

Figure 5.3 A rWSN model: (a) graph G, and its (b) conflict graph CG.

5.1.2 Problem Statement

Our problem, called Link Scheduling with Memory Effect-2 (LSME-2), is

to generate the TDMA link schedule S with the minimum |S| for a rWSN such

that: (i) each node vi is equipped with a dual-battery system, (ii) each battery at

a node vi ∈ V satisfies the battery cycle constraint, (iii) each link lij ∈ E can be

scheduled at time slot t only if a battery of its end nodes is in discharging mode,

and (iv) each link li,j ∈ E is scheduled at least wi,j times in S.

To illustrate the effect of link scheduling on |S|, consider the example in

Figure 5.3. Figure 5.4a shows one feasible link schedule with 88 slots. A schedule

is feasible if it satisfies constraints (i), (ii), (iii), and (iv). The figure shows only

non-empty slots, i.e., each empty slot is represented as “. . . ”. Figure 5.4b shows

a shorter feasible schedule of |S| = 73 slots. Our problem aims to generate the

shortest feasible schedule S. Note that link scheduling in general is known as

NP-hard [43]. We remark that our problem is the general version of the link

scheduling problem that assumes nodes have no energy constraint. Thus, it is
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still NP-hard.

Slot: 1 … 18 … 21 … 23 … 26 … 35 … 44 … 50 … 67 … 72 … 88

Schedule: l4,3 l4,3  l2,4  l1,2 l4,3  l2,4  l2,4  l1,2  l1,2  l1,2

(a) One feasible TDMA link schedule.

Slot: 1 … 15 16 … 19 20 … 29 … 37 38 … 55 56 … 73

Schedule: l4,3 l4,3  l2,4  l1,2 l4,3  l2,4  l2,4  l1,2  l2,4  l1,2

(b) The optimal TDMA link schedule.

Figure 5.4 TDMA link schedules for the rWSN depicted in Figure 5.3. Gray
coloured slots show no packet transmissions/receptions.

5.2 Solution

We first describe all possible states of batteries (B1
i , B

2
i ) for a node vi, and the

state transitions of batteries. Then, we present three propositions relied upon by

our greedy algorithm.

5.2.1 Battery States and Transitions

There are seven possible battery states at each node vi. Each state Sk, for

k = 1, 2, . . . , 7, takes into account: (i) four of six possible combinations of battery

mode, i.e., (I, I), (C, I), (D, I), and (D,C); note that the combination (C,C) and

(D,D) are not possible because each node cannot charge or discharge two bat-

teries at the same time, and (ii) the energy level of each battery, i.e., bzi,t = bi,min,

bzi,t = bi,max, b
z
i,t > bi,min, and bzi,t < bi,max. Formally, a state k of batteries (B1

i , B
2
i )

at node vi is defined as Sk = ({mode, energy level}, {mode, energy level}). Ta-

ble 5.1 shows seven states, i.e., S1 = ({I, b1i,t = bi,min}, {I, b2i,t = bi,min}), S2 =

({C, b1i,t > bi,min}, {I, b2i,t = bi,min}), S3 = ({I, b1i,t = bi,max}, {I, b2i,t = bi,min}),

S4 = ({D, b1i,t < bi,max}, {C, b2i,t > bi,min}), S5 = ({D, b1i,t < bi,max}, {I, b2i,t =

bi,max}), S6 = ({I, b1i,t = bi,max}, {C, b2i,t > bi,min}), and S7 = ({I, b1i,t = bi,max},

{I, b2i,t = bi,max}).
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Table 5.1 also shows 17 possible transitions from state Sj to Sk, denoted by Sj

→ Sk, between slot t and t+1. There is only one transition from S1, i.e., S1 → S2,

because the harvester at node vi can charge only one battery at a time. Recall

that S1 is the initial state, i.e., the state occurs only at time t = 0. There are two

alternative transitions from S2: (i) S2 → S2; if battery B1
i is not fully charged, or

(ii) S2 → S3; if B1
i is fully charged. Similarly, there are two possible transitions

from S3, i.e., S3 → S4 or S3 → S6. The first transition occurs when battery B1
i is

used to transmit/receive a packet and battery B2
i is in charging mode, while the

second transition is due to no packet transmission/reception. The followings are

four possible transitions from S4: (i) S4 → S2; when battery B1
i becomes empty

and battery B2
i starts charging, (ii) S4 → S3; when battery B1

i becomes empty

and battery B2
i becomes full, (iii) S4 → S5; when battery B1

i is not yet empty and

battery B2
i is fully charged, or (iv) S4 → S4; when battery B1

i is not yet empty

and battery B2
i is not fully charged. State S5 can either go to S3 or remains

at S5. Transition S5 → S3 is when battery B1
i becomes empty, while transition

S5 → S5 is when battery B1
i is not yet empty. Transition S6 → S4 (S6 → S5)

occurs when battery B1
i becomes empty and battery B2

i is fully charged (battery

B1
i is used to transmit/receive a packet and battery B2

i is fully charged). Further,

we have S6 → S6 (S6 → S7) when there is no packet transmission/reception and

battery B2
i is not fully charged yet (there is no packet transmission/reception and

battery B2
i is fully charged). Finally, transition S7 → S5 is when battery B1

i is

used to transmit/receive a packet, while S7 → S7 occurs when there is no packet

transmission/reception.
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Table 5.1 States and transitions of batteries at each node vi.

Possible States Possible Transitions
State (B1

i , B
2
i ) Transition Explanation

S1 S1 → S2 B1
i starts charging, B2

i is idle.

S2
S2 → S2 B1

i is being charged; it is not full.
S2 → S3 B1

i is being charged; it is full.

S3
S3 → S4 B1

i is used, B2
i starts charging.

S3 → S6 B1
i is not used, B2

i starts charging

S4

S4 → S2
B1
i is empty, B2

i is not full;
swap B1

i and B2
i .

S4 → S3
B1
i is empty, B2

i is full;
swap B1

i and B2
i .

S4 → S4 B1
i is not empty, B2

i is not full.
S4 → S5 B1

i is not empty, B2
i is full.

S5
S5 → S3 B1

i is empty; swap B1
i and B2

i .
S5 → S5 B1

i is not empty.

S6

S6 → S4 B1
i is used, B2

i is not full.
S6 → S5 B1

i is used, B2
i is full.

S6 → S6 B1
i is not used, B2

i is not full.
S6 → S7 B1

i is not used, B2
i is full.

S7
S7 → S5 B1

i is used.
S7 → S7 B1

i is not used.

: Idle (bzi,t = bi,min) : Charging (bzi,t > bi,min)

: Idle (bzi,t = bi,max) : Discharging (bzi,t < bi,max)
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5.2.2 Key Properties

Propositions 5.1 and 5.2 are concerned with a battery in charging mode, while

Proposition 5.3 is for a battery in discharging mode.

Proposition 5.1. The energy level of each battery z ∈ {1, 2}, in charging mode

at a node vi at timeslot t, for t̃z+i ≤ t ≤ t̃z−i , is

b̃zi,t = min(bi,max, bi,min + (t− t̃z+i )/ri) (5.1)

Proof. The maximum amount of energy that can be harvested from t̃z+i to t is

t−t̃z+i
ri

. However, b̃zi,t is bounded by the upper limit of battery capacity bi,max,

which implies b̃zi,t ≤ bi,max.

Proposition 5.2 computes the number of slots required by a node vi to charge

a battery Bz
i from bi,min to bi,max, for z ∈ {1, 2}.

Proposition 5.2. The charging time interval of the battery Bz
i at a node vi is

computed as

τ̃ zi = ri(bi,max − bi,min) (5.2)

Proof. We set t = t̃z−i in Proposition 5.1 to generate the maximum energy level

of the battery, i.e., bi,max. We have bi,max = bi,min + τ̃i
z/ri. Thus, τ̃ zi is as shown

in Proposition 5.2.

Proposition 5.3 computes the next earliest time in which a node vi can trans-

mit/receive another packet.
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Proposition 5.3. Let ti ≥ τ̃ 1i + 1 be the time in which a node vi last trans-

mitted/received a packet. The next earliest timeslot before a node vi can use its

battery again to transmit/receive a packet is

Ti = ti + σi,ti × ri × (bi,max − b2i,ti) + 1 (5.3)

Proof. The next earliest time Ti depends on the remaining energy level of the

active battery B1
i and the reserve battery B2

i at a node vi at time ti, i.e., b1i,ti and

b2i,ti , respectively. We consider two cases: (i) b1i,ti = bi,min, and (ii) b1i,ti > bi,min.

For case (i), the active battery B1
i needs to be recharged and a node vi checks

the energy level of the reserve battery B2
i at time ti, i.e., b2i,ti . We consider two

sub-cases: (i.a) b2i,ti = bi,max, and (i.b) b2i,ti < bi,max. In both sub-cases, we use

Eq. (5.1) to compute b2i,ti . For sub-case (i.a), a node vi switches the role of its

batteries from reserve (active) to active (reserve) since the reserve battery B2
i

is fully charged. Thus, the next earliest time a node vi can transmit/receive a

packet is in the next slot, i.e., Ti = ti + 1. Thus, σi,ti in Eq. (5.3) is set to zero.

For sub-case (i.b), a node vi waits for γi slots for its reserve battery B2
i to be

fully charged before it switches the role of its batteries. The next earliest time a

node vi can transmit/receive another packet includes: (i) the last time a node vi

transmitted/received a packet, (ii) time duration γi to reach its maximum level

bi,max from the battery’s level at time ti, i.e., γi = ri× (bi,max− b2i,ti), and (iii) one

slot delay before the stored energy in reserve battery B2
i can be used as required

by the HSU model. Hence, Ti = ti + ri × (bi,max − b2i,ti) + 1. For this sub-case,

σi,ti in Eq. (5.3) is set to 1. For case (ii), the active battery B1
i at a node vi

has sufficient energy to transmit/receive another packet at time ti. However, as

a node can only transmit/receive one packet at a time, the next earliest time a

node vi can transmit/receive another packet is in the next slot, i.e., Ti = ti + 1.

For this case, σi,ti in Eq. (5.3) is set to 0. This completes the proof.
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5.2.3 LSDBS

We are now ready to explain Link Scheduler with a Dual-Battery System

(LSDBS) in Algorithm 4. It aims to schedule all non-interfering links at the

earliest possible time slot. Recall that battery B1
i (B2

i ) is the active (reserve)

battery. At time t = 0, batteries B1
i and B2

i are waiting to be charged. Further,

both batteries have an initial energy level of bi,min. Finally, the initial charging

time of active battery B1
i , i.e., t̃1+i is set to zero.

Lines 1−3 call INIT (.) to perform the following: (i) Use Eq. (5.2) to compute

the charging time interval for each battery at a node vi, i.e., τ̃ 1i and τ̃ 2i ; (ii) Set

the start of the charging time of reserve battery B2
i , i.e., t̃2+i = τ̃ 1i ; (iii) Set Ti =

τ̃ 1i + 1; Recall that Ti is the earliest time when the active battery B1
i at a node

vi can be used to transmit/receive a packet; and (iv) Set the energy level of the

active battery B1
i at a node vi at time Ti, i.e., b1i,Ti = bi,max.

Lines 4−6 compute ti,j, i.e., the earliest time a link li,j can be scheduled. Line

7 creates a set K that stores links li,j that have the earliest activation time. Line

8 then uses function ORDER(K) to store in set K ′, links in set K in order to

decrease weight wi,j. Links with equal wi,j are sorted in decreasing degree of their

end nodes, and for a tie, links are sorted in increasing order of their node labels.

Line 9 sets t with the earliest slot, i.e., min{ti,j}. Lines 10−29 repeatedly

schedule each link li,j ∈ K ′ in order. Each selected link in Line 12 does not

cause interference or is interfered by links that have been scheduled in slot t; see

the condition in Line 11. Each slot in S is initially empty. Note that function

CONFLICT() uses a matrix M of size |E|2 that contains Boolean variables to

represent a conflict graph; i.e., M [a, b] is set to 1 if there is an interference between

links a and b. Line 13 decreases the weight of each selected link li,j by one. Once

the link weight is equal to zero, Line 15 removes the link from contention; see
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Algorithm 4 LSDBS: a greedy algorithm that schedules links according to the
earliest time when one of the dual battery at its end nodes can be discharged

Input: G(V,E), ri, b
z
i , bi,max, bi,min, wi,j, and CG

Output: Superframe S
1: for each node vi ∈ V do
2: INIT (τ̃ 1i , τ̃

2
i , t̃

2+
i , Ti, b

1
i,Ti

)
3: end for
4: for each link li,j ∈ E do
5: ti,j = max(Ti, Tj)
6: end for
7: K = {node li,j in CG with min{ti,j}}
8: K ′ = ORDER(K)
9: t←min{ti,j}
10: for each li,j ∈ K ′ do
11: if NOT CONFLICT (li,j,S[t]) then
12: S[t]← S[t] ∪ li,j
13: wi,j ← wi,j − 1
14: if wi,j = 0 then
15: remove node li,j from CG
16: end if
17: ti ← tj ← t
18: b1i,ti ← b1i,Ti − 1
19: b1j,tj ← b1j,Tj − 1
20: for each node x ∈ {i, j} do
21: Tx ← COMP Tα(x)
22: b1x,Tx ← COMP bzα(x)
23: if b1x,Tx = bx,max then
24: SWAP(B1

x, B
2
x)

25: t̃2+x ← Tx − 1
26: end if
27: end for
28: end if
29: end for
30: repeat Lines 4−29 until all wi,j = 0
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Lines 14−16.

Line 17 sets the last time an active battery at the end nodes of a selected link

li,j is used, i.e., ti and tj, to the current time t. Further, Lines 18−19 compute

the energy levels of the active battery at nodes vi and vj at time t after being used

to transmit/receive one packet. Lines 20-27 compute the following for each node

x ∈ {i, j}. Line 21 uses function COMP Tα(.) that implements Proposition 5.3 to

update the next earliest time a node x can transmit/receive another packet. Line

22 uses function COMP bzα(.) to compute the energy level of the active battery

B1
x at time Tx, which depends on the remaining energy level at time tx, i.e., b1x,tx .

More specifically, if b1x,tx is larger than bx,min, then b1x,Tx is set to b1x,tx since the

active battery B1
x can still be used to transmit/receive one packet. Otherwise,

b1x,Tx is set to bx,max. For the latter case, i.e., b1x,Tx = bx,max, Line 24 switches

the role of the batteries at node vx, i.e., the reserve (active) battery becomes the

active (reserve) battery. Then, Line 25 computes the start charging time of the

reserve battery B2
x, i.e., t̃2+x . Finally, the steps from Line 4 are repeated until all

links are scheduled, i.e., wi,j = 0.

For example, consider Figure 5.3. In Line 2, INIT (.) obtains τ̃ z1 = 4, τ̃ z2 = 18,

τ̃ z3 = 14, and τ̃ z4 = 12. It sets t̃2+1 = 4, t̃2+2 = 18, t̃2+3 = 14, and t̃2+4 = 12. Further,

it computes T1 = 5, T2 = 19, T3 = 15, and T4 = 13. Finally, it initialises b11,T1 = 3,

b12,T2 = 3, b13,T3 = 3, and b14,T4 = 4. Lines 4−6 compute t1,2 = 19, t2,4 = 19, and

t4,3 = 15. Line 7 inserts links l4,3 into the set K. Line 8 obtains K ′ = {l4,3},

while Line 9 sets t = 15. Line 12 inserts l4,3 into S[15]. Line 13 gets w4,3 = 2.

Line 17 sets t4 = t3 = 15. Lines 18−19 compute b14,15 = 3 and b13,15 = 2. Lines

20−27 obtain T4 = 16, b14,T4 = 3 and T3 = 16, b13,T3 = 2. Line 30 repeats the

steps from Line 4 until all links are scheduled. Finally, LSDBS produces the link

schedule S in Figure 5.4b.
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Proposition 5.4. The time complexity of LSDBS is O(W |E|2), where W =∑
(i,j)∈|E|

(wi,j).

Proof. Lines 1−3 take O(|V |) and Lines 4−6 require O(|E|). Line 7 takes

O(|E|). Function ORDER(K) at Line 8 requires O(|E| log |E|). Line 9 takes

O(1). Line 11 requires O(|E|2) to construct a matrix M which represents the

conflict graph CG. Function CONFLICT (li,j,S[t]) in Line 11 uses the matrix at

most |E| times. Hence, it takes O(|E|). Lines 12−30 take O(1) each. The for

loop in Lines 10−29 is repeated at most |E| times, and thus, the loop requires at

most O(|E|2). Line 30 repeats Lines 4−29 W times. Thus, the time complexity

of LSDBS is O(W |E|2).

5.3 Evaluation

Section 5.3.1 evaluates the impact of battery cycle constraint on the schedule

length. Section 5.3.2 studies the effect of battery cycle constraint on the num-

ber of charge/discharge cycles. Table 5.2 lists the parameter values used in our

simulation.

Table 5.2 Parameter values used in the evaluation.

Parameter Value (s)
Network size 40×40 m2

Transmit range 15 m
Interference range 30 m
|V | {10, 20, 30, 40, 50}
ri {1, 5, 10, 15, 20}
wi,j {1, 2, 3, 4, 5}

5.3.1 Effect of Battery Cycle Constraint

To study the effect of battery cycle constraint on the superframe length |S|, we

compare LSDBS, LSBCC, and LSNBC. Briefly, LSBCC is a version of LSDBS in
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which each node is equipped with only one battery. On the other hand, LSNBC

is a version of LSBCC without the battery cycle constraint. We consider 10

to 50 nodes with ri = 5. The total usable energy of two batteries when nodes

use LSDBS is set to be equal to the single battery in LSBCC and LSNBC.

Specifically, each battery in LSDBS has usable energy of b̂zi = 5ε, i.e., it has

bi = 5ε, bi,min = 0ε, and bi,max = 5ε. Thus, the total usable energy of each node

vi in LSDBS is 2 × 5 = 10ε. On the other hand, the batteries in LSBCC and

LSNBC have a capacity of bi = 10ε, bi,min = 0ε, and bi,max = 10ε, i.e., their usable

energy is b̂i = 10ε. Each link weight is randomly fixed to a value between 1 and

5, i.e., wi,j = [1, 5].

Effect on Superframe Length: Figure 5.5 shows that the superframe

length |S| produced by LSDBS is shorter than LSBCC. In a rWSN with 10 nodes,

LSDBS produces 82 less slots (35.19% shorter) as compared to when using LS-

BCC. The results are consistent for other networks with |V | = 20, 30, 40, and

50 nodes. LSDBS produces superframes that are 27.85%, 27.45%, 27.03%, and

27.16%, respectively, shorter than those in LSBCC. This is because nodes that

use LSDBS only need to wait for one battery, which has half the usable energy of

the battery in LSBCC, to be charged to its maximum level before powering their

load. Figure 5.5 shows that schedules generated by LSBDS are also shorter than

those in LSNBC. Specifically, for |V | = 10, 20, 30, 40, and 50, LSDBS produces

|S| that are 9.04%, 13.41%, 14.26%, 14.8%, and 15.12%, respectively, shorter than

in LSNBC. As shown in Figure 5.5, the differences between the schedule lengths

of LSNBC and LSDBS increase when |V | increases from 10 to 50. This is because

the superframe length is affected by the number of slots required by each node to

accumulate energy as well as the number of links it has to activate. Each node

in LSNBC needs ri + 1 = 6 slots before it can activate one link, while that in

LSDBS requires ri × b̂zi = 25 slots to charge one battery to its maximum level so
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that it can be used to activate five links. Note that on average, each node in a

network with |V | = 10, 20, 30, 40, and 50, has 7, 16, 20, 30, and 38 links to acti-

vate, respectively. Thus, a node that needs to activate 20 (30) links in LSNBC

requires at least 20 × 6 = 120 (180) slots, which is 15 (25) slots longer than the

node in LSDBS that on average requires 25× 4 + 5 = 105 (155) slots.
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Figure 5.5 LSDBS, LSBCC, LSNBC on |S|.

Effect on Charge/Discharge Cycles: As shown in Figure 5.6, the total

number of charge/discharge cycles in LSBCC is larger than that in LSDBS − an

average from two batteries. For example, when |V | = 10, LSBCC has three cycles

more than in LSDBS, i.e., 15% more. The results are consistent for networks with

20, 30, 40, and 50 nodes. Specifically, LSBCC needs 6.17%, 4.62%, 3.4%, and

2.77% more cycles, respectively, than LSDBS. Let Ei be the amount of energy (in

ε) used at node vi to schedule all of its incident links. Thus, each battery of vi

in LSDBS (LSBCC) needs dEi/b̂zi e (dEi/b̂ie) charge/discharge cycles to harvest Ei

of energy. Note that b̂i = 2× b̂zi , and thus we have dEi/b̂zi e/2 ≤ dEi/b̂ie), i.e., the

charge/discharge cycles of each battery in LSDBS are no more than that of the

battery in LSBCC. Figure 5.6 also shows that the number of charge/discharge
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cycles produced by LSDBS is less than LSNBC. More specifically, LSDBS requires

84.38%, 85.61%, 86.47%, 86.92%, and 87.13% fewer cycles than LSNBC for |V | =

10, 20, 30, 40, and 50, respectively. This is because each battery in LSDBS has to

be charged only when its energy is equal to the minimum level. The remaining

experiments only use LSDBS.
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Figure 5.6 LSDBS, LSBCC, LSNBC on charge/discharge cycles.

5.3.2 Effect of Harvesting Time

This section investigates the effect of ri on |S| and charge/discharge cycles. In

this simulation, we consider various ri values, namely 1, 5, 10, 15, and 20 slots,

in a rWSN with 10 to 50 nodes. We set bzi = 3ε, bi,min = 1ε, bi,max = 3ε, and each

link has weight wi,j = 3.

Effect on Superframe Length: Figure 5.7 shows that increasing ri pro-

duces a longer superframe. Specifically, for 10 nodes, when ri is increased from 1

to 5, |S| jumps from 52 to 134 slots − an increase of 1.58 times. Similarly, when

ri increases from 5 to 20, i.e., to 10, 15, and 20, |S| increases by 0.98, 0.49, and

0.33 times, respectively. We observed similar trends for 20, 30, 40, and 50 nodes.

For example, for 50 (100) nodes, when ri increased from 1 to 20, |S| increased by
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1.54 (1.55), 1.00 (1.00), 0.50 (0.50), 0.33 (0.33) times, respectively. The length

of |S| increased because each node needs more time to charge its battery to the

maximum level. Notice that |S| increases almost linearly when ri is increased

from 1 to 20. Further, the rate in which |S| increases in smaller networks, e.g.,

|V | = 10, is less than that of larger networks, e.g., |V | = 50. This is because

more nodes mean more links need to be scheduled.
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Figure 5.7 Effect of harvesting time ri on |S|.

Effect on Charge/Discharge Cycles: For |V | = 10, 20, 30, 40, and 50,

LSDBS produces a total of 95, 396, 850, 1451, and 2325, charge/discharge cy-

cles, respectively, for all values of ri. In particular, increasing ri does not affect

the number of battery charge/discharge cycles. This is because the number of

charge/discharge cycles of a battery at each node vi that needs to accumulate Ei

of energy, i.e., dEi/b̂zi e, depends only on the size of the battery’s usable energy

b̂zi . Thus, different values of ri will only affect the time duration to harvest Ei of

energy.
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5.4 Chapter Summary

This chapter presented a novel link scheduling problem called LSME-2. It pro-

posed a greedy algorithm, LSDBS, that considers nodes with a dual-battery sys-

tem to solve the problem. Our results showed the benefits of using such a system,

in terms of schedule length and charge/discharge cycles. Specifically, compared

to using a single battery with the same capacity and cycle constraint, LSDBS pro-

duced up to 35.19% (15%) fewer slots (charge/discharge cycles). Interestingly,

LSDBS obtained up to 15.12% shorter schedules when compared to nodes that

use a single battery, even without cycle constraint, and it had up to 87.13% fewer

charge/discharge cycles.



Chapter 6

Conclusion

6.1 Summary

This thesis has proposed three link schedulers, i.e., LS-rWSN, LSBCC, and LS-

DBS, to schedule links in rWSNs. Each scheduler solved a link scheduling prob-

lem. We have used a greedy heuristic to activate links according to the earliest

time in which their end nodes have sufficient energy to transmit/receive a packet.

Table 6.1 summarises the works covered in this thesis.

Table 6.1 Three link scheduling problems with proposed solutions, constraints,
battery usage protocol, and the number of batteries per node.

Problem Solution Constraints
Battery
usage

protocol

Number of
batteries
per node

Chapter

LSHUS LS-rWSN
- Harvesting time
- Battery capacity

HUS One Chapter 3

LSME-1 LSBCC
- Harvesting time
- Battery capacity
- Battery cycle

HSU One Chapter 4

LSME-2 LSDBS
- Harvesting time
- Battery capacity
- Battery cycle

HSU Two Chapter 5

135
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Specifically, we have proposed the following three problems and their solutions.

• In Chapter 3, we formulated the link scheduling problem, LSHUS, to gen-

erate the shortest TDMA schedule for use in rWSNs with varying energy

harvesting times and limited battery capacity constraints. We considered

the HUS battery usage protocol. The chapter showed the NP-Complete

proof of the problem and analysed the optimal schedule for three fixed

topologies. Further, it has proposed LS-rWSN to solve LSHUS. LS-rWSN

aimed to activate each non-interfering link with end nodes that have suf-

ficient energy to transmit/receive a packet at the earliest time. We used

simulation to show the effect of harvesting time, battery capacity, leakage

rate, and storage efficiency on the schedule length, and we described the

effectiveness of our algorithm.

• In Chapter 4, we proposed the link scheduling problem, LSME-1, to derive

a TDMA link schedule for rWSNs with harvesting time, battery capacity,

and battery cycle constraints. We used the HSU battery usage protocol in

this problem. The chapter analysed the optimal schedule for three fixed

topologies. It presented LSBCC to solve this problem. LSBCC aimed to

schedule links according to when their corresponding nodes had sufficient

energy. Further, our simulation and analytical results showed that the

battery cycle constraint and leaking batteries lead to unscheduled links.

We used simulation to show the effect of the battery cycle constraint on the

schedule length, and on the number of charge/discharge cycles when nodes

were equipped with a leak-free or a leaky battery.

• Finally, in Chapter 5, we addressed the link scheduling problem, LSME-2,

to activate links in rWSNs with the dual-battery system. Unlike LSME-1,

in which each node only used one battery, LSME-2 considered the use of
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two batteries at each node, thus it extended LSME-1. We then presented

the battery states and transitions. This chapter described LSDBS to solve

the problem. LSDBS aimed to schedule links according to the earliest

time at which a battery at the end nodes of each link could be discharged,

or is full. We used a simulation to show the effect of the battery cycle

constraint and harvesting time on the schedule length, and on the number

of charge/discharge cycles.

The worst case and the weakness aspect for our proposed solution are as follows:

• LS-rWSN (in Chapter 3): Our solution produced a longer link schedule

when the battery of each node has leakage rate of µi > 0 and storage

efficiency of ηi < 1.

• LSBCC (in Chapter 4): There can be some links which can not be scheduled

for batteries with a leakage rate µi > 0 (as discussed in Section 4.2.2) when

each node has a battery with the same parameter values of ri, bi, bi,max, µi,

and ηi (as discussed in Section 4.3.2.1.).

• LSDBS (in Chapter 5): As in LSBCC, LSDBS can produce results with

some unscheduled. However, by using using two batteries, the total number

of unscheduled links in LSDBS is expected to be less than in LSBCC.

For real-life implementation, we suggest using either LSBCC or LSDBS for

users that require networks with longer lifetime. Recall that both LSBCC and

LSDBS aim to prolong each battery’s lifetime by enforcing battery cycle con-

straints. Between LSBCC and LSDBS, we suggest using LSDBS for users that

can afford using the more expensive dual batteries. Recall that LSDBS produces

shorter link schedule than LSBCC. For users that require higher network capacity

for short time network deployment, using LS-rWSN is ideal because the scheduler
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produces shorter link schedules as compared to LSBCC and LSDBS. Note that

without enforcing battery cycle constraint as in LSBCC and LSDBS, the lifetime

of batteries when using LS-rWSN is expected to be shorter than using LSBCC

and LSDBS, reducing the lifetime of the implemented networks.

6.2 Future Work

There are many possible directions for future research. More specifically, our

proposed LSBCC algorithm in Chapter 4 might result in unscheduled links and

our proposed LSDBS algorithm in Chapter 5 did not address the battery leakage.

We leave these issues for future work. We will design a protocol to ensure all

links can be scheduled for battery’s leakage rate greater than zero. Further, we

plan to convert the proposed algorithms from centralised approach to distributed

way. In the distributed approach, each node does not need the entire network

topology data because it requires information only from its neighbours. The

goals are to reduce the protocol overhead and to achieve the best case in average

convergence time. Thus, the distributed algorithm will have more scalability

than the centralised algorithm. However, to design the distributed solution is a

challenging problem. We believe this is a potential area of future research.

Another research direction is to consider joint routing and link scheduling.

This is a cross layer problem. The aim is to achieve a minimum time for packet

transmission by choosing the most suitable routing path and link schedule. Since

routing in rWSNs is very challenging and has attracted a lot of attention in recent

years, we will consider this issue for future work.

This thesis mainly considers superframe length as network performance met-

rics. Note that the works in this thesis aimed to produce a link schedule with the

shortest length. For future works, one can use other metrics, e.g., throughput,
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duty cycle, and age of information to evaluate the link scheduling algorithms. Fur-

ther, the works in this thesis can be extended into mobile nodes. Recall that this

thesis considers only fixed node model. Different from fixed nodes, mobile nodes

need energy for their movement or other computation processes [101]. Thus, they

require more energy than the fixed nodes.
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