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Abstract 

This thesis presents one of the first demonstrations of the use of dense gas processes 

on a microfluidic platform for continuous crystallization of active pharmaceutical 

ingredients (APIs). The efficiency of pharmaceutical compounds is determined by 

their physicochemical properties which are strongly influenced by the size and 

morphology of the particles produced. These particle characteristics are determined 

during crystallization which makes it a crucial manufacturing step in the production of 

APIs. However, conventional crystallization techniques are batch-based and have 

issues associated with process and economic efficiencies. Thus, in this thesis we have 

focussed on developing a reliable and efficient platform for continuous API 

crystallization to overcome the limitations of the current methods. 

The micromixer platform developed here uses dense phase CO2 as the antisolvent to 

trigger API crystallization from an organic solution under dynamic flow conditions. 

This allows the integration of the advantages of greener processing and residue 

(organic)-free product offered by dense gas processes with the excellent process 

control and superior process homogeneity offered by microfluidic technology. 

Micromixers fabricated in Borofloat 33 (BF33) glass are used to study the gas-liquid 

mixing and are sandwiched within a stainless-steel holder that enables the use of 

standard connectors and off-the-shelf components. Light microscopy is used for 

monitoring the gas-liquid mixing. The main focus has been on the manipulation of the 

rate of supersaturation to trigger precipitation by on-chip solvent expansion. The 

influence of factors such as micromixer design (gas-to-liquid ratio, fluidic resistance), 

choice of API-solvent pair, solution concentration and mixing conditions (antisolvent 

properties, fluid speeds, residence time) is studied.  

The influence of crystallization kinetics on particle size and morphology has been 

investigated. By changing the mixing conditions, particle size can be reliably varied 

between 0.1 µm and 500 µm. It was also shown that faster mixing forms smaller and 

highly crystalline particles. The formation of purely organic nanoflowers was 

demonstrated by tuning the API-solvent pair and mixing conditions without the use of 

any additives. The adaptability of the proposed set up towards different APIs 

(anticancer, antifungal, antileprotic, corticosteroid) was also confirmed. Furthermore, 

investigation of the influence of micromixer’s fluidic resistance on gas-liquid mixing 
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and consequently on particle size and shape was investigated. Finally, the 

cocrystallization of two APIs from a binary solvent was attempted. The molar ratio of 

the APIs was varied to study the influence on crystal size and structure. We have 

produced coprecipitates containing a physical mixture of the APIs. The failure to 

produce cocrystals is attributed to the large difference in solubilities of the selected 

API pair and may be resolved by substantially varying API ratios and solution 

concentration to achieve the desired supersaturation state. 

The microfluidic precipitation developed in this thesis offers an adaptable and 

continuous processing strategy for a range of pharmaceutical compounds. The 

platform may find application in both research and manufacturing. In a research 

context, it could be implemented to study and optimize crystallization outcomes for 

various drug compounds and their combinations. In a manufacturing context, it could 

be adapted for small-batch manufacturing of speciality drugs. 
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Introduction 

Pharmaceutical crystallization is a crucial step in the manufacturing of medicinal 

products. It can be used for the separation or purification of intermediates or as the 

final step in the production of APIs.(1, 2) The size and morphology of the APIs is 

determined during the crystallization step and significantly influences their 

physicochemical properties such as solubility, dissolution rate, and chemical 

stability.(3, 4) This further effects the bio-efficacy of the final product.(5-7) 

Traditionally, pharmaceuticals are crystallized using batch-based processes, however, 

this has limitations such as longer processing times, higher waste-to-product ratios, 

product variability (due to process inhomogeneity), larger space requirements, higher 

maintenance requirements and increased environmental footprint.(8-11) Thus, it is 

important to develop methods that allow for controlled pharmaceutical crystallization 

in an efficient manner. 

Continuous crystallization holds the potential to overcome the limitations of batch-

based processes by optimization of process parameters to control the crystallization 

outcome and produce consistent high-quality product. Thus, there have been 

significant efforts in the pharmaceutical engineering and crystallization techniques to 

transition to continuous processing methods.(12-15) 

Dense gas processes are gaining a lot of momentum in pharmaceutical processing. The 

use of high-pressure CO2 as antisolvent allows for greener processing and easier 

elimination of organic residues. A significant amount of work has been done using 

supercritical CO2 to extract, dissolve or precipitate pharmaceutical compounds 

including APIs, nutraceuticals, and biopolymers.(16-19) However, we propose the use 

of subcritical CO2 as the antisolvent for pharmaceutical crystallization. Gas-expanded 

liquid formation is easily achieved with many organic solvents and can be used to 

trigger precipitation by decreasing the solubility of the solute. Thus, it can be applied 

to a wide range of pharmaceutical compounds. Microfluidics is another tool that offers 

unique capabilities as a processing technology owing to the excellent control over 

process parameters, superior process homogeneity, enhanced reproducibility, potential 

for adaptability, miniaturization of process chemistry (lab-on-a-chip) and optical 

access for in situ characterization.(20-24) The enhanced process control enables tight 

control over crystal size and morphology. Thus, this thesis reports a gas antisolvent 
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process on a microfluidic platform for continuous crystallization of APIs. The 

approach combines the advantages of greener processing and solvent-free product 

offered by dense gas technology with the excellent process control and reproducibility 

offered by microfluidics. 

Chapter 1 discusses the different factors influencing pharmaceutical properties and 

techniques that are used to improve their in-situ bioavailability. A detailed discussion 

of the crystallization process and different crystallization techniques is provided. 

Finally, the limitation of batch crystallizers and the need to transition to continuous 

processing is argued. The integration of dense gas processes and microfluidics is 

proposed as a potential solution to resolve the issues associated with traditional 

crystallization methods. Chapter 2 describes the high-pressure rig developed in this 

thesis. This includes the fabrication of glass microfluidic mixers and the bespoke 

stainless-steel holder. The APIs and chemicals used are presented. Detailed 

information on the micronization experiments is provided, including cleaning 

procedures. Chapter 3 demonstrates the formation of a gas-expanded liquid (GXL) 

on the high-pressure microfluidic platform under dynamic flow conditions. 

Griseofulvin (GF), an antifungal drug, is used as the model API to demonstrate its 

continuous crystallization. The influence of residence time, micromixer design and 

solution concentration on the expansion process and crystallization are studied. 

Chapter 4 focuses on the crystallization of various solute-solvent pairs and the 

formation of organic nanoflowers. The influence of solvent was investigated by 

precipitating GF from three different solvents (DMF, acetone and ethyl acetate). 

Whereas the influence of API was investigated by precipitating three different APIs 

(Luteolin, Griseofulvin and Budesonide) from DMF. Chapter 5 explores the influence 

of the micromixer’s fluidic resistance and antisolvent properties on the crystallization 

of GF from DMF. Two different micromixers consisting of the same junction 

geometry but different post-junction mixing lengths were used for this purpose. The 

antisolvent properties (density, viscosity) were varied by changing the fluid input 

pressures (40, 60 and 70 bar) at a fixed temperature (25 °C) for a given micromixer to 

study its influence on the microprecipitation process. In Chapter 6, the 

cocrystallization of two model APIs (Luteolin and Dapsone) is attempted to explore 

the potential of the high-pressure microfluidic platform for producing combination 

therapeutics. A binary mixture of acetone and ethanol was used as the solvent. The 
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drug-to-drug ratio was varied to investigate its influence on crystal structure of the 

microprecipitate. 

Overall, this thesis presents the design and development of a high-pressure 

microfluidic platform for continuous pharmaceutical crystallization. A gas antisolvent 

method, using pressurized CO2 as the antisolvent and traditional organic solvents, was 

used for the on-chip formation of gas-expanded liquid to trigger precipitation. Key 

parameters related to crystallization chemistry and kinetics were investigated to 

elucidate their influence on particle size and morphology. The formation of highly 

crystalline, purely organic crystals with unique morphologies was successfully 

demonstrated. This research could be used to develop a microfluidic crystallizer 

suitable for a wide range of APIs and their combinations. This platform would be 

advantageous in the small-batch manufacturing of pharmaceutical products with 

tightly controlled properties.  
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Chapter 1 

Critical Review 

 

1.1 Crystallization of APIs 

A pharmaceutical product is made of two main components: the active pharmaceutical 

ingredient (API) and the excipient. The World Health Organization defines an active 

pharmaceutical ingredient as “a substance used in a finished pharmaceutical product, 

intended to furnish pharmacological activity or to otherwise have direct effect in the 

diagnosis, cure, mitigation, treatment or prevention of disease, or to have direct effect 

in restoring, correcting or modifying physiological functions in human beings”.(25) 

Other than APIs, the pharmaceutical products consist of excipients. These excipients 

exhibit little or no pharmacological activity as compared to the API but perform a 

variety of functional roles in the final dosage form including pH adjustment, stability, 

and binding.(26)  

The API is the component in a pharmaceutical formulation that carries the therapeutic 

benefits. Crystallization is a crucial step in production of APIs as this is the step where 

the API properties are determined. This is because the characteristics of the API 

crystals such as size, shape and polymorph are determined at this stage and have a 

strong influence on the API properties. During crystallization, the atoms or molecules 

of the API arrange themselves into well-defined, three-dimensional crystal lattices to 

minimize the overall energy of the system. These atoms or molecules bind at fixed 

angles and distances which leads to crystal growth in a specific plane. Thus, control 

over the crystallization process enables control over the API properties.  

Most APIs have multiple polymorphs, where the molecules in the crystal lattice can 

have different arrangements or conformations.(27, 28) These polymorphs may include 

amorphous solids, crystalline form, hydrates and solvates, and clathrates - Figure 1. 

Even though the polymorphs have similar chemical formula, they can have 

significantly different crystal structures which influences the API properties such as 

solubility, rate of dissolution, chemical stability, hygroscopicity and mechanical 

properties (density, hardness and melting point).(29-35) The ability to produce specific 
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polymorphs with desired properties is closely related to the efficiency of the drug 

development and manufacturing process, and also to the quality and stability of the 

final pharmaceutical product. Polymorphism in pharmaceuticals poses a major 

challenge to pharmaceutical scientists and process engineers as it directly influences 

the stability and properties of the final dosage form. One such example is the capsule 

form of Ritonavir (Norvir). It is an antiretroviral drug belonging to protease inhibitor 

class and is used to treat HIV-1 infection. Ritonavir was marketed in 1996, but had to 

be withdrawn from the market in 1998 due to spontaneous appearance of the stable 

and less soluble form II in Norvir semi-solid capsules.(36) 

 

 

Figure 1. Pictorial presentation of (a) amorphous form (b) crystalline form (c) hydrates & 

solvates, and (d) clathrates.(37) 

 

Alternatively, polymorphism is an opportunity to produce pharmaceuticals with tailor-

made properties.(33, 34, 38) Thus, it is integral to reliably produce specific 

polymorphs with desired properties in the API development process. Long-term 

stability, enhanced solubility and dissolution rate, resistance to moisture absorbance,  

and ease of processing are some of the important features for a desirable polymorphic 

form.(39) Owing to the differences in the API properties, there have been continuous 
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efforts in pharmaceutical engineering and crystallization techniques to generate the 

desired API polymorphs in a robust and efficient manner. (33, 34, 38, 40, 41) This can 

be achieved by precise control of the crystallization process through controlled 

supersaturation, solvent selection, rate of crystallization, or temperature. These 

polymorphs are interesting to pharmaceutical companies since they may offer 

advantages over the original forms, e.g. improved bioavailability (solubility and 

dissolution rates) and different physicochemical properties (improved melting point 

and stability). For instance, the metastable polymorphs offer higher solubilities in 

comparison with the more stable forms and hence lead to improved bioavailability. 

Muramatsu et al.(42) have shown that the α form of crystalline chloramphenicol 

palmitate is less stable than its β form. Figure 2 shows the measured solubility of the 

 and  polymorphic forms in water as a function of temperature.(43) Clearly, the less 

stable α form exhibits higher solubility than the more stable β form at any temperature. 

Thus, production of metastable polymorphs can help in overcoming the existing 

limitation of drug bioavailabilities.(44-46) 

 

 

Figure 2. Solubility of polymorphic forms of chloramphenicol palmitate in water over a range 

of temperature.(43) 

 

In addition to polymorphism, crystal size and shape are other crucial parameters that 

influence the bioavailability of pharmaceutical drugs. Pharmaceutical bioavailability 

is correlated with the API concentration in an aqueous environment. For poorly water-
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soluble drugs, the rate of dissolution, dm/dt (mass dissolved per unit time, kg.s-1), is a 

limiting factor and is given by the Noyes-Whitney Equation(47): 

𝑑𝑚

𝑑𝑡
= 𝐷𝐴

𝑐𝐸 − 𝑐

𝐿
 1 

Here, D is the diffusion coefficient of the API (m2.s-1), A is the area of solid-liquid 

contact (m2), cE is the equilibrium solubility of the API (kg or moles.L-1), c is its 

instantaneous value in the solution (kg or moles.L-1) and L is the thickness of the 

concentration medium (m). For a given solubility (cE), the rate of dissolution is directly 

proportional to the area of the solid particles. Whereas the time for complete 

dissolution, τ, for spherical particles is proportional to the square of the initial particle 

size, d0 (ρ is the density of the API)(48): 

𝜏 =  
𝜌𝑑02

8𝐷𝑐𝐸
 2 

Therefore, smaller particles or particles with increased surface area provide faster 

dissolution. Commonly, micron-sized particles are produced in the pharmaceutical 

industry, however, the bioavailability of poorly soluble compounds can be improved 

by further reduction of particle size down to the nanometre range. This is because 

smaller size of the nanoparticles results in larger total surface area which increases the 

amount available to permeate. The Ostwald–Freundlich equation is applicable to sub-

micron sized spherical particles (<1 µm) and expresses the dependence of equilibrium 

solubility (also known as saturation solubility) on particle size as follows(49, 50): 

𝜌𝜈
𝑅𝑇

𝑀
𝑙𝑛

𝑆𝑟
𝑆∞

=  
2𝑠𝑙

𝑟
 3 

Here ρ is the solid density, ν represents the molar volume, R is the gas constant, T is 

absolute temperature, M is the molar mass, Sr is the solubility of particles of radius r, 

S∞ is the solubility of the solid with a plane surface (or consisting of large particles) 

and sl is the solid-liquid interfacial tension. The combined effect of particle size 

reduction, enhanced surface area and saturation solubility, and a thinner diffusion layer 

could result in a paramount increase in the dissolution rate which improves the API 

bioavailability.(51) 

The effect of particle size on solubility, dissolution, and bioavailability has been 

documented by many researchers.(6, 7, 52-54) Ghosh et al.(6) used a wet-media 
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nanomilling process to produce a nanosuspension of Vitamin E TPGS-based 

formulation. It was shown that the dissolution rate improved with reduction in particle 

size - Figure 3. The drop in dissolution occurred due to the switch of dissolution media 

from pH 2 to pH 6.8 with higher solubilities expected at pH 2 (compound is a free 

base). Moreover, some amount of precipitation would be expected at pH 6.8 which 

results in a lower dissolution value. When comparing the dissolution profile for the 

micronized (nm range) and non-micronized (µm range) drug formulations, 

significantly faster drug release was observed for the nanosuspension formulation. 

 

 

Figure 3. Comparison of dissolution profile of milled drug (nano range) versus coarse drug 

(micronized and non-micronized) each containing Vitamin E TPGS.(6) 

 

Particle size and shape also influence the efficiency of the production process as they 

affect downstream operations such as formulation, filtration and drying.(5) Thus, 

particle shape and size are important to not only pharmaceutical scientists but also to 

process engineers in the design of manufacturing processes. Therefore, technologists 

are aiming to develop crystallization processes that offer tight control over the particle 

characteristics to improve the bioavailability of existing pharmaceutical products. 
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There are two main techniques for particle size reduction: 

• Top-down approach: The top-down approach involves the process of breaking 

larger particles into smaller ones. This can be achieved via various milling 

techniques such as: media milling, microfluidization and high-pressure 

homogenization. The technique does not involve any harsh solvents; however, a 

high energy input is required. These processes can also be very inefficient. Often 

a lot of heat is generated which makes this technique unsuitable for processing 

heat-sensitive materials such as APIs.(36) 

• Bottom-up approach: The bottom-up approach involves building up the particles 

from its molecules. With this technique, the drug is precipitated from a solution. 

Often an antisolvent is used to trigger precipitation. Various adaptations of this 

approach include: (i) solvent–antisolvent method; (ii) supercritical fluid processes; 

(iii) spray drying; and (iv) emulsion–solvent evaporation.(55, 56) 

In the top-down approach, mechanical activation of pharmaceutical particles may 

occur during milling.(57) The overall surface energetics of particles may increase due 

to generation of localized amorphous regions and crystal defects.(58) This can cause 

instability issues during storage due to recrystallization of amorphous regions and/or 

reordering of crystal defects. For instance, an increase in the specific surface area of 

budesonide (~22% at 25 °C) was observed during storage after micronization. 

Temperature-dependent stress relaxation by intra-particle crack formation, crack 

propagation with time and particle fracture were proposed as a likely mechanism for 

the increase in surface area.(59) Another example is the re-crystallization of disordered 

regions in micronized revatropate hydrobromide during storage (~7 h for 1% 

sample).(60) 

Bottom-up approaches have always been attractive to the pharmaceutical industry as 

these provide spatial control over process parameters, ease of scaling-up and platform 

stability. Thus, crystallization using an antisolvent (discussed in section 1.1.3) is 

widely used as a separation and filtration technique to obtain high-purity product. 
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1.1.1 Supersaturation 

Supersaturation(61) is the thermodynamic driving force behind crystallization and is a 

prerequisite before a solid phase will appear in a saturated solution. It is usually 

defined as the logarithm of the saturation ratio, S (the ratio of actual concentration, c, 

to equilibrium concentration, cE, under the same conditions) as follows: 

𝑆 =  
𝑐

𝑐𝐸
4 

True thermodynamic supersaturation is the difference between the chemical potential 

of a substance in a given state and the equilibrium state, e.g., in solution (state 1) and 

in the crystal (state 2). Hence for an unsolvated solute crystallizing from a binary 

solution, this can be expressed as 

𝛥𝜇 =  𝜇 − 𝜇𝐸  5 

This chemical potential, μ, is defined in terms of the standard potential, μ0, and the 

activity, a, as 

𝜇 = 𝜇0 + 𝑅𝑇 𝑙𝑛 𝑎  6 

Here R is the gas constant and T is the absolute temperature. 

Hence the fundamental supersaturation can be re-written as: 

𝑆 = 𝑒𝑥𝑝 (
𝛥𝜇

𝑅𝑇
) 7 

The state of supersaturation is an essential requirement for all crystallization 

operations. Figure 4 shows the different zones on a solubility-supersolubility diagram. 

The lower continuous curve in this diagram can be located with precision and is called 

the solubility curve. Whereas the upper, discontinuous curve is known as the 

supersolubility curve and represents the region where spontaneous crystallization 

occurs. This region is sensitive to the rate of supersaturation, presence of impurities 

and the solution’s thermal history. The region between the supersaturated zone and the 

solubility line is the metastable zone. These three zones are characterized as 

follows:(62) 

• The zone below the solubility line or stable zone where crystallization cannot 

occur; 
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• The zone between solubility and supersolubility curve (metastable zone width 

or MSZW) where spontaneous crystallization is improbable; and 

• The supersaturated zone where spontaneous crystallization is probable but not 

inevitable. 

 

 

Figure 4. The solute-supersolubility diagram.(63) 

 

By manipulating the supersaturation achieved, we can control the particle size, size 

distribution and shape.(64-67) Ouyang et al.(68) investigated the influence of 

supersaturation on the polymorphic nucleation behaviour of carbamazepine (CBZ). 

Figure 5 shows the variation in induction time of the different CBZ polymorphs 

crystallized from a solution at different supersaturation ratios. Here induction time is 

the time interval between the instance when the required amount of CBZ is introduced 

in the solvent mixture and the appearance of first crystals in the solution. Form II is 

dominant at higher supersaturation ratios when crystallizing from the solvents used 

except for acetone where form III is produced. This implies that for ethanol, toluene, 

2-propanol, acetonitrile and nitromethane, a high supersaturation state is achieved 

which favours the formation of the metastable form II. Whereas for the same solvents, 

at intermediate supersaturation ratios (2.4 to 3.6), the stable polymorph III is formed 
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along with the metastable form II. The proportion of form II decreases with the 

decreasing supersaturation ratio. Thus, higher supersaturation rates favour the 

generation of metastable polymorphs (form II in this case), whereas for lower 

supersaturation rates, more stable polymorphs are formed.(38) 

 

 

Figure 5. Induction time of carbamazepine polymorphs with respect to supersaturation ratios 

in different solvents at 25 °C.(68) 
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1.1.2 Crystallization Process 

Two major events happen during the crystallization process namely, nucleation and 

crystal growth. 

Nucleation is the initial process of random assembly where the ions/atoms/molecules 

of a material (referred to as constituents here) assemble in a nucleus. The gathering of 

constituents always occurs randomly, however only when a critical size is reached, the 

cluster will not redissolve and starts growing spontaneously. Nucleation can be 

categorised as homogenous or heterogenous. In homogenous nucleation, the 

constituents that are randomly moving through the bulk medium come in close vicinity 

and align together through chemical interactions where they start to grow by attracting 

more constituents. This type of nucleation requires high supersaturation. In 

heterogenous nucleation, an impurity or interface acts as a precursor on which the 

constituents attach to form a cluster and grow. This type of nucleation is more common 

because it is energetically more favourable. Also the bulk medium often contains 

foreign molecules, microscopic particles, bubbles, or other phases whose presence 

lowers the energy barrier for nuclei formation. It can happen in conjunction with 

homogenous nucleation.  According to classical nucleation theory, the change in free 

energy of the system during homogeneous nucleation of a spherical nucleus is given 

by(69) 

ΔG =  −
4πr3

3v
kBT lnS + 4πr2γ 8 

Where ΔG is the change in system’s free energy, 4πr3/3ν represents the cluster density, 

r is the cluster radius, v is the volume of a single molecule, T is the temperature, S is 

the supersaturation ratio, γ is the interfacial energy and kB is the Boltzmann’s constant. 

The first term in this equation reflects decrease in energy due to transition from 

dissolved to crystal state. The second term reflects the energy increase due to formation 

of a solid-liquid interface. The two terms and their sum are shown on Figure 6. The 

two terms in Equation 8 depend differently on r, and so the free energy, ΔG, of 

formation passes through a maximum r*, where r* is the radius of critical nucleus at 

which the probability of formation of a nucleus goes through a minimum. For small r, 

where r < r*, the second term dominates and any cluster of that size will dissolve. At 

r > r*, the opposite is true and any cluster larger than r* will grow spontaneously. 
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Figure 6. Schematic representation showing the dependence of nucleation barrier ΔG* on 

radius r according to classical nucleation theory.(69) 

 

The nucleation rate J, defined as the nuclei formed per unit volume in unit time (m-3
.s

-

1), is given by(69) 

J = Aex p [−
16πγ3v2

3kB
3T3(lnS)2

] 9 

Here A is a pre-factor which is determined from kinetic considerations. This equation 

indicates that three main variables govern the rate of nucleation namely- the 

temperature, T; the degree of supersaturation, S; and the interfacial tension, γ. Figure 

7 gives a plot for Equation 9 showing that beyond a certain point where a critical 

supersaturation is reached, there is a rapid increase in the nucleation rate.  

Crystal growth occurs after the nuclei have appeared. It is a dynamic process driven 

by supersaturation where particles further align with the critical nuclei. If the main 

mechanism of mass transport to nuclei is bulk diffusion, the linear growth rate, G, 

(length per unit time; m.s-1) is given by(70) 

G =  
2D

ρCδ
(c − cint) 10 

In this equation, D is the diffusion coefficient, ρC is the crystal density, c is the bulk 

solute concentration, and cint is the solute concentration at the solid−liquid interface. 

Both nucleation and crystal growth play a crucial role in determining the crystal 
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structure, shape and size which defines the product quality. Hence, development and 

successful implementation of a crystallization process involves careful control of the 

process parameters to precisely manipulate the nucleation rate as well as the crystal 

growth rate to produce particles with desired characteristics. 

 

 

Figure 7. Effect of supersaturation on nucleation rate.(71) 

 

1.1.3 Methods of Crystallization 

The choice of crystallization method is determined by the thermodynamic and physical 

properties of the solute and solvent, as well as the required product purity.(61) Several 

methods can be used to trigger crystallization such as by cooling, antisolvent addition, 

pH adjustment, chemical reaction, or a combination of these. These methods have been 

discussed in detail as follows: 

a. Cooling: Solute solubility in each system is a function of temperature. With 

decreasing temperature, the solubility drops and can be used to trigger 

precipitation. This type of temperature-dependent solubility data is often used in 

industry to determine the cooling profile in a crystallizer.(72, 73) For example, 

indomethacin (IMC) was crystallized from ethanol using seeded cooling 

crystallization. The γ-IMC polymorph of IMC was used as the seed in this process 
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to induce crystallization of IMC. The measured solubility of metastable α-IMC and 

thermodynamically stable γ-IMC are shown in Figure 8. Upon rapid cooling of 

solutions from 45 °C to 5 °C, supersaturation was generated which triggered 

nucleation when the solution was maintained at 5 °C. The operating temperature 

played an important role in the crystallization process effecting both crystal size 

and shape. The metastable α-IMC polymorph was generated at 5 °C having fine 

needle-shaped crystals whereas γ-IMC was generated with a rhombic plate-like 

structure at higher temperatures.(74) 

 

 

Figure 8. Solubilities of α- and γ-IMC in ethanol at different temperatures.(74) 

 

b. Evaporation: Solvent evaporation is another method of generating 

supersaturation in the system. Solvent removal from the system, by increasing 

temperature or through spray drying, increases the overall solute concentration 

which generates supersaturation and triggers solute precipitation. Evaporative 

crystallization is chosen if solubility does not show a strong positive dependence 

on temperature. It can be applied on a large scale in continuous bulk chemical 

production of, for instance, table salt - Figure 9. There is one hydrate in this system, 

NaCl.2H2O, which crystallizes as monoclinic, thin platelets. Further, it 

decomposes at 0.15 °C to form solid NaCl and saturated brine. However, this 

crystallization is so slow that, upon rapid cooling, the broken curve in the phase 
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diagram is followed. The property of depressing the freezing point of water enables 

sodium chloride to be used in freezing mixtures and as a de-icing salt.(75)  

 

 

Figure 9. Phase diagram of H2O–NaCl system.(75) 

 

c. Addition of antisolvent: Antisolvent addition for crystallization is based on 

careful selection of a solute-solvent-antisolvent system. The principle is based on 

selecting an antisolvent which is miscible with the solvent and for which the solute 

solubility is significantly lower. When the antisolvent is added to the system, solute 

solubility in the final mixture decreases leading to supersaturation. The degree of 

supersaturation achieved can be controlled based on the difference in solute 

solubility in the solvent and antisolvent, and rate of antisolvent addition. 

Crystallization of paracetamol from acetone-water mixture was performed by Yu 

et al(76) using water as the antisolvent. At fixed agitation speed, the influence of 

antisolvent feed rate on cumulative weight of the final product was investigated - 

Figure 10. The smallest mean size for the product was obtained at the largest 

addition rate i.e. 20 g/min. It was observed that the agglomeration degree of 

products deteriorates with increasing feeding rate ranging from 1 to 20 g/min due 

to enhanced nucleation. 
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Figure 10. Effect of antisolvent feeding rate on particle size distribution of product at 500 

rpm.(76) 

 

d. Changing pH: Solute solubility may be a function of pH, which can be used to 

decrease the solubility and generate supersaturation to trigger crystallization. 

Judge et al.(77) investigated the effects of pH on the nucleation rate of tetragonal 

lysozyme crystals. Figure 11 represents the crystal density (number of crystals 

produced in a fixed volume) as a function of pH at 4°C.  

 

 

Figure 11. The effect of solution pH on crystal number per well at 4 °C.(77) 



19 

 

For fixed value of supersaturation, the crystal density changes by two orders of 

magnitude over the pH range 4.0–5.2 with the highest density obtained at pH of 4. 

Thus, in this work, crystal density decreases with an increase in solution pH. 

 

e. Chemical reaction: In this method, reactive species such as ions that participate 

in the precipitation process can be used to generate supersaturation. Thus, a 

decrease in solute solubility can be achieved by addition of reactive species. In a 

complex mixture system, selective crystallization of compounds to obtain the 

desired product becomes challenging. Synowiec et al.(78) investigated the 

crystallization kinetics using a chemical reaction for selective crystallization of 

calcium sulfate and calcium carbonate from brine. Brine contains Na+, Cl-, SO4
2-, 

Mg2+, Ca2+ and K-. The solubility of calcium sulfate in solution increases with the 

increase of NaCl concentration - Figure 12.  

 

 

Figure 12. Solubility of CaSO4·2H2O in NaCl solution as a function of temperature.(78) 

 

This process is based on mixing of two waste brines from (i) evaporative 

crystallization sodium chloride plant and (ii) ammonia soda production. As a result 

of this process, calcium sulfate and calcium carbonate are precipitated, according 

to the following chemical equations: 

𝑁𝑎2𝑆𝑂4 + 𝐶𝑎𝐶𝑙2 ⟶ 𝐶𝑎𝑆𝑂4 + 2𝑁𝑎𝐶𝑙 

𝑁𝑎2𝐶𝑂3 + 𝐶𝑎𝐶𝑙2 ⟶ 𝐶𝑎𝐶𝑂3 + 2𝑁𝑎𝐶𝑙 
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𝑁𝑎2𝑆𝑂4 + 𝐶𝑎(𝑂𝐻)2 ⟶ 𝐶𝑎𝑆𝑂4 + 2𝑁𝑎𝑂𝐻 

𝑁𝑎2𝐶𝑂3 + 𝐶𝑎(𝑂𝐻)2 ⟶ 𝐶𝑎𝐶𝑂3 + 2𝑁𝑎𝑂𝐻 

Thus selective precipitation of calcium sulfate dihydrate can be achieved by 

manipulation of sodium chloride concentrations which in turn influences the 

sodium sulfate concentrations in brine.(78) 

 

1.1.4 Role of Solvent 

Influence on the crystallization process further extends to solvent properties such as 

solubility parameters and polarizability, and the solute solubility in a selected solvent 

as it directly influences the supersaturation state. The type and choice of solvent plays 

a major role in polymorph selectivity and crystal morphology of the product. This is 

because the solvent can facilitate favourable interactions with solute clusters or nuclei 

on specific growing faces, which causes reduction in interfacial tension, thus 

improving the pace of crystal growth. This is the principle implemented in polymorph 

screening experiments where a range of solvents are used for the generation of all 

possible crystal forms.(79-85) Significant research has been conducted to study the 

direct influence of solvent selection on the outcomes of the crystallization process.(84-

87) Cheuk et al.(88) investigated the solubility of benzocaine in different organic 

solvents - Figure 13. 

 

 

Figure 13. Solubility of benzocaine in different solvents.(88) 
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This solubility information can be used to determine the solvent or antisolvent based 

on the process parameters and requirements. For instance, at 5 °C, solubility is highest 

in acetone and lowest in toluene. Hence, acetone will be a good solvent for processes 

at this temperature whereas toluene will be a good antisolvent. 

Solubility parameter is a very useful tool to predict molecular affinities, solubility, and 

solubility-related phenomena.(89) It is used in the selection criteria for determining a 

solvent for the crystallization process. The solubility parameter,  (also known as total 

solubility parameter or Hildebrand solubility parameter) is defined as the square root 

of cohesive energy density of the solvent, uc: 

𝛿 = √𝑢𝐶 = √
𝛥𝐻 − 𝑅𝑇

𝑉𝑀
 11 

Here R is the gas constant, T is the temperature and VM is the molar volume. Most 

often uc is calculated from the molar enthalpy of vaporization, H. The units of  are 

MPa1/2.(90)  

Hansen Solubility Parameters (HSP)(91) are an extension of the Hildebrand parameter. 

Here, the total solubility parameter is split into three components: δD, δP, and δH. The 

parameter δD accounts for dispersion interaction, δP accounts for polar (dipole-dipole) 

interactions, and δH reflects hydrogen bonding between molecules. Thus, the total 

solubility parameter, δ, is composed of three components reflecting various physical 

contributions to the solvent’s cohesive energy: 

δ2 = δD
2 + δP

2 + δH
2 12 

The solubility of two materials is only possible when their intermolecular forces are 

similar because these forces need to be overcome for the molecules of one material to 

be separated by the molecules of the other material. Thus, the well-known idea that 

“like dissolves like” can be quantified using HSP. The compatibility between two 

components (1 and 2) is measured by the distance, Ra, defined as: 

Ra
2 = 4(δD2 − δD1)2 + (δP2 − δP1)2 + (δH2 − δH1)2 13 

For a given compound, there is a solubility sphere of radius R0. Solvents within this 

sphere are similar enough to dissolve the compound. An RED number has been defined 

as 
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𝑅𝐸𝐷 =
𝑅𝑎

𝑅0
 14 

Accordingly, a shorter Hansen distance (i.e. RED < 1) implies compatibility and RED 

> 1 implies incompatibility. 

 

1.1.5 Current Trends in Pharmaceutical Crystallization 

Presently, majority of pharmaceutical production is batch-based in nature which 

involves several steps or stages such as reaction, distillation, crystallization, and 

filtration - Figure 14. These batch-based processes have two major stages: the primary 

or upstream stage and the secondary or downstream stage. The primary stage involves 

the production and formulation of APIs, while the secondary stage involves addition 

of excipients, crystallization, filtration, and other purification steps. The final dosage 

form is produced in the secondary stage, ready for marketing.(8) 

 

 

Figure 14. Process flow diagram for batch manufacturing route.(92) 
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The main advantage of batch-based manufacturing is that it is a well-established 

technique that is being employed in many sectors such as petroleum, pharmaceutical, 

fine chemicals, and food industry for a few centuries now. However, there are several 

limitations associated with the batch-based technique, some of which are summarized 

below: 

• Larger space requirements for expensive and bulky equipment associated with 

each manufacturing stage. 

• Larger hold times between the steps which can be as long as several months to 

produce a specific product which risks material degradation. 

• Higher waste-to-product ratios (E-factor) especially in the case of APIs (25-

100); this implies that 25-100 kg of waste is generated for every kilogram of 

API produced. This is very high in comparison with other well-established 

processes, for instance, the petrochemical industries have E << 1.(8) 

• Cost-inefficiency due to higher maintenance requirements associated with the 

extensive equipment; a separation or purification step is often needed after 

each manufacturing step which makes this type of production very strenuous 

in nature.(9) 

• Variability in product properties due to inhomogeneity of process parameters 

across large batches which affects reproducibility of solid-state properties of 

the product (stability, kinetics); a single process fault can render the whole 

batch unusable/unfit for further processing.(10) 

• Difficulties in obtaining fundamental knowledge of the crystallization process 

to obtain accurate kinetics data for scaling up. 

• Low drug efficiencies owing to large particle sizes and size distribution 

produced in tank reactors. 

• Reproducibility issues due to polymorph transition and high degree of disorder 

in the form of crystal defects and amorphous regions due to downstream 

processing operations.(11) 

The limitations of batch crystallizers affect the production process and product quality. 

This necessitates the need to develop alternative techniques that can provide improved 

process control, enhanced reproducibility and greener processing while lowering the 

overall manufacturing cost.(92, 93) This is driving researchers to explore continuous 
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crystallization as a potential candidate to overcome some of the limitations that are 

prevalent in batch-based crystallization.(94-96) 

Continuous crystallizers are based on the principles of flow chemistry where a reaction 

is conducted in a continuous stream rather than in a flask.(97) These can offer faster 

reactions and superior control over the process parameters such as spatial homogeneity 

of concentration and temperature.(98) This technique is a way to simplify the 

complexity and decrease the cost associated with batch-based equipment whilst 

offering continuous processing. It has potential for uniform nucleation and crystal 

growth conditions across the reactor, thus enabling precise manipulation of the solid-

state properties of final product.(10) Moreover, continuous processing allows for the 

use of automated monitoring systems for continuous quality checks and hence tight 

control over the product quality. Such processes can have predictive maintenance 

requirements which can help reduce the overall process cost which is often caused due 

to failed reactions or impurities in the system. It is also relatively easier to scale-up 

such processes. For instance, in batch crystallizers, scale-up might imply using reactors 

of significantly larger volumes which will require further process optimization, 

whereas for continuous crystallizers it might simply imply running an optimized 

process for a longer duration (or running n reactors in parallel).(99) It has been 

demonstrated that higher yields can be attained when using a continuous flow 

reactor.(13) Moreover, it is possible to lower the E-factor associated with 

pharmaceutical production as the process duration can be reduced (or stopped) when 

defects are detected in a batch which implies less waste.  

A series of 3 plug flow reactors (PFRs) producing ibuprofen is shown in Figure 15. A 

continuous feed of reactants is fed to their respective reactors, each of which are 

maintained at the required temperature. Specific reactions involving the formation of 

a ketone (2) in PFR1 are followed by the formation of an ester (3) in PFR2. The outlet 

stream from the second reactor is mixed with a methanol-water KOH solution and fed 

into the third reactor, where the salt form of the API, K-ibuprofen is formed. This 

whole process takes place in a simplified, single run where the output of each step 

becomes the in-feed for its successive step. This process resulted in an excellent 

product purity (99%).(8) 
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Figure 15. A continuous pharmaceutical process for ibuprofen.(100) 

 

In a different work by FloWorks (CSIRO), a six-step linear sequence was transferred 

from a batch to a continuous flow process - Table 1. The work involved the synthesis 

of spirooxazine photochromic dyes. The reason to invest in flow synthesis of these 

dyes was the reduced yields obtained using batch-based processes (<50% for 18h 

reaction times). A two stage, continuous-flow process for the same showed 

significantly improved yields whilst reducing the waste produced by order(s) of 

magnitude at each reaction step. 

 

Table 1. Batch vs. continuous flow synthesis of spirooxazine photochromic dyes. (This table 

is reproduced from work conducted and published by CSIRO (13, 101)) 

Reaction 

Step 

Batch Flow Waste Batch 

(L) 

Flow 

(L) Yield 

% 

PMI Yield 

% 

PMI 

1 85 119.4 98 6.6 Chlorinated waste 218 0 

2 
    

Non-chlorinated 

waste 

612 74 

3 70 173.2 85 18.5 Contaminated 

aqueous waste 

418 33 
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4 85 119.4 98 5.2 
   

5 76 54.9 81 31.4 Liquid waste total 

(in litres) 

1248 106 

6 75 63.9 71 11.3 Energy total 

(in kWh) 

18.5 1.6 

 

Thus, owing to the advantages associated with continuous processing, more companies 

are opting for it especially when introducing a new product in the market. Table 2 

shows companies across the globe that are investing into continuous manufacturing 

processes to transition away from batch-based processes. 

 

Table 2. Major pharmaceutical-related companies pursuing continuous production.(102) 

Country Company Initiatives 

US Eli Lilly and Company Breast cancer medication (Verzenio™) 

approved by FDA in 2017.(103) 

Pfizer Inc. Acute myeloid leukemia treatment agent 

approved by FDA in 2018.(104) 

Switzerland Novartis International 

AG 

Initiated collaboration with MIT 

(Novartis-MIT Center for Continuous 

Manufacturing) in 2007. 

Established CONTINUUS 

Pharmaceuticals(105) to promote the 

development and introduction of 

continuous manufacturing systems. 

South 

Korea 

SK biotek Co. Ltd. Owns one of the world's leading 

continuous manufacturing facilities. 

Japan Shionogi Pharma Achieved the most of continuous 

manufacturing achievements and 

expertise accumulated by Shionogi & 

Co.(106) 
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Takasago International 

Corp.(14, 15) 

Takasago Chemical 

Corp. 

Successful adoption of continuous 

manufacturing for intermediates using 

LAH reducing agent. 

Actively promoted the switch to 

continuous manufacturing by partnering 

with Eli Lilly.(107) 

 

However continuous manufacturing, compared to batch manufacturing, often involves 

a higher level of process design to ensure adequate process control and product 

quality.(108, 109) Thus owing to the significant economic and time scale investments, 

continuous processing has only found partial incorporation into the manufacturing 

business. Based on these initiatives, six pharmaceutical drugs have been 

produced:(110) 

1. Vertex’s ORKAMBI® (lumacaftor/ivacaftor) 

2. Vertex’s SYMKEVI® (tezacaftor/ivacaftor) 

3. Johnson & Johnson’s PREZISTA® (darunavir) 

4. Eli Lilly’s VERZENIO™ (abemaciclib) 

5. Pfizer’s DAURISMO™ (glasdegib) 

6. Johnson & Johnson’s TRAMACET 

Even though there have been significant efforts in science and engineering to support 

the implementation of continuous pharmaceutical manufacturing, the transition has 

been slow.(111) However, in the coming decades, this transition may take over most 

industries especially the pharmaceutical industry owing to its potential to overcome 

the limitations of process inhomogeneity and higher E-factors associated with batch-

based processing.(12, 112)  

 

1.2 Dense Gas Processes 

Particle size and shape play a crucial role in determining the bio-efficacy of drug 

formulations (see section 1.1), thus a range of micronization techniques are 

implemented to control these particle characteristics. These techniques allow for 

production of particles on the µm scale. The commonly employed micronization 
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techniques and their disadvantages are presented in Table 3. Fluid energy milling, 

spray drying and ball milling suffer from high temperature and electrostatic charging 

whereas the liquid antisolvent method suffers from the issue of residues in the final 

product. 

 

Table 3. Conventional Methods of Micronization.(113) 

Method Size (µm) Disadvantages 

 

Fluid Energy 

Milling 

 

1-5 

high energy input, temperature increase, 

electrostatic charging, operation above 

ambient temperature 

 

Spray Drying 

 

~5 

poor control over size distribution, 

energy-intensive 

 

Lyophilization 

 

<1 

poor control over size distribution, solvent 

recovery 

Solution Preparation 

Freeze-drying 

 

<1 

applicable to only a few substances 

 

Liquid Antisolvent 

 

0.1-100 

organic residues in the final product(114) 

 

Dense Gas Processes (DGPs) can be implemented for production of pharmaceutical 

compounds with the ability to tune particle crystallinity and produce (organic) residue-

free products.(115) Dense gases (DGs) are gases under conditions near their critical 

point, but not necessarily in a supercritical state. Figure 16 shows the solid, liquid and 

gas phase boundaries for a pure substance. The technical flexibility of DGPs, including 

the fact that the gas can act as a solvent, co-solvent or an antisolvent, has led to the 

development of a large number of techniques for drug particle micronization.(16) The 

key technical advantage of DGs is that rather small variations in temperature and/or 

pressure allows for fine adjustment of fluid properties (ρ, μ) and therefore control over 

operational parameters.(116) Because of compression, the density is relatively high 

(“liquid-like”) and that increases the solvent power of the gas. At the same time, 

diffusivity is more “gas-like” and mass transfer is faster than it is in liquids.(117-119) 
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Figure 16. Pressure-temperature diagram for a pure substance. 

 

Carbon dioxide is the commonly used DG because it is non-toxic, easily available, 

cheap, has fire suppression capabilities and is miscible with majority of organic 

liquids. The low critical temperature of CO2 (304.21 K)(120) makes it suitable for 

processing heat-sensitive compounds such as APIs. Often the organic liquids used in 

the processing of pharmaceutical compounds are toxic in nature, such as dimethyl 

sulfoxide (DMSO) or carbon tetrachloride, and must be removed from the final 

product to meet the quality criteria.(121) CO2 acts as a non-toxic, benign alternative 

to these and helps in the elimination of organic residues from the product. This is 

achieved by using pressurized CO2 as the antisolvent in place of traditional organic 

liquids and/or washing the final product with excess CO2 to remove any organic 

residues.(115, 122-126) Dense CO2 can partially or completely replace the use of 

harmful organic liquids. It can play two major roles in processing pharmaceutical 

compounds: one is as a solvent and the second as an antisolvent.  

In the case of using CO2 as a solvent, the solid substance to be micronized is dissolved 

in compressed CO2 and then rapidly depressurized which triggers precipitation due to 

decrease in the solvent power of CO2. In the case of CO2 as an antisolvent, the 

substance of interest is dissolved in a classical solvent (mostly organic liquid) which 

is miscible with CO2. This miscibility reduces the solvent power for the solute and 
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triggers precipitation. Based on its role in the process, several methods have been 

devised and are briefly summarized in the following section.(123) 

 

1.2.1 Types of Dense Gas Processes 

a. Particles from Gas-Saturated Solution (PGSS) 

This process involves melting (10–15 MPa, 373–393 K)(127) a solid through CO2 

expansion which is then sprayed through a nozzle resulting in rapid depressurization 

and cooling of the melt. This causes the melt to precipitate thus producing a fine 

powder (Figure 17a). Hence the technique is called Particles from Gas-Saturated 

Solution or PGSS. This technique only works for process temperatures close to the 

melting point of the solid. Sencar-Bozic et al.(17) showed that processing Nifedipine 

(TM=172-174 °C) by PGSS at 185 °C can result in the micronization of particles (from 

50 to 15 µm) with enhanced dissolution rate (~9 times in 1h) in water as compared to 

the unprocessed material. However, the temperatures employed in this technique are 

very high for processing pharmaceuticals and may lead to polymorph transition or 

degradation which affects the properties of the final product. 

 

b. Precipitation with Compressed Antisolvent (PCA) and Aerosol Solvent 

Extraction System (ASES) 

Another dense gas process employed for micronization is Precipitation with 

Compressed Antisolvent or PCA process. In this technique, an organic solution of an 

API is sprayed into a chamber filled with pressurized CO2 - Figure 17b. The miscibility 

of CO2 with the organic liquid droplets results in expansion of the droplets which 

triggers solute precipitation. Organic residues can be removed from the final product 

by washing with CO2.(128) This technique can also be implemented in the production 

of solute crystals that have molecules of the dense gas incorporated within the crystal 

structure.(129, 130)  The Aerosol Solvent Extraction System (ASES) is a variation of 

PCA which specifically uses supercritical CO2. In this technique, the organic solvent 

used in the process is completely dissolved in the SCF which triggers solute 

precipitation due to reduction in solvent power.(131) 

 



31 

 

 

Figure 17. Several processes for the preparation of particles.(132) 

 

c. Solution-Enhanced Dispersion by Supercritical Fluids (SEDS) 

In the Solution-Enhanced Dispersion by Supercritical Fluids technique (SEDS), scCO2 

and organic solution are simultaneously fed through a coaxial nozzle - Figure 17c. This 

technique produces much finer particles in comparison with PCA or ASES. 

Subramaniam et al.(18, 19, 133) used an ultrasonic nozzle to extract the organic 
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solvent out of droplets to trigger solute precipitation. Submicron particles (0.5-10 µm) 

of hydrocortisone, ibuprofen, insulin, and paclitaxel were formed using this technique.  

 

d. Depressurization of An Expanded Liquid Organic Solution (DELOS) 

In the DELOS (Depressurization of an Expanded Liquid Organic Solution) technique, 

dense phase CO2 is used as the antisolvent for expansion of an organic solution. 

However, in this technique, the solute concentration is kept significantly lower such 

that expansion with CO2 does not trigger any solute precipitation. Upon sudden 

depressurization, CO2 is released from the system which causes rapid cooling. This 

sudden lowering of temperature triggers precipitation - Figure 17d. The DELOS 

method was used to produce micron- and submicron-sized crystalline particles from a 

solution in acetone using CO2 as the compressed fluid. Particle sizes less than 5 µm 

were produced which is 2 orders of magnitude smaller than the median particle 

diameter of the particles produced through conventional cooling crystallization 

technique from methanol solutions.(134, 135) 

 

e. Precipitation of Particles from Reverse Emulsions 

In this technique, CO2 is used for the expansion of reverse emulsions of compounds 

dissolved in the aqueous core of a microemulsion - Figure 17e. This technique has 

been demonstrated for a protein(136) and an enzyme.(137) Chen et al.(138) have 

produced nanoparticles (7-38 nm) of trypsin protein by expansion of a reverse 

emulsion of sodium bis(2-ethylhexyl)sulfosuccinate (AOT)/H2O/isooctane reverse 

micelles with CO2 (50 bar, 20 °C). A variation of this technique can also be 

implemented for precipitating inorganic materials.(139, 140) Zhang et al.(139) 

produced ZnS particles using this technique by implementing a combined emulsion of 

ZnSO4 dissolved in the aqueous cores and Na2S (both in AOT-stabilized water in iso-

octane emulsions). 

 

f. Gas Antisolvent (GAS) Process 

This thesis focuses on the use of the Gas AntiSolvent (GAS) process for 

pharmaceutical crystallization. This technique relies on the miscibility of CO2 with 
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organic solvents which causes volumetric expansion of the solvent, thus reducing its 

solvent power for solute which triggers precipitation - Figure 17f. Thus, CO2 acts as 

the antisolvent in this process. The method was proposed in 1989 by Gallagher et 

al.(141) Modifications of the GAS process include supercritical antisolvent (SAS), 

particles by compressed antisolvent (PCA), and an aerosol solvent extraction system 

(ASES).(16, 142) The resulting mixture in GAS process is called a Gas-expanded 

liquid or GXL - Figure 18. These GXLs can exhibit solvent power and improved 

transport properties similar to CO2.(132) In GAS process, parameters such as rate of 

antisolvent addition, temperature, and solution concentration influence particle 

properties such as size and crystal morphology. The equation(143) below can be used 

to measure the liquid expansion in a GAS process: 

𝜀 =
𝛥𝑉

𝑉
=

𝑉(𝑇, 𝑃) − 𝑉0 (𝑇, 𝑃0)

𝑉0(𝑇, 𝑃0)
 15 

 

 

Figure 18. Expansion of an organic solution using dense phase CO2 and particle precipitation. 

 

Kordikowski et al.(143) measured the relative volumetric expansion of different 

solvents when pressurized with CO2 at different process temperatures. Thus, for a 

given antisolvent, different solvents show a similar relative volume expansion 

behaviour - Figure 19, i.e. the ‘classical’ definition of volume expansion of the liquid 

phase. ṼL is the molar volume of the liquid mixture and V2 is the total volume of pure 

solvent at the same temperature and a reference pressure (normally atmospheric 

pressure). 
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Figure 19. Relative expansion of the liquid phase for the systems carbon dioxide–solvent at 

298, 303 and 313 K.(143) 

 

Warwick et al.(114) used the GAS method to micronize particles of Copper 

Indomethacin (Cu-Indo) using subcritical CO2 as antisolvent. The implementation of 

this technique simplified the API crystallization process - Figure 20.  

 

 

Figure 20. Comparison between the conventional process and the GAS process for the 

synthesis of Cu-Indo.(114) 
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He showed that the GAS process is a major improvement over the conventional 

technique and enabled single-step synthesis, faster crystallization rate, reduced solvent 

requirement, and control over particle size. Copper indomethacin was successfully 

synthesised and purified in a single vessel through selective crystallization of 

components under different process conditions (P, T) by using CO2 as the antisolvent. 

It was shown that CO2 can be an excellent alternative to the conventional organic 

antisolvent i.e. ethanol in this case. The product Cu-Indo, with greater than 95% purity, 

was produced in a single step at 25 °C. Table 4 shows the comparison of product yields 

achieved using the conventional organic liquid antisolvent i.e. ethanol and the gas 

antisolvent i.e. CO2. 

 

Table 4. Comparison between GAS and Conventional Process for the Synthesis of Cu-Indo at 

25 °C.(114) 

Antisolvent P (MPa) Cu-Indo (mg/g) % yield 

Ethanol 0.1 5 40 

CO
2
 5.8 5 85 

Ethanol 0.1 50 75 

CO
2
 5.8 50 98 

Ethanol 0.1 200 91 

CO
2
 5.8 200 96 

 

The rate of liquid expansion could be manipulated by changing process parameters 

such as pressure, temperature, or rate of antisolvent addition which substantially varied 

the size and morphology of the particles produced - Figure 21. Rapid expansion 

produced microparticles with sizes below 10 µm and a bipyramidal shape (Figure 21 

c and d) whereas rhombic crystals (Figure 21b) with sizes between 10 and 20 µm were 

produced in case of slow expansion. 
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Figure 21. SEM images of the particles produced from the GAS and the conventional process: 

(a) conventional process; (b) slow expansion; (c and d) fast expansion.(114) 

 

1.3 Microfluidics for Crystallization of APIs 

For pharmaceutical manufacturing, it is desirable to produce formulations with tight 

control over the product properties in a highly reproducible and efficient way to avoid 

issues arising due to product variability (discussed in previous sections). Moreover, 

the need for considerable process engineering to change batch volumes, represents a 

barrier when moving from small prototype particle formulations to large-scale 

volumes for clinical studies. Integrated microfluidic technology can be a solution to 

overcome the challenges and limitations associated with pharmaceutical 

processing.(144) Microfluidic technologies exploit fluid handling and manipulation at 

a very small (sub-millimetre) scale. It is a multidisciplinary field that includes physics, 

chemistry, engineering, and nanotechnology. Microfluidic devices have at least one 

characteristic dimension below 100 µm. The fluid elements on that scale are small but 

large enough to obey the law of continuous media, e.g. the continuity equation.(145) 

Thus, fluid properties such as density and pressure or the fluid velocity are well defined 

at any point and are continuous functions of space and time. 
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Figure 22. Schematic diagram depicting the components of a  microfluidic platform.(146) 

 

Microfluidic devices can be made of different materials, however, material 

characteristics such as mechanical performance (ability to withstand high P and T), 

fluid mechanism (mass diffusion and thermal diffusion), and physicochemical 

properties (optical, chemical resistance) need to be assessed for the desired application. 

Based on this, microfluidic devices can be made in metal (stainless-steel)(147), 

semiconductor (silicon)(148), ceramic(149), glass(150) ((BF33)(151), Quartz(152)), 

polymer ((PDMS)(153), PMMA(154)) and paper(155) (Whatman filter paper). It 

serves as a miniaturized analytical technology for biomedical and chemical 

applications.(156-160) However, it has recently been implemented as a processing and 

production technology as well.(147, 148, 161-169) 

The following discussion of basic physics in microfluidics is based on Chapter 2 from 

the book - Microfluidics: Fundamental, Devices and Applications.(24) 

The fluid mechanics equations governing a bulk fluid in motion are also applicable in 

microfluidics. These are briefly presented below. 

Mass Conservation Principle (Continuity Equation) 

According to this principle, the fluid mass can pass through any of the tube’s cross-

sectional area without loss. The mass of fluid crossing each section of the pipe per unit 
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time is the mass flow rate (kg.s-1). It remains constant as formulated in Equation 16 

where 1 and 2 are the two tube positions of cross-sectional areas A1 and A2. 

𝐴1𝜌1𝑢1 = 𝐴2𝜌2𝑢2 16 

Here, ρ1 and ρ2 are fluid densities through A1 and A2, and u1 and u2 are effective 

velocities of the fluid flowing through A1 and A2. 

 

Poiseuille’s Law 

The pressure-driven, steady-state flow in channels is known as Poiseuille flow. It is 

the final class of analytical solutions to the Navier–Stokes equation. In a Poiseuille-

type flow, pressure difference between the two ends of a straight, rigid channel drives 

the fluid flow. Equation 17 is the simplest form for this law. Here ΔP is fluid driving 

pressure and Q is volumetric fluid flow rate. The fluidic resistance, R, is the resistance 

to fluid flow in a given channel and is related to channel cross-section, length, and 

fluid properties.  

𝛥𝑃 = 𝑅𝑄 17 

Poiseuille law was initially formulated for circular channels, however, analytical 

solutions have been obtained for a variety of other cross-sections. In rectangular 

channels, the ratio of channel width (w) and height (h) controls flow parameters such 

as the hydraulic resistance and flow profile. The fluidic pressure difference, ΔP, of a 

rectangular channel of length L with a high aspect ratio (i.e., w ≫ h) can be calculated 

using Equation 18 assuming laminar flow conditions: 

𝛥𝑃 =
12𝜇𝐿𝑄

𝑤ℎ3
 18 

This equation shows that ΔP is directly proportional to the fluid viscosity (μ). 

Flow in Microchannels 

The flow profile for fluids can be predicted using the Reynolds number. The Reynolds 

number (Re) is a dimensionless quantity estimated using the ratio of the inertial forces 

to the viscous forces: 

𝑅𝑒 =
𝜌𝑢𝑑

𝜇
 19 
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Here ρ and μ are the fluid density and viscosity, respectively, d is the hydrodynamic 

channel diameter and u is the average fluid speed. Thus, based on the magnitude of 

Re, fluid flow can be classified into three main regimes:(170) 

• Laminar flow - Re < 2300 

• Transient flow - Re > 2300 and Re < 4000 

• Turbulent flow - Re > 4000 

In microfluidic devices, owing to the reduced dimensions, the viscous force effect 

dominates flow behaviour as compared to the macroscale wherein inertial force effect 

may be dominant. Hence, at such small scales, flow is usually laminar in nature (low 

Reynolds number) and thus allows for precise control of contact and reaction times. 

Because of that the dominant mass transport type changes from convection to 

diffusion.(171) The large area-to-volume ratio enhances both mass and heat 

transfer.(20-22, 172) Thus, process optimization can be achieved for small volumes of 

fluids with excellent control over process parameters.(23) There are also the benefits 

of reduced sample/reagent consumption, reduction of contamination risk, lower cost 

per analysis, enhancement of sensitivity and specificity, and overall increase in 

reliability.(173) 

 

Mixing in Microchannels 

In laminar flow, the liquid streamlines do not cross each other and therefore any 

mixing must be achieved via diffusion. When mixing occurs via diffusion, its 

efficiency can be estimated by Fmix: 

𝐹𝑚𝑖𝑥 =
𝐷𝑡

𝑙2
 20 

Here D is the diffusion coefficient, t is the stream contact time available for mixing, 

and l is a system dimension perpendicular to the direction of the flow. In general, the 

mixing process ranges from substantial up to almost complete for Fmix values in the 

range of 0.1–1.0. Mixing in microchannels can be facilitated through change of flow 

profile (laminar/turbulent) and mixer geometry (channel length, cross-sectional area). 

The above is valid for liquids which are effectively incompressible, however, it can be 

more complex for gases. 
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It is easier to control the microenvironment for particle formation in a microfluidic 

micromixer as compared to conventional crystallizers where heterogeneous mixing 

creates local particle environments that favour particle formation in some instances 

and particle growth in others, leading to product inhomogeneity.(174-176) Another 

major advantage is the continuous nature of microfluidics technology which allows for 

continuous monitoring through on-chip analytical probes. This allows to keep the 

product quality under strict check and reduce wastage. Moreover, this technology 

offers greater flexibility over device design i.e. channel cross-section which can be 

tuned as per the process requirements. This is similar to manipulating liquid expansion 

in the GAS process by altering the process conditions to achieve controlled 

crystallization. Furthermore, it is easier to scale-up this technology through process 

parallelization and simple numbering up of the devices which allows for direct 

implementation of this technology for industrial use. This makes microfluidics 

technology an excellent tool to realise process intensification of small-batch 

manufacturing.(177) This path to scale-up contrasts with batch-based manufacturing 

methods which often require complex and time-consuming process optimization as the 

batch size scales. The adaptability of microfluidic platforms is much more universal 

in comparison with other techniques which makes it an attractive candidate for 

processing of a range of pharmaceutical compounds. 

 

Previous Attempts to Combine High-Pressure Processes Relevant to 

Pharmaceutics and Microfluidics 

The integration of a dense gas process with microfluidics is a viable approach to 

efficient and continuous production of high-quality APIs with enhanced control over 

the crystallization process. This integrated technique would combine the advantages 

offered by the individual techniques. For instance, the benefits of faster crystallization, 

elimination of organic residues and greener processing, offered by dense gas 

processes, will add to the high reproducibility, process homogeneity, adaptability, 

design flexibility and ease of scale-up, offered by microfluidics. The use of 

compressed carbon dioxide as a benign and green antisolvent is common in dense gas 

processes. The use of higher driving pressure in the microfluidic circuit will 

considerably increase fluid flow rates and mixing efficiency thus leading to higher 
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throughputs. Dense gas processes implemented on a microfluidic platform would be 

highly valuable for producing pharmaceutical or nutraceutical formulations. 

One of the major challenges to implementing this idea is to realise high-pressure 

microfluidics (HPMF). This is technically challenging because of the increased 

pressure needed to work with CO2 as an antisolvent. Material selection for device 

fabrication is crucial for the realization of such a platform. Microfluidic devices made 

in polymer (PDMS or PMMA) cannot withstand the process conditions (pressure, 

temperature, resistance to chemicals) associated with dense gas-based pharmaceutical 

processing. It is possible to make microfluidic devices made of metal such as stainless-

steel by using conventional machining, electroforming, electrodischarge machining, 

or laser ablation. These metal microreactors are capable of withstanding high pressure 

and heat loads and show resistance towards toxic/reactive chemicals. These have been 

used for chemical synthesis,(178) fluorination reactions,(179, 180) and material 

synthesis.(181) For instance, supercritical water (650 °C and 250 bar) was used for the 

gasification of organic molecules in microreactors made in stainless-steel.(182, 183) 

Ceramic microreactors can also withstand very high temperature and pressure.(184, 

185) However, these microreactors are costly to manufacture,(184) and in situ optical 

characterization is severely restricted in metal and ceramic microreactors.  

Microfluidic devices made of glass provide optical access, mechanical strength and 

high chemical resistance. The standard procedure for fabricating these devices will be 

discussed in section 2.2 of Chapter 2. They are capable of withstanding moderately 

high temperatures (100 °C) and pressures (up to 400 bar).(186) Andersson et al.(187) 

used a borosilicate glass micromixer to study the flow profile and mixing of CO2 with 

ethanol at high pressure and room temperature, 82 bar and 21 °C - Figure 23. The 

device design consisted of a simple T-junction with ethanol flowing through the main 

channel (300 μm × 120 μm) and CO2 through the side channel (76 μm × 8 μm), 

followed by a 54 mm long meander. Silica capillaries were used to introduce fluids 

into the micromixer. Capillaries were inserted into the sides and glued to the 

micromixers using a two-component epoxy glue (Araldite Rapid, Huntsman Advanced 

Materials). The fluids meet at the junction and gradually mix along length of the main 

channel. The relative permittivity of the gas-expanded liquid was measured using 

integrated platinum electrodes. 
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Figure 23. CO2-expanded ethanol on a borosilicate glass micromixer. Change of flow ratio, 

corresponding to an ethanol mole fraction of (a) 0.5 and (b) 0.8.(187) 

 

Marre et al.(188) fabricated a silicon-on-glass micromixer where the microchannels 

were etched in silicon with a top BF33 substrate. The micromixer can withstand 

pressure and temperature up to 300 bar and 400 °C - Figure 24.  

 

 

Figure 24. Illustration of the high-pressure micromixer made of silicon-BF33, and 

experimental & numerical profiles for fluid flow.(189) 

 

The system was used to study high-pressure fluid flow under laminar(190) and 

turbulent(191) conditions. Ethanol and CO2 were selected as model solvents at 
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supercritical conditions, in which the two fluids are completely miscible. Influence of 

process temperature, microchannel cross-section, Reynolds number and CO2/ethanol 

ratio on the final mixing efficiency was investigated. A general behaviour for fluid 

mixing was noticed and was divided into different zones based on the relationship 

between a time dimensionless number (the ratio of mixing time to diffusion time) and 

an energy dimensionless number (the ratio of CO2 kinetic energy to ethanol’s). 

A similar set up was used to produce tetraphenylethylene (TPE) nanoparticles from 

the solvent, Tetrahydrofuran (THF) using supercritical carbon dioxide (sc-CO2) as 

antisolvent in a microfluidic, supercritical antisolvent process (µSAS). Successful 

production of NPs with an average size of (9 ± 3) nm was realised - Figure 25.(192) 

 

 

Figure 25. TEM image of TPE NPs synthesized by µSAS at 40 °C and 100 bar. Inset: 

corresponding size distribution.(192) 

 

In a different work, a silicon-on-glass micromixer was used where the microchannels 

were etched in the silicon substrate which was anodically bonded to a 500 µm thick 

Pyrex plate. This was fixed in a frame which counteracts the pressure inside the 

microchannel thus, enabling high-pressure stability (pressure drops of up to 500 bar) 

and a leak proof and reversible connection between the microsystem and the high-

pressure equipment. The frame consisted of a 5 mm-thick quartz glass plate pressed 

on the Pyrex side and a flat polished steel surface on the silicon side of the 

microsystem. A small gap in the metal frame was made to allow for optical 
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measurements. The whole construction was a compromise between mechanical 

stability and quality of the optical access.(193) 

 

Motivation, Scope and Objective: Incorporation of a Dense Gas Process 

on a Microfluidic Platform for the Continuous Crystallization of 

Pharmaceutical Compounds 

These set-ups can sustain high pressure however, the specialized pumps add to the 

overall cost, the silicon-on-glass microchips are relatively complex to fabricate, and 

the silica tubing glued at the microchip ports increases the chances of process failure. 

Thus, the work was restricted to a few highly specialized groups. We conclude that 

there has been significant interest in the development of high-pressure microfluidic 

systems. It holds the potential to serve as a future processing technology for 

pharmaceuticals, however, the research is still in its early stages. Significant work 

needs to be done to study the influence of processing conditions on the crystallization 

outcomes and performance of these devices. 

This calls for the development of a platform that is simpler, enables the use of standard 

fluid-delivery connectors, and milder process conditions. There is the added 

opportunity to explore the influence of key process parameters on the crystallization 

kinetics and chemistry. The use of a microGAS process using subcritical CO2 as the 

antisolvent has not been studied extensively for the processing of pharmaceutical 

compounds and their combinations. Such platform can be used to study the 

crystallization outcomes for a range of APIs and their combinations by simple 

manipulation of the process parameters.  

This thesis focuses on the development of such a platform that will enable the use of 

on-chip liquid expansion for API precipitation using subcritical CO2 as the antisolvent. 

A bespoke metal holder is fabricated to sandwich the micromixer that enables the use 

of standard connectors and tubing while allowing simpler change of micromixer 

design. The micromixer can be sandwiched between the two parts of the metal holder 

and connections can be made using standard Swagelok and HPLC connectors, 

reversibly and without the use of superglue. The proposed technique holds direct 

relevance to the pharmaceutical industry as it allows for continuous pharmaceutical 



45 

 

crystallization in a controlled fashion. The focus will be on investigating the influence 

of process chemistry and kinetics on API crystallization to control particle size and 

morphology. This work can serve as a basis to further develop and optimize this 

technology for implementation as a small-batch manufacturing system to produce 

high-quality pharmaceutical compounds.  

Our set-up is simple, uses glass-on-glass micromixers (made by standard 

microfabrication techniques), allows for the connection of fluid delivery pumps 

commonly used with dense gas processes (ISCO pumps), the use of off-the-shelf 

components and an easier exchange of microfluidic chips. The setup is reliable, shows 

potential for fluid handling at up to 100 bar and is accessible to any operator after a 

short training.  
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Chapter 2 

Materials and Methods 

 

This chapter provides a description of the materials, micromixer fabrication process, 

experimental methods and instrumentation used throughout the thesis. Specific 

experimental details and techniques are further described in the relevant experimental 

chapters. 

 

2.1. Materials 

2.1.1 Active Pharmaceutical Ingredients 

There are four APIs used in this project namely Griseofulvin (GF), Luteolin (LT), 

Budesonide (BD), and Dapsone (DAP). The pharmaceutical significance, supplier, and 

chemical structure of each of these APIs is discussed below. 

 

Griseofulvin 

Griseofulvin or GF (>97.0%) was supplied by TCI. It is an antifungal polyketide with 

the chemical formula (2S,6′R)-7-chloro-4,6-dimethoxybenzofuran-3-one-2-spiro-1′-

(2′-methoxy-6′-methylcyclohex-2′-en-4′-one). The API was received as a dry powder 

and is white or yellowish in colour. The chemical structure of GF is shown in Figure 

26.  

The oral bioavailability of the drug is limited by its poor water solubility (8.64 mg.L-

1).(4) Dandagi et al.(194) showed that nanoparticles of GF prepared by an emulsion 

solvent diffusion method (600-900 nm) showed marked improvement in dissolution 

profile (> 95% at 120 minutes) when compared to the pure drug (3-4 µm, ~70% at 120 

minutes) and thus offer greater bioavailability. 
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Figure 26. Structure of griseofulvin.(195) 

 

Luteolin 

Luteolin or LT (98.4% purity) was supplied by Cayman Chemical. It is a naturally 

occurring flavonoid biophenol found in common dietary sources such as fruits and 

vegetables.(196) The chemical structure of LT is 2-(3,4-dihydroxyphenyl)-5,7-

dihydroxychromen-4-one - Figure 27. 

 

 

Figure 27. Chemical structure of Luteolin.(197) 

 

It consists of two benzene rings connected by a three-carbon ring containing oxygen 

and a C-C double bond, and has 4 ─OH groups at positions 3', 4' 5 and 7. The 

bioactivity of LT is linked to the hydroxyl moieties and the C-C double bond. LT 

shows anticancer, antioxidant and antiinflammatory properties. Upon administration, 

LT scavenges free radicals, protects cells from reactive oxygen species (ROS)-induced 

damage and induces direct cell cycle arrest and apoptosis in tumour cells. This inhibits 

tumour cell proliferation and suppresses metastasis. Another important characteristic 
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of this API is that it can be used in the therapy of central nerve system diseases, 

including brain cancer as it can permeate the blood-brain barrier.(198) 

 

Budesonide 

Budesonide or BD (≥ 99% purity) was purchased from Sigma-Aldrich. The chemical 

formula for BD is ([RS]-1β, 16α 17, 21-tetrahydroxypregna-1, 4-diene-3, 20-dione 

cyclic 16, 17-acetal with butyraldehyde). It is a non-halogenated corticosteroid with 

the chemical structure shown in Figure 28.(199) It is the active antiinflammatory 

ingredient in some nasal inhalers.(200) This API is used to treat asthma, however, it 

can also be used in the treatment and prevention of nasal polyps which are often 

associated with asthma or recurring infections. Hence, it can be used as a 

bronchodilator agent, an anti-inflammatory drug, or a drug allergen.(201) 

 

 

Figure 28. Chemical structure of Budesonide.(202) 

 

Anti-inflammatory agents are crucial in the treatment of asthma. Due to the high ratio 

of topical anti-inflammatory to systemic activity in BD, it is one of the most 

extensively used inhaled glucocorticoid.(199) 

 

Dapsone 

Dapsone or DAP (Pharmaceutical Secondary Standard; Certified Reference Material) 

was purchased from Sigma-Aldrich. It is a sulfone consisting of phenyl groups where 

the hydrogen at the 4th position is substituted by an amino group - Figure 29. It is 
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primarily an antileprotic drug due to its actions against Mycobacterium leprae. 

However, it also possesses antimalarial(203), anti-infective(204), and 

antiinflammatory(205) properties.  

 

 

Figure 29. Chemical structure of Dapsone.(206) 

 

DAP is used in the treatment of herpetiform dermatitis. It acts by blocking the 

synthesis of folic acid in microorganisms by inhibiting the dihydroprotease synthetase 

enzyme.(207) 

 

2.1.2 Solvents 

Dimethylformamide (99.8%), ethanol (≥ 99.5%), acetone (≥ 99.9%) and ethyl acetate 

(99.8%) were supplied by Sigma-Aldrich. DI water was obtained from a Hydro-Check 

414R System. All reagents were used as supplied. 

 

N, N-Dimethyl formamide 

N, N-Dimethyl formamide or DMF belongs to the class of formamides where methyl 

groups replace the amino hydrogen. It is a colourless, hygroscopic liquid. 

It holds a lot of significance as a universal solvent in the pharmaceutical industry 

owing to its aprotic nature, low volatility, and high dielectric constant.(208) This 

makes DMF significantly useful in the pharmaceutical industry where it is used as a 

reaction and crystallization solvent.(209) 
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Ethanol 

Ethanol or ethyl alcohol belongs to the family of alcohols and has the chemical formula 

CH3CH2OH. It is one of the most widely implemented organic liquid in the 

pharmaceutical industry.(210) 

Ethanol is present in prescription (Table 5) and non-prescription drug products as an 

active ingredient be it oral, parenteral, and topical (including inhalation). Ethanol also 

possesses pharmacological actions as an antipyretic, sedative, antiseptic, and cooling 

agent.(211) 

 

Table 5. Ethanol concentrations, recommended dose, intake, and blood concentration from 

some common prescription drugs for infants and children. RD : recommended dose. BEC : 

Blood ethanol concentration.(212) 

Prescription 

drug 

Ethanol conc. 

(mL/dL) 

Drug RD 

(mg/kg/dose) 

EtOH intake 

from RD 

(mg/kg) 

BEC from 

RD 

(mg/dL) 

ALGINOR 15.1 2.5 30.3 5.0 

AMINOMAL 

ELIXIR 

20.0 25.0 128.0 21.3 

FERRO-

COMPLEX 

14.0 10.0* 93.0 13.2 

FROBEN 16.0 1.3 34.1 5.7 

RAPITUX 31.3 1.0 41.7 6.9 

PUERNOL 11.5 16.7 66.7 11.1 

ZADITEN 2.5 0.1 8.3 1.4 
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Acetone 

Acetone or propanone belongs to the family of ketones with the chemical formula 

CH3COCH3. It is used as an excipient in pharmaceutical ingredients and fillers to 

deliver the appropriate amount of dose as it regulates the proper density of pills and 

liquid medicines. However, the concentrations of this solvent in the drug product needs 

to be strictly regulated as at high concentrations, it becomes a depressant of the central 

nervous system. 

 

Ethyl Acetate 

Ethyl acetate is a colourless liquid with the formula C4H8O2. It is the ester of ethanol 

and acetic acid. Any inhalation, oral or dermal exposure results in rapid absorption of 

this chemical. In oral administration or inhalation exposure, it undergoes 

hydrolyzation to form ethanol before it gets absorbed in the gastrointestinal or upper 

respiratory tract. It is regarded as safe for use as a synthetic flavouring agent by the 

US Food and Drug Administration.(213) 

 

These organic liquids (DMF, ethanol, acetone, and ethyl acetate) are either used as 

solvents, antisolvents or excipients in the manufacturing of pharmaceutical products 

and hence can be found as residual components in the final product. Table 6 lists the 

important properties for each of these solvents. Since there is no therapeutic benefit 

from residual solvents, the final products should contain no higher levels of residual 

solvents than can be supported by safety data. Based on the extent of toxicity 

associated with these organics, these are classified into different classes which have 

different recommended doses. Ethanol, ethyl acetate and acetone belong to class 3 

solvents and are regarded as less toxic and of lower risk to human health. The 

recommended dose for these solvents is 50 mg per day or less (corresponding to 5000 

ppm or 0.5%). Whereas DMF belongs to class 2 of solvents and the recommended 

dose for it is 8.8 mg per day and the concentration limit is 880 ppm.(214) 
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Table 6. Common properties for solvents used in this study.(215-218) 

Solvent Density 

(g.cm
-3

) 

Viscosity 

(mPa.s) 

Solubility 

Parameter 

(MPa
1/2

) 

Dielectric 

Constant 

Molecular Structure 

DMF 0.945 0.928 24.8 36.7  

 

Ethanol 0.789 1.07 26.5 24.6  

 

Acetone 0.785 0.301 20.0 20.7  

 

Ethyl 

Acetate 

0.903 0.426 18.1 6.0  

 

 

2.1.3 Gases 

High-purity carbon dioxide (food grade) and nitrogen (99.99%) were supplied by 

Coregas (Perth, Australia). 

 

Carbon dioxide 

Carbon dioxide (CO2) is a linear, non-polar molecule. CO2 is present in the atmosphere 

and possesses fire suppression capabilities. Given its non-toxic and non-polar nature, 

it can be used for processing a range of organic compounds. 

It holds significance in the pharmaceutical industry as an environmentally benign 

alternative to conventional processing fluids (mostly organics). Particle formation 

using dense phase CO2 is one of the most popular implementations of CO2 in the 

pharmaceutical industry. It can be used as a solvent, antisolvent or cosolvent based on 
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the reaction chemistry and physical state of gas. Dense Gas processing ensures residue-

free, safe processing of compounds (discussed in detail in section 1.2).(219, 220)  

 

2.2 Micromixer Fabrication 

The microfluidic devices and the bespoke metal holder were fabricated at the South 

Australian node of the Australian National Fabrication Facility, University of South 

Australia (https://www.anff-sa.com/).  

 

2.2.1 Microchannel Design 

We performed our experiments using three different micromixer designs in this project 

- Figure 30. These are the T-junction (T1), the X-junction (X1) and the X-junction 

with a long channel post-junction (X2). In T1 micromixer, we have a wider straight 

channel which comes and meets with a narrower channel coming from the side. The 

fluids flowing from the two channels meet at a junction followed by a straight channel 

of the same width as that of the wide channel. The wider channel is used for flowing 

the liquid, whereas carbon dioxide is supplied through the narrow channel in all the 

experiments. 

 

 

Figure 30. The three micromixer devices employed in the micronization experiments. 

https://www.anff-sa.com/
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The second micromixer consists of three inlets joining at an X-junction (X1). The two 

side channels are used to feed the liquid (solvent or solution), and carbon dioxide 

enters the system through the narrower, centre channel. A channel with width 

equivalent to that of the side channels follows post-junction to the outlet.  

The third micromixer design, X2, is the same as X1, however, a long serpentine 

channel follows post junction. The post-junction channel length for X2 micromixer is 

approximately 3 times more than the post-junction channel length in X1. The 

dimensions for each of these micromixers are listed in Table 7. 

 

Table 7. Dimensions for the 3 micromixer designs. 

Micromixer 

Design 

Wide Channel Narrow 

Channel 

Channel 

length (post-

junction), mm 

Channel 

depth 

(µm)  

w (µm)    l(mm) 

 

w (µm)  l (mm) 

T1 120.7 15 32.2 23 45 26 

X1 124.6 21.3 32.3 15 52.5 19.7 

X2 105.2 21.3 17 15 161.5 19.4 

 

2.2.2 Device Design and Lithography 

The micromixer designs were prepared using DraftSight software which is a 2D and 

3D CAD solution that can create, edit, view and mark-up any DWG file. These files 

(in .lwo format) are used with the laser writing equipment (Kloe Dilase 650 Direct 

Laser Write system) implemented in the fabrication process.  

The next step is to transfer these designs onto the BF33 substrate. The fabrication 

involves standard lithography techniques and wet etching. The BF33 substrates are 

rinsed with acetone followed by IPA. Piranha (3-parts of sulphuric acid and 1-part of 

hydrogen peroxide) clean is performed to remove organic impurities.  

After cleaning, the substrate is coated with a thin layer of Cr (12.5 nm) followed by a 

thick layer of Au (150 nm) using a sputter depositor (HHV/Edwards TF500). This is 
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followed by coating the substrate with AZ1518 photoresist using a spin coater, Karl 

Suss Delta 80 - Figure 31. 

 

 

Figure 31. The Spin Coating System used for micromixer fabrication. 

 

A pre-bake step is performed to stabilize the photoresist at 105 °C for 1 minute. The 

substrate is mounted onto the Kloe Dilase 650 Direct Laser Write system - Figure 32 

and the desired design is transferred onto the substrate. The exposed resist is then 

developed in AZ 726 MIF developer followed by rinsing with water. This is followed 

by design inspection using light microscopy. 

 

The process steps are shown below: 

• Substrate cleaning (acetone, IPA) 

• Au/Cr coating (sputter deposition) 

• PR coating (spin coater) 

• Soft bake (hot plate) 

• PR exposure (laser writer) 

• PR development 

• Design inspection (light microscope) 
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Figure 32. Kloe Dilase650 Direct Laser Write system. 

 

Following design transfer onto the glass substrate, microchannels are etched into the 

substrate in the following order: 

• Au etching 

• Cr etching 

• BF33 etching 

After development, this PR layer is used as a mask to selectively etch away the Au and 

Cr metal layers from regions where the channels will be formed. For etching the gold 

layer, an aqueous solution of KI/I2 is used whereas an aqueous solution of ammonium 

cerium nitrate is used for etching the chromium layer. The substrates are then etched 

in HF to obtain the desired microchannel dimensions. Etching using HF is a wet 

chemical etching method and results in isotropic etch profiles, i.e. the etch rate is the 

same in all directions. 

After etching BF33 substrate, the PR, Au and Cr layers are removed from the 

remainder of the substrate using acetone, KI/I2 solution, and aqueous solution of 

ammonium cerium nitrate, respectively in the stated order. 
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2.2.3 Substrate Bonding 

The substrate and lid are cleaned using piranha solution, performed with extreme 

caution, followed by rinsing with water. The substrate and lid (Figure 33 a and b) are 

activated with concentrated KOH (3M) followed by rinsing with water and drying with 

nitrogen. The substrate is then pre-bonded to a lid of the same material with eight 

predrilled inlet/outlet ports. Pre-bonded substrate and lid are checked under a light 

microscope to inspect the channel alignment with ports. The pre-bonded substrates are 

annealed at 630 °C and 1800 N for 30 minutes using an EVG 520HE Hot Embosser to 

achieve permanent bonding - Figure 33c. 

 

 

Figure 33. (a) Substrate with microfluidic channel design, (b) lid showing eight predrilled 

inlet/outlet ports, and (c) Hot Embosser EVG 520HE. 

 

2.3 High-Pressure Tests 

A series of pressure tests were performed on the glass micromixers, connectors, and 

micromixer holder to test the pressure limit for individual components.  
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2.3.1 Experimental Rig 

A simple micromixer-holder-connector assembly was employed to test the durability 

of individual components under high pressures (up to 100 bar, 25 °C) - Figure 34.  

 

 

Figure 34. The rig used to perform the high-pressure tests. 

 

The micromixer was made in BF33 using standard lithography procedures (section 

2.2). The performance of two different holders was tested where the holder design was 

the same but the materials for the holder were different. One holder was made in 

Poly(methyl methacrylate) or PMMA using 3D printing at the University of South 

Australia (Mawson Lakes, Adelaide). The micromixer assembly consisted of a 

microfluidic device placed on top of a spacer (a stack of BF33 substrates) to fit the 

PMMA holder with the micromixer ports facing up - Figure 35. Flangeless fittings 

(Upchurch-Idex-Flngls Sys Hdls PEEK 1/16) consisting of ferrules (Peek, natural, 1/4-

28 flat-bottom, 1/16″ OD) were used for interfacing the micromixer with the 

connectors. A series of 1/16” stainless-steel (ss) tubing and FEP 1/16” tubing was used 

to interface the micromixer assembly with Teledyne ISCO 260D syringe pumps. The 

other holder was of equivalent design, made in stainless-steel using microdrilling 

procedures, and did not require a spacer assembly. 
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Figure 35. Micromixer assembly employed for high-P tests. 

 

The ss tubing was connected to the fluid reservoir and polymer tubing was connected 

to the micromixer. The syringe pump was maintained at (3.0 ± 0.1) °C with the help 

of a chiller (Julabo Corio CD200-F). A reservoir, made in stainless-steel, was used for 

pressure and temperature stabilization for CO2. The desired CO2 pressure was built in 

the reservoir (stainless-steel vessel, 75 ml) at a constant flow rate (5 ml.min-1) and then 

allowed to stabilize. A needle valve was used to slowly introduce pressurized CO2 into 

the micromixer. The outlet of the micromixer was initially kept open to the water bath 

to allow for the pressurized CO2 to flow. Different values of pressure were tested, 

starting at 40 bar, and building up to 100 bar (in steps of 10 bar), at a constant 

temperature of 25 °C. 

 

2.3.2 Observations and Conclusions 

We compare the two holders used in the high-pressure experiments for interfacing the 

micromixer. For the polymer holder, gas leaks were observed at the interface between 

the ferrules and the micromixer which can be seen as a series of bubbles - Figure 36, 

even at the lowest pressure employed (40 bar). Tightening the flangeless fittings 

further destroyed the threads in the holder (see Appendices section 8.1). Therefore, the 

PMMA holder was not used for the remainder of the thesis. 
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Figure 36. Gas leaks observed during pressure test at 40 bar and 25 °C. 

 

The analogous metal holder also failed for similar reasons. The micromixer cracked at 

the edge where it connects with the holder. Most likely this happens due to the uneven 

pressure from the metal holder across the micromixer’s edges (see Appendices section 

8.1).  

This necessitated the development of a customized holder assembly that allows us to 

use high-pressure fittings (see Appendices section 8.2) to interface the glass 

micromixer with the fluid delivery system whilst maintaining homogenous pressure 

across the entire assembly. Hence, we design and fabricate a holder in stainless-steel 

that sandwiches the micromixer between two metal platforms with ports for the HPLC 

fittings (to replace the polymer fittings). Careful considerations were made for 

sandwiching and interfacing the micromixer to avoid any of the failures stated above 

(see Appendices section 8.3). 

The details and schematic for the holder design and connections to the micromixer are 

discussed in detail in the following sections (sections 2.4 and 2.5). 

 

2.4 Metal Holder 

The metal holder developed for this project is shown in Figure 37. 
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Figure 37. Schematic for the stainless-steel holder used for making high-pressure connections 

to the glass micromixer. 

 

The holder is made of stainless-steel 316 by microdrilling the metal substrate. 

Microdrilling is the process of drilling of holes less than 0.5 mm (0.020 in) in size. The 

part is made on a Kira CNC 3 axis milling machine. The CNC programs are written 

using the CAD model that was created using Autodesk Inventor and a CAM software 

called SolidCAM. 

 

2.5 Connections to the Micromixer 

The bespoke metal holder is used for interfacing a glass micromixer with the high-

pressure fluid delivery system - Figure 38.  

 

 

Figure 38. (a) The top and bottom part of the metal holder and (b) schematic showing the 

connections to the glass micromixer sandwiched between the holder. 

 

The micromixer is placed on a groove on the bottom part of the metal holder. Eight 

ferrules (Peek, natural, 1/4-28 flat-bottom, 1/16″ OD) are inserted in the top part of the 
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holder lid. The two parts are held together using 10 stainless-steel bolts. HPLC fittings 

(Valco ZBU1XC) on the top of the holder are connected to the inlet and outlet lines 

using 1/16′′ tubing (FEP or stainless-steel). 

 

2.6 Micromixer Cleaning 

The micromixers are cleaned using a suitable solvent and DI water for several minutes 

before and after each experiment using Mitos P-pumps (Dolomite) followed by drying 

with nitrogen. 

 

2.7 Experimental Rig 

The schematic for the high-pressure microfluidic rig built and commissioned in this 

work is shown - Figure 39. Connections to the micromixer have been discussed in 

section 2.5.  

 

 

Figure 39. Rig used in the micronization experiments. 

 

The microfluidic platform MM is inserted vertically in the water tank to allow for 

visualization using a light microscope (OMAX 2X - 270X 14MP Simal-focal Zoom 

Stereo). Three syringe pumps (Teledyne ISCO 260D) are used in this set-up. Pumps 1 

& 2 are used for supplying pressurized CO2 for input gas and back pressures, 
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respectively, and syringe pump 3 is used for supplying pressurized liquid (solvent, API 

solution) via standard stainless-steel Swagelok connectors and tubing (1/16″ OD). B1 

(stainless-steel vessel, 75 ml) and B2 (stainless-steel vessel, 12 ml) are buffer vessels 

used for temperature and pressure stabilization for the gas and liquid, respectively. The 

pressurized fluids stabilize in the buffer vessels for at least an hour to allow for smooth 

fluid delivery. A pressure transducer (Druck DPI 104) is used for monitoring the 

process pressure. The operating temperature is maintained at (25.0 ± 0.1) °C by 

submerging all components in a water bath equipped with a heater circulator T 

(Thermoline Unistat 130). Syringe pumps 1 & 2 are maintained at a constant 

temperature of (3.0 ± 0.1) °C with the help of a chiller (Julabo Corio CD200-F). The 

two pumps are filled with liquid CO2 for reliable pumping. Pump 2 controls the back 

pressure in discharge vessel D by filling it with CO2 at a fixed value (kept lower than 

the fluid input pressure and helps to decide and maintain fixed fluid driving pressure, 

ΔP, in the system). 

 

2.8 Micronization 

Micronization is performed by flowing a fixed solution concentration, fluid input 

pressures and back pressure for each experimental run. The pressurized CO2 (pump 1) 

and API solution (pump 3) are introduced in the relevant channels of the micromixer.  

For a given set of experiments, the fluid input pressure is kept equal and fixed whereas 

the fluid driving pressure is varied by changing the back pressure (pump 2). After fluid 

stabilization in the reservoir vessels, fluids are introduced into the micromixer by 

gradually opening the needle valves. The mixture flows through the micromixer MM, 

the connecting tubing, and then reaches the discharge vessel D, which is 75% filled 

with DI water. The residual solvent is removed from the product by continuously 

flowing depressurized CO2 out of the discharge vessel D. For each experimental run, 

the driving pressure is kept fixed and collection is done for 15 minutes. The aqueous 

suspension is then depressurized and collected for particle analysis. Throughout the 

experiment, all the rig components including the buffer vessels, connectors and the 

microfluidic platform are maintained at a constant temperature (25 °C) in the thermal 

bath. 
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2.9 Characterization 

2.9.1 Dynamic Light Scattering 

Dynamic Light Scattering (DLS) is a valuable characterization method used for the 

determination of particle size (nm-µm) in a suspension. The schematic demonstrating 

a simple DLS instrument is shown in Figure 40. In principle, DLS makes use of a laser 

source and a detector. A single frequency laser is directed to the sample suspension in 

a transparent cuvette where laser hits the sample on one side and gets scattered by the 

particles in the suspension. The detector on the other side captures the scattered light 

and evaluates modulation of the scattered light intensity as a function of time.  

The relation between the speed of particles and particle size is given by the Stokes-

Einstein equation as follows: 

𝐷 =
𝑘𝐵𝑇

6𝜋𝜂𝑅𝐻
 21 

Here D is the translational diffusion coefficient (m².s-1), kB is the Boltzmann constant 

(m².kg.K-1.s-²), T is the temperature measured in kelvin, η is the fluid viscosity (Pa.s) 

and RH is the hydrodynamic radius (m). 

 

 

Figure 40. Basic setup of a DLS measurement system.(221) 
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DLS measurements were performed on Zetasizer Nano ZS (Malvern) to assess the 

particle size. A small volume of the sample (~3 ml) was taken in a transparent cuvette 

which is sonicated for 5 minutes just before performing DLS measurements to 

minimize the effect of aggregation. 

The software generates a set of data for each sample. There are two main parameters: 

Z-average value and polydispersity index (PDI). The Z-average value refers to the 

mean value of the particle’s hydrodynamic diameter. Whereas the polydispersity index 

is a measure of the width of the particle size distribution (PDI = square of the ratio of 

standard deviation to mean diameter).(222) 

DLS characterization was used to determine the average size of the API crystals 

generated using the proposed microGAS platform as well as monitor the PDIs for each 

sample collected. The size distribution obtained for the samples is dependent on the 

mixing conditions. The broad tendency is that slow gas-liquid mixing results in bigger 

particles and larger size distributions, whereas smaller PDIs were obtained in case of 

faster mixing. The reason for the wide size distribution in some samples is the 

collection method used. Collection for the microcrystallized particles was performed 

for 15 minutes in water under pressure. During this, the start and stop periods for fluid 

flow and stabilization can take up to 1 minute which is at least an order of magnitude 

larger than the fluid residence times in the micromixer (Figure 48c, Chapter 3). This 

results in variability in the precipitation conditions which are different to the conditions 

experienced on-chip during well-established continuous flow. Moreover, the sample 

collection involves depressurization of the suspension carrying the API crystals 

(section 2.8) which is done manually by gradually opening a shut-off valve. A 

collective effect of this results in variation in process conditions which results in wider 

size distribution for the crystals produced. This variation is reduced in the case of 

intense gas-liquid mixing which results in faster fluid flow and stabilization.  

The limitation of larger size distribution can be overcome by gaining enhanced control 

over the start and stop periods of the experiment along with automation of the sample 

collection method. However, since our main aim is developing and implementing 

high-pressure microfluidics for continuous API crystallization, rig automation was not 

included within the scope of this work. We focused on the development of a rig to 
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realise the proposed microGAS process and map the role of key parameters that 

influence API microcrystallization. 

 

2.9.2 Scanning Electron Microscopy 

A scanning electron microscope (SEM) makes use of an electron source, an array of 

electromagnetic lenses (condenser and objective lens) and detectors along with a 

sample holder at the bottom of the chamber - Figure 41. SEM is used to gather 

information about surface topography/geometry or surface composition. A beam of 

electrons produced at the chamber top using an electron source is made incident on the 

sample. The electrons are accelerated through a column comprising of a combination 

of various lenses and apertures which focuses the e-beam on the sample surface. The 

e-beam penetrates the sample surface, up to a few micrometers usually. This depth is 

a function of the accelerating voltage and density of the sample.  

 

 

Figure 41. Schematic showing the basic principle for a scanning electron microscope. 
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The high energy e--beam interacts with the sample and responds by producing 

secondary electrons, backscattered electrons and X-rays that are characteristic of the 

sample - Figure 42. These are gathered by the detectors which form an image that is 

displayed on a computer screen. A combination of pumps evacuates both the column 

through which the electron beam is manoeuvred and directed towards the sample and 

the chamber where the sample is mounted over a stage. Scan coils present above the 

objective lens control beam position on the sample.  

 

 

Figure 42. Different signals generated by a sample when a beam of electrons excites it.(223) 

 

NEON FIB-SEM, CLARA FESEM and MIRA VP-FESEM microscope were used for 

imaging the samples. Sample preparation involved the use of aluminium stubs which 

were cleaned with ethanol and acetone prior to use to avoid any impurities. The 

micronized API particles were collected as a suspension in water. Each sample was 

sonicated for 5 minutes before sample preparation to minimize the effect of 

aggregation. A droplet of the sample was placed on a clean stub and allowed to dry 

overnight in a fumehood. This was followed by coating the samples with a thin 

platinum layer (Sputter coater, Cressington 208HR) at 40 mA for 2.5 minutes under 

vacuum (0.2 mbar), then stored in a vacuum desiccator until electron imaging. 
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2.9.3 Powder X-Ray Diffraction 

Powder X-Ray Diffraction (PXRD) is used in identifying and determining the 

crystallographic structure of a material or an unknown sample. It provides important 

information about the unit cell dimensions and phase identification by comparing the 

gathered data with standard reference patterns. We can identify the material as each 

material has a unique d-spacing (distance between the planes of atoms that give rise to 

diffraction peaks). The operational principle of X-ray interaction with a sample is 

shown in Figure 43. The sample for powder-XRD analysis needs to be finely ground 

and homogenised.  A cathode ray tube (CRT) is employed to generate monochromatic 

X-rays which are filtered, collimated, and concentrated towards the sample. The 

crystalline sample act as 3D diffraction gratings for incident X-rays with wavelengths 

matching to the spacing between plains of a crystal lattice. 

 

 

Figure 43. Operational principle of X-ray interaction with sample. 

 

Monochromatic X-Ray interaction with the crystalline lattice generates constructive 

interference when conditions satisfy the Bragg’s law given by:(224) 

𝑛𝜆 = 2𝑑. 𝑠𝑖𝑛𝜃 22 

Here n is an integer, λ is the X-ray wavelength, d is the spacing of crystal layers and θ 

is the incident angle. These electromagnetic waves are diffracted and detected by 

scanning the material through a range of 2θ angles. The diffraction peaks are converted 
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into d-spacing, which by relating to the standard reference patterns, allows 

identification of the material because each material has a set of unique d-spacing.  

XRD was used to compare crystalline structure of the samples produced. PXRD was 

measured on a powder diffractometer D8 Advance (Bruker AXS, Germany), with a 

copper K radiation source (40 kV & 40 mA) with a LynxEye detector. The 

parameters used in the recipe for XRD are listed in Table 8. 

 

Table 8. Scan parameters used in the XRD analysis. 

Scan parameter Value 

2θ scan range 4.5-90° 

Step size 0.014° 

Time/step 0.5 s 

Total scan time 60 minutes 

 

The differences in the XRD patterns for the APIs and their combination were used as 

a guide to validate the formation of cocrystals. 
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Chapter 3 

Precipitation of Drug Particles Using a Gas Antisolvent Process 

on a High-Pressure Microfluidic Platform1 

 

3.1 Introduction 

In this chapter, we implement the developed high-pressure microfluidic rig for 

continuous and controlled crystallization of a model API using the gas antisolvent 

process. The GAS process involves pressurising an organic solution with CO2 (section 

1.2.1). The miscibility between pressurized CO2 and organic solvent leads to 

volumetric expansion which reduces the solvent power and results in a state of 

supersaturation thereby causing solute precipitation. Thus, gas-liquid mixing and 

volumetric expansion of the solvent in particular has a significant influence on the 

outcome of the precipitation process. Mixing conditions affect the precipitate 

properties such as particle size, morphology, and crystal structure. To achieve 

controlled crystallization, it is necessary to have homogenous gas-liquid mixing and 

avoid variation in product quality. This is difficult to achieve in a large-scale reactor. 

The excellent control over process parameters offered by microfluidics along with the 

continuous nature of the technology allows for homogenous gas-liquid mixing and 

continuous precipitation under well-determined conditions.(143)  

Volume expansion of the organic liquid phase using subcritical CO2 on a microfluidic 

platform is the primary focus of this chapter. Thus, the first step is to form a gas-

expanded liquid in a micromixer under dynamic flow and use it for precipitation of a 

model pharmaceutical compound. DMF is used as the organic solvent and subcritical 

CO2 is used as the antisolvent in this study. The model API used in this work is 

Griseofulvin (GF) which is an antifungal drug (section 2.1.1). Two simple micromixer 

designs: a T-junction (T1) and an X-junction (X1) are employed to study the influence 

of gas-liquid ratios on mixing and liquid expansion - Figure 44. 

 
1 The results presented in this chapter were published in Ind. Eng. Chem. Res. 2020, 59, 25, 11905–

11913. 
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Figure 44. Geometry of micromixers: (a) T-junction: narrow channel width 32 µm, wider 

channel width 121 µm, depth 26 µm; (b) X-junction: narrow channel width 32 µm, wider 

channel width 125 µm, depth 20 µm; (c) Stainless-steel holder. 

 

The influence of several parameters such as fluid driving pressure, antisolvent 

properties (ρ, μ), and solution concentration on gas-liquid mixing and consequently 

the precipitate properties was investigated. The precipitate was characterized using 

DLS and SEM. 

 

3.2 Gas-Liquid Mixing in Microreactors 

Classically in microfluidics, researchers have focused on liquid-liquid flow and 

reactions happening at the interface. Knight et al.(225) demonstrated the formation and 

control of nanoscale, submerged fluid jets of fluorescent dye, 5-carboxyfluorescein, 

(through the centre channel) and non-fluorescent buffer, tris-HCl (pH=8.5), (from the 

32 µm

121 µm

32 µm
125 µm

(a)

(b)

(c)
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side channels) using a flow focussing microfluidic device - Figure 45. Mix times of 

less than 10 µs and sample consumption rates of nanoliters per second were achieved. 

 

 

Figure 45. Epifluorescence image of the flow-focusing microfabricated device.(225) 

 

The large and well-defined interfacial area and precise control of reaction conditions 

in microfluidics offer unique and exciting opportunities in the study of gas-liquid co-

flow and mixing owing to a significant reduction in mass-transfer limitations. Yet, 

microfluidic studies of the kinetics of fast gas−liquid reactions remain a challenge due 

to poorly defined interface between the gas and liquid phases which results in 

uncertainty in determining mass-transfer parameters.(220, 226, 227) A range of 

microreactor geometries based on different contacting principles have been developed 

to study two-phase flow such as the T-mixer or flow focussing microreactor. These 

are based on two basic approaches to bring the gas-liquid phase in contact: continuous 

phase microreactors and dispersed phase microreactors. 

Continuous phase microreactors: In this type of microreactors, both the phases are 

continuous with large interfaces. Both gas and liquid have individual streams and are 
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fed individually (Figure 46 – slug-annular or annular flow). The crucial design issue 

of these reactors is the way the interface, liquid film, or both are stabilized. 

Dispersed phase microreactors: In these microreactors, one phase is dispersed into the 

other using adequate micromixer design or a micromixer upstream of the reactor 

section (Figure 46 – bubbly or slug flow). Such micromixers may also consist of a 

single channel of micro or large dimension. A gas-liquid dispersion is created by an 

inlet which induces merging of the gas and liquid streams. Among these are 

microstructured falling film, overlapping channel, and mesh reactors.  

 

 

Figure 46. Representative flow patterns of air-water flow in a circular tube of 1 mm diameter 

as observed by Triplett et al. (1999a).(228) 

 

Different types of gas-liquid flow profiles can be observed based on the hydrodynamic 

conditions - Figure 46. However, the gas-to-liquid flow rate ratio is one of the most 

critical parameters. The flow profiles can range from bubble flow where the bubble 

diameter is smaller than channel’s, to slug flow where the equivalent bubble diameter 

is larger than the channel’s as the ratio goes up - Figure 46. At very high ratios for the 

gas-to-liquid flow rates (ideally > 1), annular flow is observed where gas flows at the 

channel core with a thin liquid annulus film on either side - Figure 46. In this case the 

reactor goes from dispersed-phase to continuous-flow reactor. Under these conditions, 

flow disturbances such as waves can occur and entrainment of the liquid film into the 
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gas core may take place. The channel geometry (shape, cross-section) also plays a 

significant role in determining the flow profile as it can be used to control gas-to-liquid 

ratios for a given ratio of the flow rates. 

Although in dispersed-phase reactors transport limitations between the two phases are 

significantly reduced due to increased gas-liquid interface, there is generally a degree 

of uncertainty concerning the actual fluid geometries and available interfacial 

areas.(226) 

We have focussed on continuous gas-liquid flow in a microchannel of different mixer 

designs (T1 and X1, Figure 44 a and b) by applying the same fluid input pressures for 

the gas and the liquid. The different mixer designs allow us to vary the gas-to-liquid 

flow ratios (the volume of liquid to gas is twice in case of X1 micromixer as compared 

to the T1 micromixer) to study the influence on mixing. It is easier to map the gas-

liquid phase boundary in our transparent micromixers which allow for visual 

estimation of mixing lengths and thus avoid the uncertainty issues associated with 

dispersed flow in standard stainless-steel reactors.  

In this work we have used a high-pressure microfluidic rig (Figure 39) explained in 

detail in section 2.7. The supply pressures for the gas and liquid were kept the same in 

each experiment (40, 50 and 60 bar) and the back pressure was varied to tune the 

driving pressure, ΔP (10, 15 and 20 bar). Following the gas-liquid mixing in the 

micromixer, sample suspension carrying the precipitated API particles was collected 

in the discharge vessel (D) for 15 minutes. GF concentration in DMF was varied from 

0.1 to 1% (w/w) to study the influence of concentration on the microprecipitate size.  

 

3.3 Results and Discussion 

The pressure-driven, steady-state laminar flow in channels is known as Poiseuille flow 

(section 1.3). In a Poiseuille flow, pressure difference between the two ends of a 

straight, rigid channel drives the fluid flow. This law was initially formulated for 

circular channels; however, it can be modified for application to other cross-sections 

such as the commonly produced rectangular channels (channel profile for the 

micromixers used in this study). In rectangular channels, the ratio of channel width 

(w) and height (h) controls flow parameters such as the hydraulic resistance and flow 
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profile. The average fluid velocity and properties determine its flow profile in the 

microchannel and can be estimated using Reynold’s number (Re) as follows: 

𝑅𝑒 =
𝜌𝑢𝑑

𝜇
 23 

Here ρ is fluid density, u is average fluid speed, d is channel’s hydraulic diameter and 

μ is fluid viscosity. The Reynolds numbers for the fluids, under individual fluid flow 

or co-flow conditions, are estimated by using the fluid’s density and viscosity under 

the given pressure and temperature, the average fluid speeds estimated using 

volumetric flow rates and the channel cross-section. 

First take the simplest case of DMF flow through the micromixer under a set of 

conditions (Pin, ΔP, T). The flow of pure solvent through the micromixers (without any 

addition of CO2) was a Poiseuille type flow, i.e. laminar (Re = 30-150) and the flow 

rate, Q, vs driving pressure, ΔP, dependence could be described with a single hydraulic 

resistivity, R: 

𝛥𝑃 = 𝑅𝑄 24 

Whereas Ohm’s law for electrical circuits helps to relate the electrical current, I, with 

the resistance, R, and potential drop, ΔV, across the circuit as follows: 

𝛥𝑉 =  𝐼𝑅 25 

Thus, the Poiseuille law for hydraulic resistivity can be treated in complete analogy to 

electric resistivity in DC circuits.(225, 229)   

The hydraulic resistivity for a rectangular channel (width w, height h, length L) is 

proportional to the fluid viscosity, µ, and is given by:(229) 

𝑅 =
12𝜇𝐿

𝑤ℎ3 (1 − 0.630
ℎ
𝑤)

 26 

Total resistivity for the T-micromixer when flowing solvent through the wider channel 

is the sum of the resistivities encountered before and after the junction - Figure 47a. In 

the X-micromixer the resistivity before the junction is half of the resistivity of a single 

side channel (the two are connected in parallel) and must be added to the resistivity of 

the outflow channel - Figure 47b. 
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Figure 47. Diagrammatic representation and total resistance for the wider channels in: (a) T-

junction micromixer and (b) X-junction micromixer. 

 

Next, we co-flow the gas and liquid through the micromixers at fixed and equal input 

pressures, and different fluid driving pressures. This was done to investigate the gas-

liquid mixing at different P and influence on precipitate properties. The gas-liquid 

co-flow results in mixing of the two fluids in the micromixer is shown in Figure 48. 

This resultant mixture is effectively a GXL. It was noted that when DMF and carbon 

dioxide co-flow, the total mass flow rate is larger, and the Reynolds number increases 

(Re = 100-300). The mass flow rates measured in an X-junction micromixer are plotted 

in Figure 48a. The mass flow rates, F (= ρQ), were obtained by using the densities 

ρDMF = 944 kg/m³ for DMF(230), ρCO2 = 93.6 kg/m³ for CO2(231), and ρGXL = 978 kg/m³ 

for the CO2-expanded solvent.(232) The CO2 flow rates (under gas-liquid co-flow) are 

more scattered than the ones for the solvent. These fluctuations can be attributed to the 

higher Reynolds numbers reached in the side channel (Re = 6000-8000). After the 

junction, the two fluids mix rapidly and the solvent co-flow rates do not fluctuate 

much. 
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Figure 48. Flow characteristics in the micromixers: (a) mass flow rate, F, as a function of 

driving pressure, ΔP; (b) equilibrium mole fraction (mean and standard deviation) of carbon 

dioxide, x2, as a function of driving pressure, ΔP; (c) residence time within the X-micromixer, 

τ1, (□), and within the outlet tubing, τ2, (△), as a function of driving pressure, ΔP. 
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The fact that the total mass flow rate has increased in a channel of the same geometry 

implies that the fluid viscosity during co-flow is lower – Equation 27. In multi-

component liquid systems, the resultant viscosities are known to be a function of 

composition, pressure, and temperature, and as a consequence, the density of the 

resulting liquid phase. For GXL systems where liquid phases are saturated with 

dissolved CO2, the resultant viscosity is in between that of pure organic solvent and 

CO2. Thus, the decrease in viscosity during co-flow is attributed to the formation of a 

gas-expanded liquid.(132) Thus, we confirm the formation of a gas-expanded liquid 

on-board the micromixer. The ratio of the viscosities of DMF and gas-expanded DMF 

(GXL) can be estimated as: 

𝜇𝐺𝑋𝐿
𝜇𝐷𝑀𝐹

=
𝑄𝐷𝑀𝐹
𝑄𝐺𝑋𝐿

=
𝜌𝐺𝑋𝐿
𝜌𝐷𝑀𝐹

𝐹𝐷𝑀𝐹
𝐹𝐺𝑋𝐿

 27 

When using the average flow rates, the above ratio is 0.33 for the T-mixer and 0.62 for 

the X-mixer. The relative viscosity of CO2-expanded acetone (with a relative polarity 

similar to DMF) at these mole fractions is 0.40 and 0.67.(233) This closeness validates 

the estimated µGXL. 

The mole fraction of the antisolvent, xCO2, was estimated using the experimentally 

measured volumetric flow rates of drug solution, QDMF, and carbon dioxide, QCO2, and 

assuming complete mixing at the molecular level:(234) 

𝑥𝐶𝑂2 =
(

𝐹𝐶𝑂2

𝑀𝐶𝑂2
)

(
𝐹𝐷𝑀𝐹

𝑀𝐷𝑀𝐹
) + (

𝐹𝐶𝑂2

𝑀𝐶𝑂2
)

 28 

In this equation, MDMF and MCO2 are the respective molecular weights. The solutions 

of GF in DMF were dilute (7.5% or less of the solubility of GF in DMF at 25 °C) and 

there was no significant difference between solutions and neat DMF. 

For both micromixers, the mole fraction of CO2 was independent of the driving 

pressure - Figure 48b. The average values were xCO2 = 0.79 ± 0.05 for the T-junction 

mixer and xCO2 = 0.44 ± 0.04 for the X-junction mixer. This difference reflects the 

geometric fact that, one wide channel feeds solution in the first case while two side 

channels of similar cross-section provide about twice as much solution in the second 

case - Figure 44. 
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The residence time, τ, was estimated as 

𝜏 =
𝐿𝐴

𝑄
 29 

Where L and A are the length and cross-sectional area of the hydraulic section 

considered.  

Because of the different cross-sectional area, the residence time in the micromixer, τ1, 

was much shorter than the residence time in the stainless-steel tubing connecting the 

micromixer to the discharge vessel, τ2. Both residence times decreased with driving 

pressure - Figure 48c. The residence times within the micromixers were 10-20 ms (T-

mixer) and 20-40 ms (X-mixer). The residence times estimated for the tubing 

connecting the micromixer to the discharge vessel were about three orders of 

magnitude longer: 30-40 s (T-mixer) and 20-30 s (X-mixer). 

The general procedure for the micronization experiments has been explained in section 

2.8. The size of precipitated Griseofulvin (GF) particles using the T and X micromixers 

are shown in Figure 49. In the absence of carbon dioxide, the API solution reaches the 

discharge vessel (partially filled with water) and GF precipitates as its water solubility 

is low (9.6 mg/L at 25 °C(235)). The average particle size is (390 ± 20) nm and 

independent of driving pressure (horizontal lines in Figure 49). A benchtop experiment 

was performed by mixing 5 ml of 0.5% GF solution with 5 ml water under constant 

stirring followed by size analysis using DLS (open diamond symbol in Figure 49). 

This value indicates that this particle size is entirely due to water acting as antisolvent 

once the API solution reaches the discharge vessel (D in Figure 39).  

The introduction of gaseous carbon dioxide in the system clearly affects precipitation 

and leads to larger particles. When the T-junction microfluidic mixer is used, particle 

size varies between 0.4 and 100 µm - Figure 49a. When the X-junction microfluidic 

mixer is used, particle size varies between 0.9 and 500 µm - Figure 49b. The overall 

conclusion is that particle size increases with API concentration, cGF, and declines with 

increasing driving pressure, ΔP. 
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Figure 49. Particle size, d, as a function of driving pressure, P, when using a: (a) T-junction 

microfluidic mixer, (b) X-junction micromixer. Concentration of Griseofulvin in DMF: () 

0.1%, () 0.5%, and () 1.0%. The horizontal baseline (⧫) and the benchtop precipitation 

() shows the particle size obtained under the same conditions without using any CO2. 

 



81 

 

The initial API concentration is a key parameter in the controlled precipitation of drug 

particles. The reports on the role of the initial concentration are contradictory. By using 

fractional factorial design to study the precipitation of ampicillin particles from N-

methyl-2-pyrrolidone (NMP) using CO2, the importance of concentration was ranked 

higher than that of temperature and nozzle diameter.(235) However, the direction in 

which particle size changes is unclear. Many studies report a decrease in particle size 

with increasing solute concentration. For instance, p-hydroxybenzoic acid precipitated 

from dichloromethane using CO2,(236) salbutamol precipitated from dimethyl 

sulfoxide (DMSO) using scCO2,(237) salicylamide from acetone using scCO2,(238) 

theophylline precipitated from ethanol using scCO2,(239) PVP-corticosteroids co-

precipitated from ethanol using scCO2,(240) and Griseofulvin particles precipitated 

from acetone using water.(241) A qualitative explanation is cast in terms of the classic 

crystallization theory. Upon antisolvent addition, a more concentrated solution reaches 

higher levels of supersaturation in comparison to a dilute solution. Because of that, 

under equal conditions, higher nucleation rates occur. This in turn implies that a larger 

number of smaller particles will precipitate from the more concentrated solution.(236) 

At the same time, an increase of particle size with the concentration of the initial 

solution has been reported in multiple instances of antisolvent precipitation. For 

example, the precipitation of amoxicillin particles from NMP(242) or DMSO(243) 

using scCO2, Cefonicid particles from DMSO using scCO2,(244) nicotinic acid from 

methanol(245) using scCO2, and beclomethasone-17,21-dipropionate from acetone 

using subcritical CO2.(246) The apparent contradiction between these two opposite 

trends demonstrates that the details of mixing cannot be ignored. 

As soon as DMF and carbon dioxide meet at the junction they rapidly mix to form a 

gas-expanded liquid (GXL) – Figure 50. Because of the complete miscibility a real 

interface is not formed but due to the refractive index difference, the boundary between 

the phases can be traced along the mixing channel.(247) 
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Figure 50. Mixing of DMF and CO2 (PCO2 = 40 bar, PDMF = 40 bar, ΔP = 15 bar, cGF = 0.1%) 

to form a gas-expanded DMF (GXL) when contacting in a (a) T-junction micromixer, and (b) 

X-junction micromixer. 

 

A mixing length, Lmix, i.e. the distance from the junction to the point where the border 

between DMF solution and CO2 fades away completely, was determined via optical 

observations. The results for a T-junction mixer are shown in Figure 51. The mixing 

length is (5.3 ± 0.5) mm and it is independent of driving pressure and also the pressure 

at which the gas and liquids are supplied (40, 50 and 60 bar). It is also very short 

compared to the post-junction length of the mixing channel (45 mm). 

An order of magnitude estimate for the time needed to achieve mixing by diffusion 

only, D, can be obtained by using a length wD = 40 µm (width of the channel occupied 

by DMF) and a diffusion coefficient of CO2 in DMF, D = 3.6×10-9 m²/s (25 °C)(248), 

as: 

𝜏𝐷 =
𝑤𝐷

2

4𝐷
≈ 110 𝑚𝑠 30 

This is 3-4 times longer than the estimated residence time within the microchannel, τ1, 

and therefore full mixing under laminar conditions would not be realised on board the 
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micromixer. The mixing we observed is much faster and we speculate that the 

enhancement is due to the CO2 arriving at the junction of the micromixer at turbulent 

Reynolds numbers (6000-8000). We conclude that mixing is very efficient, happens 

within about 5 mm of the junction, and is not affected by driving pressure - Figure 51. 

Therefore, the differences in particle size are modulated by the crystal growth 

conditions. 

 

 

Figure 51. Mixing length, Lmix, inside a T-junction micromixer for DMF and CO2 (supplied at 

40, 50 and 60 bar) as a function of driving pressure, P. 

 

For any given GF concentration, increasing driving pressure decreases the time spent 

by the mixture in the system and smaller particles are produced. This is the 

experimental trend observed at all cGF for both micromixers - Figure 49.  

The decrease of particle size with driving pressure is presented in Figure 52a by the 

slope (rate of decrease), b (= –Δlnd/ΔP), as a function of cGF. The values of b are 

practically the same for the two types of micromixers and the influence of cGF is seen 

at lower concentrations only.  
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Figure 52. (a) Rate of decrease of particle size with respect to driving pressure, b (= –

dlnd/dP), as a function of the concentration of Griseofulvin in DMF, cGF: () X-junction 

micromixer, and () T-junction micromixer. (b) Size of particles produced at P = 10 bar, 

d10, as a function of the concentration of Griseofulvin in DMF, cGF: () X-junction mixer, and 

() T-junction mixer. 
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On the other hand, particle size increases with GF concentration – Figure 49. Under 

fixed dynamic conditions, the particle size obtained at 10 bar driving pressure, d10, 

increases linearly with the concentration, cGF, and the dependence is steeper for the X-

junction mixer - Figure 52b. We hypothesize that while mixing and nucleation occur 

within the micromixer, crystal growth occurs over the much longer time the particles 

take to reach the discharge vessel - Figure 48c. Given that at fixed driving pressure the 

GF particles spend the same time in the precipitation system, according to Equation 

10 with all other parameters constant, their final size should be directly proportional 

to the bulk concentration of API as observed experimentally – Figure 52b. Because of 

the lower antisolvent-to-solution ratio (lower xCO2) realized in the X-junction mixer, 

crystal growth is faster and leads to significantly larger particles. 

Griseofulvin particles precipitated using gas antisolvent techniques are often needle-

shaped.(249, 250) Octahedral (bipyramidal) crystals were obtained by introducing a 

polymeric growth inhibitor.(251) Alternatively, Carr et al.(252) produced bipyramidal 

particles without using inhibitors by precipitation from superheated water (i.e. using 

cooling crystallization). Fully shaped crystals were obtained only when the 

concentration of the initial solution was sufficiently high otherwise some of the 

octahedra were hollow. A recent exploration of liquid antisolvent precipitation 

suggested that the octahedral crystal shape of Griseofulvin is formed by the fusion of 

smaller particles and it is the equilibrium one - Figure 53.(253)  

 

 

Figure 53. SEM micrographs of griseofulvin particles precipitated without any additive: (a–c) 

without ultrasound, (d–f) with ultrasound.(253) 
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This morphology could be achieved without any additive when using ultrasound-

enhanced micromixing. Several examples of micronized Griseofulvin particles are 

shown in Figure 54.  

 

 

Figure 54. SEM images of Griseofulvin particles. (a) Obtained by precipitation from 

subcritical water (170 °C, 20 bar)(252). Obtained by precipitation from DMF using 

microfluidic gas antisolvent precipitation (PCO2 = 40 bar, Psoln = 40 bar, ΔP = 20 bar, cGF = 

0.5%) using: (b) a T-junction micromixer and ΔP = 20 bar, (c) a T-junction micromixer and 

ΔP = 10 bar, and (d) an X-junction micromixer and ΔP = 20 bar. 

 

The characteristic bipyramidal crystals obtained by cooling crystallization from 

saturated subcritical water solutions(252) are shown in Figure 54a. Their formation 

was attributed to the uniform growth of different crystal faces made possible by fast 

mixing ensuring homogenous heat and mass transfer. Crystals of the same habit were 

produced in this work by precipitation from DMF (cGF = 0.5%) using the T-junction 

and a driving pressure of 20 bar - Figure 54b. The relatively high driving pressure 

ensured fast and homogeneous mixing within the microchannel. When using a lower 

driving pressure (10 bar), under the same conditions, the crystal shape of the particles 

appeared underdeveloped - Figure 54c. When the T-mixer was replaced with an X-

(a) (b)

(c) (d)
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mixer (lower antisolvent-to-solvent ratio) the particles were larger (Figure 52 a), their 

morphology was less well defined and some crystal interpenetration was observed 

(Figure 54d). 

 

3.4 Conclusions 

A reliable high-pressure microfluidic system was assembled combining standard and 

bespoke components. Precipitation of Griseofulvin from DMF using gaseous CO2 as 

antisolvent (25 °C, 40 bar) was performed with two different micromixers. Particle 

size was varied between 0.5 and 500 µm. Higher concentrations of Griseofulvin and 

lower driving pressures lead to the formation of larger particles. Gas-liquid mixing, 

i.e. the formation of a gas-expanded liquid, was completed within the micromixers, 

while crystal growth continued in the outlet tubing. The main difference between the 

two micromixers was the antisolvent-to-feed ratio. This high-pressure microfluidic 

platform is suitable for the micronization of APIs. More broadly, this work paves the 

way to transferring dense gas processes onto a flexible microfluidic platform and 

combining them with synthesis, purification, online characterization, and 

encapsulation of pharmaceutical compounds. 

 

  



88 

 

Chapter 4 

Influence of API-Solvent Pair Interactions on the Micro-

precipitation Process 

 

4.1 Introduction 

A key requirement for a therapeutic agent is to achieve a sufficiently high 

concentration in the physiological fluid. Thus, the dissolution of APIs is of crucial 

importance and particle engineering aims at improving it. After validating our high-

pressure microfluidic platform for on-chip formation of a gas-expanded liquid and API 

precipitation (Chapter 3(254)), we now explore the chemical specificity of the 

microprecipitation process by varying the solvent and the API.  

First, we crystallize the model API, Griseofulvin, from three different solvents namely 

DMF, acetone and ethyl acetate. This is done to investigate the role of solvent in the 

precipitation process, specifically its rate of expansion in contact with pressurized 

CO2. Second, we crystallize three different APIs, Griseofulvin, Luteolin and 

Budesonide, from a common solvent (DMF). The chemical nature of the API which is 

defined by its molecular structure plays a significant role in determining the 

morphology and size of the precipitated crystals. By studying the microprecipitation 

of different API-solvent pairs we demonstrate that our approach allows for efficient 

crystal size and morphology manipulation. In this work the microprecipitation process 

is controlled through the driving pressure applied along an X-junction (X1) 

micromixer. We generate a wide range of crystal sizes ranging from 0.1 – 100 µm and 

various particle morphologies – from interconnected clumps of spherical particles to 

purely organic nanoflowers without using any additives.  

 

4.2 Results and Discussion 

The schematic for the glass micromixer design, X1, used in this work is shown in 

Figure 47b. The API solution is fed through the two side channels and dense-phase 

CO2 is supplied through the channel at the centre. The input pressures for the gas and 
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liquid are kept the same (fixed P = 40 bar at 25 °C). The experimental rig described in 

section 2.7 is used for the micronization experiments. 

For each micronization experiment, collection is performed for 15 minutes in a metal 

vessel filled partially with water. The HPLC pumps are rinsed with a suitable solvent 

for 3-5 times when switching between different API-solvent pairs. Figure 55 shows a 

depiction of the microprecipitation process.  

 

 

Figure 55. Schematic for the micro-GAS process. 

 

The API solution and dense phase CO2 meet at the junction and upon contact undergo 

mixing based on the CO2 properties (density, viscosity). Beyond a certain expansion, 

the system reaches a state of supersaturation. This supersaturation triggers 

precipitation of the API particles from the solution. Depending on the process 

conditions, different particle sizes and shapes can be produced. The API suspension 

flows through the system and is collected in water for particle analysis. The 

precipitated crystals are characterized using DLS and SEM measurements to 

investigate the influence on crystal size and morphology. 
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Solvent Expansion 

In the first instance, we precipitate the model API, Griseofulvin, from three different 

solvents. The input pressures for the fluids are kept the same (fixed at 40 bar and 25 

°C) and the back pressure is varied to tune the driving pressure, ΔP. We map the 

corresponding volumetric flow rates, Q, for each of these solvents at different values 

of ΔP and compare them - Figure 56. 

 

 

Figure 56. Volumetric flow rate, Q vs ΔP trends for acetone, ethyl acetate and DMF at 25 °C. 

The error bars are within the symbol size. 

 

The magnitude of the volumetric flow rate for the three solvents decreases in the order: 

Acetone > Ethyl Acetate > DMF. The slope of the lines in this graph gives the inverse 

of the hydraulic resistance (Equation 24) experienced by the individual solvents when 

flowing through the same X1 mixer. 

The slopes are different under the same experimental conditions and can be attributed 

to the different solvent viscosities - Figure 57.  Since the same X1 mixer has been used 
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for all experiments, therefore the geometric factor ( 
8𝑙

𝜋𝑟4) is fixed in each experiment. 

The inverse proportionality between the flow rates and viscosity should give higher 

values of Q for the least viscous solvent and lower values of Q for the most viscous 

solvent. This is why DMF, being the most viscous (0.928 cP)(216), has the smallest 

slope whereas acetone, being the least viscous (0.301 cP)(217), has the largest slope. 

The viscosity for ethyl acetate (0.426 cP)(218) is intermediate between that of acetone 

and DMF as is reflected in the corresponding volumetric flow rates. 

 

 

Figure 57. Slope as a function of inverse of solvent viscosity (μ). The slope error is within the 

symbol size. 

 

The flow in the mixing channel of the micromixer is laminar but the CO2 gas arriving 

at the junction is at much higher Re (2,500-12,000) (similar to chapter 3(254)) 

indicating turbulent behaviour. Thus, mixing is intense at the junction but turbulence 

is quickly suppressed and the complete mixing of the gas-rich and liquid-rich phases 

happens further along the mixing channel. This gradual mixing can be followed 

visually (Figure 58) and we measured the distances downstream from the junction at 

which optical homogeneity was attained. 
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Figure 58. Mixing length for CO2-acetone flow in the X-junction micromixer. 

 

These mixing lengths, Lmix, are shown in Figure 59. They are about 10 times shorter 

than the overall length of the mixing channel (45 mm), confirming that under driving 

pressure of 15-25 bar the micromixer provides very efficient mixing. 

 

 

Figure 59. Mixing length (distance between the junction and the point of optical uniformity 

along the mixing channel), Lmix, as a function of solvent viscosity, µ (25 °C, fluid supply 

pressure is 40 bar). The total length of the mixing channel is 45 mm. 

 

There is a marked increase in Lmix with solvent viscosity, µ. Since the flow observed 

in the mixing channel is laminar, the main mechanism of mixing there is by diffusion 
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and a higher solvent viscosity would imply a lower rate of diffusion (Equation 21). 

Under turbulent conditions (such as at the X-junction), mixing time is related to 

viscosity, µ, density, , and energy dissipation rate per unit mass, :(255) 

𝑡𝑚𝑖𝑥 = 17 (
𝜇

𝜌𝜀
)

1
2⁄

 31 

Therefore, for a more viscous solvent, mixing is less efficient under turbulent flow 

conditions (within the volume of the junction) and also further delayed by slower 

diffusion (along the mixing channel). 

 

API Micronization 

Taking advantage of this efficient micromixing, we micronize various APIs by varying 

the speed of mixing through flow conditions and more specifically, the driving 

pressure, P. The results of microprecipitating Griseofulvin (GF) from three different 

solvents (DMF, acetone and ethyl acetate) are shown in Figure 60 as mean particle 

size, d, vs driving pressure applied along the mixing channel, P. 

 

Figure 60. Mean particle size, d, of Griseofulvin particles precipitated from three different 

solvents at varying driving pressure, P (25 °C, fluid supply pressure is 40 bar). 
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The mean particle size decreases with driving pressure (as already detailed in chapter 

3(254)) and the rate of decrease with P is approximately the same for all three 

solvents. The solvents are clearly ranked in terms of absolute particle size obtained 

under identical flow conditions as DMF > acetone > ethyl acetate. The size of the 

micronized particles can be understood in terms of the classical crystallization theory 

by considering the achieved supersaturation and the rate of reaching this 

supersaturation. 

 

Supersaturation (the thermodynamic driving force for crystallization) is usually 

defined as the logarithm of the saturation ratio, S (Equation 4). We rewrite this ratio 

using the initial API concentration, c1, the initial volume of solvent/solution, V1, and 

the final volume of gas-expanded mixture, V2: 

𝑆 =
𝑐

𝑐𝐸
=

𝑉1𝑐1

𝑉2𝑐𝐸
 32 

Under fixed flow conditions, when allowing the solvent solution to expand from V1 

(dilute solution of API) to V2 (gas-expanded liquid containing the API), a different S 

would be achieved unless the ratio c1/cE is kept fixed. For that reason, in the 

experiments shown in Figure 60 the initial API concentration was maintained at 4% of 

the Griseofulvin solubility (equilibrium saturated concentration) in the respective 

solvent. Thus, by keeping both V1/V2 and c1/cE ratios constant we achieved 

approximately the same supersaturation of Griseofulvin in the three different solvents. 

Therefore, particle size variation correlates with the solvent used (Figure 60) and must 

be related to its inherent properties. 

The antisolvent action of CO2 is due to its spontaneous mixing with the solvent and 

the sharp decrease in solvent power. The solvent is compatible with CO2 and as its 

initial volume expands, its mole fraction decreases and so does the solvent power.(132) 

It is therefore meaningful to quantify the compatibility of the solvent-CO2 pairs. All 

three solvents are fully miscible with CO2. The progress of their gas expansion is 

customarily characterized with the volumetric expansion,  (= (V2-V1)/V1), versus 

equilibrium pressure, P, curves – Figure 61. 
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Figure 61. Volumetric expansion, , vs. equilibrium pressure, P (25 °C). EA and DMF data 

are from reference. (232) Acetone data are from reference.(233) 

 

The data follow the same trend for all three solvents. The smooth curves were obtained 

by fitting the empirical equation -1 = a + bP-1 (with a and b as free parameters), which 

can be seen as a truncated cubic equation of state. The differences are evident at any 

pressure and rank the solvents by their affinity to CO2 as ethyl acetate > acetone > 

DMF. This solvent sequence corresponds to the solvent order defined by mean particle 

size - Figure 60. 

We reason that because a solvent with a higher affinity to CO2 expands further (i.e. to 

a larger equilibrium  at any given pressure – Figure 61) it is also going to expand 

faster under dynamic conditions. With such a solvent, the critical supersaturation state 

is reached faster. Nucleation is triggered earlier and the distribution of the generated 

nuclei is more spatially uniform. The larger number of nuclei and the equal conditions 

for initial growth are likely to promote the formation of smaller particles. In other 

words, the equilibrium solvent expansion scale (Figure 61) correlates negatively with 

the average size of microprecipitated particles (Figure 60). 
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Expansion curves ( vs. P) have been published for many solvent-gas combinations at 

various temperatures but it is worthwhile to link solvent expansion behaviour to an 

established quantitative scale. We rationalize the affinity of organic solvents towards 

CO2 by considering their Hansen solubility parameters – Table 9. 

 

Table 9. Hansen solubility parameters (256) and octanol-water partition coefficients (257) of 

the solvents used in this study. EA = ethyl acetate; DMF = dimethylformamide;  = (total) 

solubility parameter (D – dispersion component, P – polar component, H – hydrogen 

bonding component), logP = log(octanol-water partition coefficient). 

Solvent D 

[MPa½] 

P 

[MPa½] 

H 

[MPa½] 

 

[MPa½] 

logP 

EA 15.8 5.3 7.2 18.1 0.73 

Acetone 15.5 10.4 7.0 20.0 -0.24 

DMF 17.4 13.7 11.3 24.8 -1.01 

 

The total solubility parameter, , is composed of three components reflecting various 

physical contributions to the cohesive energy of the liquid (D – dispersion forces, P – 

polar interactions, and H – hydrogen bonding) – Equation 12.(258) The compatibility 

of two solvents (1 and 2) is measured by the distance, Ra, between 1 and 2 taken as 

3D vectors in the DPH space – Equation 13. Hence, a shorter Hansen distance between 

a solvent and CO2 implies better compatibility and therefore larger expansion. This is 

exactly what we observe in Figure 62. Thus, the affinity for mixing with CO2 and 

therefore rate of expansion can be predicted by using Hansen solubility parameters 

when considering solvents for use in the microprecipitation of APIs. Dielectric 

constant is often taken as a simple measure of the polarity of a solvent.(259) The three 

solvents used here are ranked identically by their Hansen distance from CO2, Ra, and 

their dielectric constant, r. However, Ra and r do not always correlate and, more 

broadly, the dielectric constant is not a good indicator of a solvent’s polarity.(260) 

Hansen parameters, on the other hand, are established on thermodynamic grounds, 

reliably measured and useful compilations are available in the literature.(258, 261) 

Since CO2 is essentially apolar, solvents which are more hydrophobic show higher 
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compatibility. The above ranking clearly follows the decrease in hydrophobicity (ethyl 

acetate > acetone > DMF) which can be represented by the octanol-water partition 

coefficient, logP (a popular measure of molecular hydrophobicity(262), Table 9). 

 

Figure 62. Relative volumetric expansion at 40 bar, 40 (25 °C), as a function of the Hansen 

distance, Ra. 

 

These values reflect the molecular distribution of a substance between water (polar) 

and octanol (apolar) phases and thus reflect the hydrophobicity of the molecule.(262) 

It is used as a guideline for predicting the compound’s solubility characteristics in 

other aqueous and organic solvents. For instance, a compound that has a logP value of 

1 indicates a 10:1 concentration ratio in an organic to aqueous phase. This implies that 

the compound is hydrophobic and will thus dissolve in an organic solvent. Whereas a 

logP value of -1 (such as in the case for DMF) indicates a 1:10 concentration ratio in 

an organic to aqueous phase thus implying that the compound will be soluble in an 

aqueous medium. 
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We now turn to the microprecipitation of different APIs from the same solvent. The 

mean particle size, d, of Luteolin (LT), Griseofulvin (GF) and Budesonide (BD) 

particles precipitated from DMF with CO2 as antisolvent is shown in Figure 63. The 

size depends strongly on the API but its decline with driving pressure is about the 

same. 

As the solvent is the same and flow conditions are identical, the above size variation 

must be due to molecular differences between the three APIs. Once again, we invoke 

crystallization theory. Accordingly, the rate of nucleation, J, is given by:(263) 

𝑙𝑛
𝐽

𝐽0
= −

16𝜋𝛾𝑆𝐿
3 𝑉𝑀

2

3(𝑘𝐵𝑇)3(𝑙𝑛𝑆)2
= −

𝐴

(𝑙𝑛𝑆)2
 33 

In this expression SL is the interfacial free energy of the solid-liquid (nucleus-solution) 

interface, VM, is the molecular volume of the API, kB is the Boltzmann constant, T is 

the absolute temperature, and S is the saturation ratio. The prefactor J0 is a kinetic 

parameter related to the frequency of molecular collisions. The factor A is a 

thermodynamic factor related to the free energy barrier to nucleus formation.(263) 

 

Figure 63. Mean particle size, d, of Luteolin, Griseofulvin and Budesonide particles 

precipitated from DMF at varying driving pressure, P (25 °C). 
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It appears from Equation 33 that the significant differences between the three 

compounds seen in Figure 63 must be related to the interfacial free energy and 

molecular volume. The data for the APIs used in this study is listed in Table 10. 

 

Table 10. Thermophysical parameters of the APIs used in this study. LT = Luteolin; GF = 

Griseofulvin; BD = Budesonide; M = molecular mass;  = density; VM = molecular volume 

(calculated as M/); SL = interfacial free energy (obtained from contact angle measurements); 

 = solubility parameter.(261, 264-266) 

API M 

[g/mol] 

 

[g/cm³] 

VM 

[Å³] 

SL 

[mJ/m²] 

logP 

LT 286.2 1.3885 342 n/a 2.5 

GF 352.8 1.3081 448 49.5 2.2 

BD 430.5 1.1088 645 53.7 1.9 

 

The molecular volume, VM, is approximately proportional to the molecular mass, M. 

This makes sense given that these molecules are not particularly dissimilar, either 

structurally or compositionally. The interfacial free energy of the solid-liquid 

interface, SL, increases with molecular mass. We compare only values obtained from 

contact angle measurements as other methodologies yield different numerical values 

and this discrepancy has not been resolved. Unfortunately, we could not source a 

literature value for Luteolin. In order to confirm the decrease in hydrophobicity (i.e. 

increase in interfacial free energy) with molecular mass we use the logP of the APIs. 

It is clear from these three parameters, plotted in Figure 64, that both VM and SL 

increase with molecular mass, while logP decreases, in the sequence: LT < GF < BD. 

While the ranking of the APIs correlates with the ranking seen in Figure 63, the 

nucleation rate argument actually predicts the opposite trend in particle size. 

Therefore, we consider the importance of the intimately related process of crystal 

growth. Crystal growth occurs immediately after nucleation occurs, the environment 

around the nuclei is depleted of API molecules and the main mechanism of mass 

transport is diffusion. In this situation, the crystal growth rate, G (=dL/dt, where L is 

characteristic crystal size and t is time) is given by equation:(267) 
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𝐺 =
2𝐷

𝜌𝑐𝜆
(𝑐 − 𝑐𝑖𝑛𝑡) 34 

In this Equation, D is the diffusion coefficient of the API, C is the crystal density,  

is the diffusion layer thickness, c is the bulk API concentration, and cint is the API 

concentration at the crystal-solution interface 

Under similar conditions, the growth rate and therefore the final crystal size would be 

determined by the diffusion coefficient which decreases with molecular size (Stokes-

Einstein equation, see Equation 21 in chapter 2). Therefore the results presented in 

Figure 63 suggest that, under the intense mixing conditions encountered in the 

micromixer’s junction, crystal growth rather than nucleation rate determines the size 

of the micronized particles. In short, the size of the micronized drug particles decreases 

as the molecular volume of the API increases. 

 

 

Figure 64. Molecular volume, VM, solid-liquid free energy, SL, and logP as functions of the 

API’s molecular mass, M. The error bars are within the symbol size. 
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Particle Morphology 

We have examined the variation in crystal morphology with driving pressure in 

Chapter 3.(254) A higher driving pressure promotes the formation of well-defined 

bipyramidal crystals when microprecipitating Griseofulvin from DMF (an example is 

shown in Figure 65a).  

 

 

Figure 65. SEM images of Griseofulvin particles microprecipitated from (a) DMF, (b) Acetone 

and (c) Ethyl acetate (25 °C, P = 25 bar). 
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The bipyramidal shape is the most stable crystalline form of Griseofulvin(253) and its 

formation is attributed to a uniform growth of all crystal faces. The bipyramids 

obtained by microprecipitation are full (rather than partially hollow) which indicates 

that the API concentration was sufficiently high and mass transfer was quick enough. 

However, the morphology of the Griseofulvin particles microprecipitated from 

acetone and ethyl acetate (under the same flow conditions, 25 °C, P = 25 bar) is very 

different – Figure 65b, c. These particles exhibit flower-like structures composed of a 

multitude of thin petals (thinner than about 50 nm). At lower values of ΔP (15 or 20 

bar), particle morphology was still bipyramidal when using any of the three solvents. 

Therefore flower-like particles were obtained only with the fastest mixing tested 

(highest P) and rapidly expanding solvents (acetone and ethyl acetate). 

The role of driving pressure is crucial and it is illustrated with Luteolin particles 

precipitated from DMF in Figure 66. At P = 15 bar, interconnected clumps of 

nanosized particles are produced - Figure 66a. At P = 20 bar, larger clumps are 

formed - Figure 66b. Their surface, formed by the fusion of smaller particles, is rough 

and irregular with protruding sharp edges. At P = 25 bar, the particles are fully 

developed nanoflowers - Figure 66c.  
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Figure 66. SEM images of Luteolin particles microprecipitated DMF (25 °C) at: (a) P = 15 

bar, (b) P = 20 bar, and (c) P = 25 bar. 
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Assuming that the most intense nucleation and initial crystal growth happen within the 

junction of the micromixer (Figure 67), we estimate the characteristic time of 

nanoflower formation at about 30 µs.  

 

 

Figure 67. Schematic for trapezoidal window at the junction of the micromixer. 

 

This is estimated by taking the ratio of the junction volume to the average flow rate at 

ΔP = 25 bar. The average flow rate at this driving pressure is 6.9x0-9 m3.s-1. We assume 

a trapezoidal window at the junction of the X-micromixer. The junction volume is 

estimated using the widths of the narrow (32 µm) and wide (125 µm) channels as the 

sides of the trapezoid and an etch depth of 20 µm (~ 200 pL). 

Flower-like particles are geometrically interesting but it is their higher surface area, in 

comparison to compact shapes, that attracts increasing research interest. Typical 

nanoflowers are inorganic materials whose petal-like nanostructure offer benefits in 

various applications, e.g. tailoring surface hydrophobicity(268), catalysis(269), and 

gas sensing(270). A number of hybrid organic-inorganic flower-like structures have 

also been examined in relation to biotechnology, sensing and catalysis.(271) There is 

a definite interest in using nanoflowers to improve drug loading capacity. Nonsuwan 
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et al.(272) produced hybrid flower like structure of FA-CP/SeNPs (Figure 68 - right) 

and used these as drug templates for the anticancer drug, doxorubicin (DOX). An 

aqueous solution of DOX (1 mg/ml) was added to the nanoflower suspension and 

stirred at room temperature for 24 hours to achieve drug loading. The DOX-loaded 

hybrid flower structures showed a sustained drug release behaviour until reaching a 

plateau (Figure 68 - left). 

 

 

Figure 68. Left: Cumulative drug release (%) of DOX from DOX-loaded hybrid microflowers, 

and Right: SEM images of SeNPs shapes stabilized by FA-CP with variable FA-CP 

concentrations (a to e).(272) 

 

The microflowers exhibited effective drug adsorption with a loading capacity of 

142.2 mg.g−1 for doxorubicin which was three times higher than that for the 

doxorubicin-loaded spherical Se NPs. 

The reports of purely organic flower-like structures are rare.(273-275) We present here 

a straightforward gas-antisolvent microprecipitation that produces flower-shaped 

particles. Luteolin (the smallest API molecule tested here) forms ideally shaped round 

nanoflowers when precipitated from DMF (25 °C, P = 25 bar, Figure 66c). Under the 

same conditions, Griseofulvin forms nanoflowers but only when precipitated from 

acetone (Figure 65b) or ethyl acetate (Figure 65c). This API molecule is larger and the 

nanoflowers are less symmetric. Budesonide (the largest molecule tested here) did not 

form nanoflowers under the conditions tested here. This trend suggests that molecular 

volume and hence diffusivity are critical for the development of nanoflower structures 

within the short residence time in the junction space of the micromixer. 
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A growing body of work demonstrates that traditional modes of crystal growth via 

molecular addition (“classical crystallization”) should be considered along with the 

importance of the self-assembly of nanocrystalline subunits (“non-classical 

crystallization”).(276-279) Spherical morphology of aragonite was produced with 

silica gel at pH 10.5 through self-organized assembly of the platy subunits with 

preferential growth - Figure 69. 

 

 

Figure 69. SEM images for the growing shapes of the porous structure of aragonite.(280) 

 

This alternative mechanism of crystal growth can be manipulated, usually with 

additives, to achieve novel desired morphologies. Su et al.(275) suggested that such 

crystallization paths could lead to the formation of highly aligned arrays of 

nanoplatelets and provide the basis for nanoflower formation. We speculate that when 

mixing times become very short (~30 µs) the formation of a stable 3D crystal is 

effectively outpaced by a fast growth in a preferred plane and this petal growth 

generates the nanoflowers obtained in our experiments - Figure 66. 

Purely organic nanoflowers are held together by supramolecular forces as 

demonstrated in the case of 1,2-bis(tritylthio)ethane.(273) This molecule contains six 

phenyl rings and the sextuple phenyl embraces (a well-known - interaction(281)) 

and the -stacking of aromatic rings stabilize the crystalline structure of the petals - 

Figure 70.  
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Figure 70. Synthesis, crystallization and nano-assembly of 1, 2-bis(tritylthio)ethane. (a) 

Scheme illustrating the reaction conditions for the synthesis and crystallization of 1, 2-

bis(tritylthio)ethane. (b) ORTEP diagram of 1,2-bis(tritylthio)ethane. (c) The schematic unit 

cell of 1, 2-bis(tritylthio)ethane, showing the type of interactions in phenyl embraces (The 

green dashed line indicates T shaped edge to face interaction, and the red dotted line indicates 

parallel displaced orientation). (d) False-coloured FE-SEM image showing flower like 

assembly.(273) 

 

The three APIs considered in this work have structures that support supramolecular 

arrangements. For instance, hydrogen bonding, C–O···H interactions and C–O··· 

contacts are present in Luteolin crystals.(282) Griseofulvin, under acidic conditions, 

undergoes dimerization through hydrogen bonding.(283) Hydrogen bonding and van 

der Waals contacts characterize the crystal packing of Budesonide.(284) In fact, the 

aromatic ring count (the number of aromatic and heteroaromatic rings(285)) ranks the 

APIs as LT > GF > BD, i.e. in exactly the same way as their size and energetic 

parameters. 

Flower-like morphologies are desirable but, so far, experimental conditions favouring 

the growth of such structures were mostly discovered by chance. In an attempt to 

remedy the situation, Negrón et al.(274) developed hierarchically organized colloidal 

particles with a gel-like interior to encapsulate small or large molecules and 

consequently shape them into flower-like structures. Our approach does not involve 

the use of any additives and comes down to selecting an API-solvent combination and 

using flow conditions to ensure very fast mixing. Because of that our method could be 

used widely for screening purposes and production. 
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4.3 Conclusions 

Carbon dioxide was used as an antisolvent to microprecipitate APIs from different 

solvents. In all cases an increase in driving pressure applied to the micromixer led to a 

logarithmic decay of the average particle size. Our microprecipitation approach is a 

chemically specific method for micronization. The absolute size of Griseofulvin 

particles decreased depending on the solvent used in the following order: DMF > 

acetone > ethyl acetate. We attribute this trend to the increasing affinity of the solvent 

to CO2 and therefore its rate of expansion under intense mixing. The three APIs 

microprecipitated from DMF ranked as Luteolin > Griseofulvin > Budesonide with 

respect to average particle size. We correlate this order with the molecular and 

energetic parameters of the APIs: molecular mass and molecular volume, specific 

surface free energy and octanol-water partition coefficient, and also aromaticity 

(aromatic ring count). Precise particle size control is coupled with an opportunity to 

manipulate crystal habit. We synthesized rare flower-like particles (nanoflowers) by 

simply adjusting the flow conditions for specific API-solvent pairs. This appears to be 

the simplest and most promising method for organic nanoflower production. Our 

microfluidic platform allows an easy, green, and flexible micronization of various 

APIs. 
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Chapter 5 

Influence of the Micromixer’s Fluidic Resistance on the 

Microcrystallization of APIs 

 

5.1 Introduction 

The complexity of gas-liquid mixing stems from the poorly defined interface between 

the fluids under high pressure.(286) Under fast mixing conditions, higher gas and 

liquid flow rates result in flow disturbances such as waves or fluid entrainment 

(Chapter 3(254)). This results in uncertainty concerning the actual fluid geometries 

and available interfacial areas which often leads to inhomogeneity in the process 

conditions throughout the reactor volume.(287) This requires the development of 

reactors that allow for efficient mixing. The primary aim in gas-liquid reactors is to 

increase the interfacial area to allow fast and efficient fluid mixing which is related to 

the contact area between the two phases, fluid flow profile, properties of gas and liquid 

phases (density and viscosity), and mixing parameters such as mixer volume, average 

fluid speed, and residence times.(288-290) The main challenge, therefore, is to 

maximise the contact area between the two phases for efficient mixing.(291)  

Most standard reactors are pressure vessels with sophisticated components used for 

fluid feed, outlets for fluids, and process homogenization. Thus, these represent 

substantial capital and operating costs.(292, 293) Microfluidic devices offer high 

interfacial areas and precise control over mixing conditions and can be used to 

facilitate and control gas-liquid mixing.(190) Moreover, the design flexibility(294, 

295), well-established fabrication techniques(296, 297), and ease of scale-up(298, 

299) offered by microfluidic reactors (volume on the scale of µl) can help overcome 

the limitations encountered with larger reactor vessels (>50 ml). 

As described in Chapters 3(254) and 4, dense gas processes hold the potential to 

produce pharmaceutical compounds in an efficient way while eliminating issues 

related to solvent residue removal associated with traditional techniques (such as the 

use of a liquid antisolvent).(300, 301) However, the efficient use of such processes is 

limited by the lack of understanding of the kinetics of gas-liquid mixing.(302) The use 
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of a micromixer platform can help overcome this issue owing to well-defined contact 

areas and mixing/residence times in these devices.(190, 303) It can also help overcome 

the issue of inhomogeneity in process parameters associated with traditional reactors 

and lead to better control over particle size.(192, 304, 305) 

We have shown the use of a high-pressure microfluidic platform for the micronization 

of APIs under dynamic flow conditions in Chapter 3.(254) In Chapter 4, we have 

shown how the selection of the API-solvent pair has a significant influence on the 

supersaturation rate and particle morphology. The influence of mixing conditions 

(fluid driving pressure, micromixer design) and crystallisation chemistry (solution 

concentration, role of API-solvent pairs) on the micronized particle size and 

morphology were investigated.(254) In this chapter we investigate the influence of the 

micromixer fluidic resistance on API microprecipitation. 

 

5.2 Results and Discussion 

API Micronization 

We turn again to the microprecipitation of Griseofulvin from a solution in DMF using 

subcritical CO2 as the antisolvent under different flow conditions. The micronization 

experiments were performed using the rig and method described in sections 2.7 and 

2.8, respectively. The gas and liquid input pressures are maintained at the same value 

throughout the experiment. The back pressure is varied to regulate the driving pressure, 

ΔP, for the fluids in the system. 

Two different micromixers are employed in this work - Figure 71. The X1 micromixer 

(Figure 71a), comprises three inlet channels, two of which are wider (w = 124 µm) and 

used to supply the pressurized solution from both sides of the junction. The central 

narrower channel (w = 32 µm) supplies the pressurised CO2 gas. A mixing channel (l 

= 52.5 mm, w = 124 µm) carries the gas-liquid mixture to the outlet. The X2 

micromixer (Figure 71b) consists of the same junction geometry followed by a much 

longer mixing channel (a serpentine, l = 161.5 mm). The depth of all channels was the 

same (d = 19.5 µm). 
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Figure 71. (a) X1 micromixer (post-junction length = 52.5 mm); (b) X2 micromixer (post-

junction length = 161.5 mm); (c) & (d) show the electrical circuit modelling the micromixer 

resistance (R2 > R1). 

 

The liquid volumetric flow rates (Q), under gas-liquid co-flow, are significantly 

different for the two micromixers under the same fluid driving pressures (ΔP) - Figure 

72. The graph shows a linear dependence of Q on ΔP and the slope of this graph gives 

the inverse of the hydraulic resistance, RH, experienced by the fluids in X1 and X2 

micromixers – Equation 24.(254). The hydraulic resistance, RH (Pa.s.m-3), is related to 

the geometry of the channel and the viscosity of the fluid mixture: 

𝑅𝐻 =
8µ𝑙

𝜋𝑟4
 35 

Here µ is the viscosity of the fluid mixture (Pa.s) that forms post-junction, r is the 

hydraulic radius of the microchannel (m) and l its length (m). 

An increase in RH, thus, results in a drop in the magnitude of Q for the same driving 

pressure as seen in Figure 72. The cross-sections for the post-junction microchannels 

in X1 and X2 are similar, however, the channel length where the gas-liquid 

mixing/homogenization occurs is very different. The length of the mixing channel in 

X2 is about three times larger than in X1. For a fixed microchannel cross-section, the 

hydraulic resistance is determined by the viscosity, μ, of the resultant gas-liquid 

mixture (or GXL) and the length of the microchannel (l) – Equation 35. Since the 

mixer channel in X2 is 3 times longer than in X1, the value for Q (under the same 
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process conditions) obtained for X2 should be about one-third of the value in X1. 

However, the experimental difference in flow rates is much larger - about two orders 

of magnitude. Therefore, the average fluid speed in X2 is two orders of magnitude 

lower than that in X1. Consequently, the gas-liquid mixing at the identical junction is 

much less intense in X2. This delays the GXL formation and the related viscosity drop 

and leads to much lower volumetric flow rates - Figure 72. 

 

Figure 72. Liquid volumetric flow rates, under gas-liquid co-flow, obtained for X1 and X2 

micromixers at fixed fluid input pressure (= 40 bar) and different driving pressure, P. Error 

bars are within the symbol size. 

 

We have discussed in Chapter 3(254) that the Poiseuille law for viscous flow in a 

channel is analogous to Ohm’s law in electrical circuits. Thus, the longer mixing length 

in the X2 micromixer translates to a higher fluidic resistance which can be represented 

as an electrical circuit containing a larger resistor - Figure 71 c and d. The same ΔP 

when distributed over a much longer mixing channel (as in X2) generates a lower 

volumetric flow rate - Figure 72. Despite the identical cross-section geometry, the flow 
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and mixing patterns observed in the two microreactors are very different – Figure 73. 

The mixing in X2 micromixer is less intense than X1; the gas and liquid streams in X2 

form distinct and sharp boundaries which slowly fade away over the length of the much 

longer mixing channel. Whereas in the X1 micromixer, the gas arrives at the junction 

at higher speeds and quickly mixes with the organic liquid. The homogenization of the 

gas-rich and liquid-rich phases occurs via diffusion along the mixer channel post-

junction. 

 

 

Figure 73. Gas-liquid flow profiles observed in micromixers (a) X1 and (b) X2. 

 

The different mixing conditions generated in X1 and X2 produce different particle 

sizes and morphologies. The size of the microprecipitated API particles decreases with 

the fluid driving pressure for both the X1 and X2 micromixers - Figure 74. The 

intensity of gas-liquid mixing is influenced by the fluid speeds which leads to different 

flow profiles in the micromixers - Figure 73. This influences the gas-liquid mixing 

which further effects the supersaturation and consequently the properties for the 

precipitates. This illustrates the crucial role that gas-liquid mixing plays in the 

microprecipitation process. This fact could be used to control particle size by simply 

adjusting the length of the mixing channel in an X-junction micromixer. The API 

particle size decreases with the fluid driving pressure (Figure 74) as already discussed 

in Chapters 3(254) and 4. This can be explained in terms of the crystallisation kinetics. 

In brief, the decreasing trend in Figure 74 is attributed to the faster mixing achieved at 

higher driving pressure. Because of the faster mixing, critical supersaturation is 

achieved sooner and this promotes the formation of smaller particles. The trend for the 

X1 micromixer is identical to the one shown in Figure 49b in Chapter 3(254). The 
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trend for the X2 micromixer is similar but particle size is significantly smaller (<1 µm) 

as compared to the X1 micromixer (1-10 µm). We attribute this to the much slower 

mixing which is likely to be diffusion-controlled. The formation of the gas-expanded 

liquid is delayed and therefore critical supersaturation is reached later. Nucleation 

conditions are less favourable and crystal growth is also delayed. As a result, the 

particle size is significantly lower - Figure 74. The downward trend with driving 

pressure is present but less sensitive to changes in the diving pressure when compared 

to the X1 micromixer. 

 

Figure 74. The particle size obtained from X1 and X2 micromixers at fixed fluid input pressure 

of 40 bar and variable fluid driving pressure (cGF = 0.1%). 

 

We now examine the microprecipitation performance of the X2 micromixer under 

different supply pressures -  Figure 75. The decreasing particle size with ΔP is 

consistent for the three input pressures employed for the fluids (40, 60, and 70 bar) 

when precipitating using the X2 micromixer. 
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Figure 75. Particle size obtained from the X2 micromixer at different fluid input and driving 

pressures (cGF = 0.1%). 

 

However, the particle size at a fixed P goes up sharply with the fluid input pressure. 

This increase can be attributed to the change in the antisolvent properties with pressure 

which influences mixing. The main effect of input pressure is to increase the density 

and viscosity of CO2. Equilibrium values of these parameters are listed in Table 11.  

 

Table 11. Density and viscosity values for CO2 as a function of pressure (at T = 25 °C). The 

values for CO2 density and viscosity at different conditions were obtained using Peace 

Software.(306) 

Gas Pressure (bar) 
ρ (kg.m

-3

) µ (10
-6

 Pa.s) 

40 93.6 15.9 

50 132.3 16.7 

60 258.4 21.8 

70 700.9 59.1 
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The higher input pressure intensifies the microprecipitation process - Figure 75 and 

Figure 76. The higher density of CO2, supplied under the same flow conditions, 

effectively means a higher concentration of antisolvent. In fact, the particle size 

increase with input pressure in Figure 75 and Figure 76, is reminiscent of the similar 

trend observed when increasing the API concentration (Figure 49, Chapter 3(254)). 

The linear increase with pressure in Figure 75 and Figure 76 (at fixed ΔP) mimics the 

linear increase with solute concentration in Figure 49. The reason in both cases is that 

the reaction rate, i.e. crystallization rate, is proportional to the concentration of 

reactants. 

 

Figure 76. The particle size obtained from the X1 micromixer at different fluid input and 

driving pressures (cGF = 0.5%). 

 

The above argument is qualitative as it uses as an approximation the equilibrium 

properties of pure CO2. The relevant density and viscosity are the ones of the gas-

expanded liquid formed in the micromixer. In the X2 micromixer, this formation is 

relatively slower and extends well into the mixing channel. However, a study of the 

time and space details of GXL formation was beyond the scope of this work. 
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Particle Morphology 

Previously, we have investigated the variation in crystal morphology for GF particles 

with driving pressure when precipitated with an X1 micromixer (Chapters 3(254) and 

4). At a lower driving pressure (ΔP = 20 bar) the particles have a flower-like structure 

composed of a multitude of thin petals - Figure 77a. The bipyramidal shape is the most 

stable crystalline form of GF(253) and its formation is attributed to a uniform growth 

of all crystal faces. In this chapter, the bipyramidal shape is found when precipitating 

GF at an input pressure of 70 bar and a fluid driving pressure of 25 bar in the X2 

micromixer - Figure 77b. This form of GF has been obtained under the same driving 

pressure (ΔP = 20 bar) when precipitating from a solution in DMF (Pin = 40 bar, 

Chapter 3).(254) Whereas at ΔP = 30 bar, we observe thin, long crystals that remain 

in an aggregated state - Figure 77c. 

 

 

Figure 77. SEM images of GF particles precipitated from the X2 micromixer at fixed gas input 

pressure, Pin = 70 bar, with variable fluid driving pressure of: (a) 20 bar, (b) 25 bar, and (c) 30 

bar. 

 

Therefore flower-like particles were obtained only for the longest mixing time, i.e., the 

lowest ΔP, which implies that the higher supersaturation achieved under these 

conditions is crucial for the formation of these hierarchical structures. 

Similar flower-like particles (or nanoflowers) were formed at the same driving 

pressure (ΔP = 20 bar) for the gas input pressures of 40, 60, and 70 bar (Figure 78 a to 

c) when precipitating with the X2 micromixer. 
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Once again, the details of gas-liquid mixing play a major role in crystal formation and 

more specifically nanoflowers. We have first demonstrated the formation of organic 

nanoflowers using Luteolin when precipitating from a solution in DMF using our 

method (P = 40 bar, ΔP = 25 bar, X1 micromixer). In this experiment, the intense gas-

liquid mixing resulted in short mixing times (~30 µs) at the junction and the formation 

of stable 3D crystals was outpaced by a fast growth in a preferred plane. This resulted 

in petal growth and the formation of nanoflowers. 

 

 

Figure 78. SEM images of the GF particles precipitated from the X2 micromixer at fixed fluid 

driving pressure, ΔP = 20 bar, with variable input pressure of: (a) 40 bar, (b) 60 bar, and (c) 

70 bar. 

 

In X2 micromixer, the lower fluid speeds result in slower mixing. However, at ΔP = 

20 bar (lowest driving pressure tested), the longer residence times favour greater 

mixing and reaches supersaturation levels that promote the formation of nanoflowers 

- Figure 78. These flower-like morphologies are usually attained with additives which 

makes the process more complex. Our approach adjusts the mixing conditions to 

trigger precipitation and reproducibly create these hierarchical structures without the 

use of any additives. By simply changing the length of the mixing channel, we can 

tune the fluidic resistance of the micromixer and manipulate the intensity of the gas-

liquid mixing. This significantly influences the microprecipitation process and allows 

us to control the crystallization outcomes (particle size and morphology). For instance, 

as proven here, changing the length of the mixer channel in an X-junction micromixer 

(3 times in X2) allows us to produce smaller, high-surface area GF particles. 
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5.3 Conclusions 

We have demonstrated the influence of the micromixer’s fluidic resistance on particle 

size with the example of GF particles microprecipitated from a solution in DMF. An 

identical X-junction performs very differently under the same driving pressure 

depending on the length of the mixing channel. The vastly different mixing conditions 

(more intense in X1 as compared with X2) are explained using the electric analogy of 

microfluidic circuits. The performance of X2 is similar to that of X1 in terms of fluid 

flow and trends for particle size with the fluid driving pressure. Fluids experience 

higher resistance in X2 and this leads to the following differences: the volumetric 

liquid flow rate is much lower for X2 under the same process conditions (Pin, ΔP, cGF) 

and the size of the particles produced is below 1 µm for all process conditions tested. 

It is possible to manipulate the size and morphology of the precipitated GF particles 

through different micromixer geometry and antisolvent properties. Flower-like 

morphologies are obtained for the lowest ΔP (= 20 bar) tested in X2 micromixer for 

all values of fluid input pressures. This chapter illustrates the use of micromixer design 

to adjust the type of flow conducive to different crystallization outcomes. It 

demonstrates the flexibility of the HPMF platform for API micronization. 
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Chapter 6 

Formation of Pharmaceutical Cocrystals Using CO2-Antisolvent 

Microprecipitation 

 

6.1 Introduction 

Size reduction is a mainstream approach to improving the solubility and therefore the 

bioavailability of poorly water-soluble (hydrophobic) APIs. An alternative approach 

consists of modifying the chemical form of the API using supramolecular chemistry. 

Researchers have identified two reliable ways of drastically improving the API 

solubility: forming a salt(307) or a cocrystal.(3, 308, 309) The salt form is composed 

of ions and thus is more soluble in water. The cocrystal combines neutral API and 

soluble coformer. 

In a salt, some or all the acid hydrogens have been replaced by a metal ion or a radical. 

Whereas cocrystals are single-phase crystalline materials composed of two or more 

molecules forming a common crystal lattice. The simplest pharmaceutical cocrystal is 

composed of an API and a coformer (should be pharmaceutically acceptable).(105) 

Coformer are different to excipients as excipients are chemically inert and show little 

or no interaction with the API. An excipient has no covalent or significant non-

covalent interaction with the API structure and hence does not become a part of the 

API’s crystal structure. Whereas a coformer participates in intermolecular interactions 

with the API and thus becomes an integral part of the crystal structure. Such closer 

interaction makes the properties of the cocrystal different from those of the API. 

Cocrystals between an API and a coformer can have different stoichiometric ratios. 

For example, a cocrystal of carbamazepine (anti-epileptic drug(310)) and 4-

aminobenzoic acid (coformer) can have stoichiometric ratios of 1:1, 2:1, and 4:1.(311) 

Cocrystals are of significant interest to the pharmaceutical industry as these can be 

designed to have superior physical properties in comparison to the individual 

components. One key aspect of cocrystal formation is the enhancement of drug 

solubility. The large amount of data compiled in Figure 79 clearly shows that the use 

of more soluble coformer produces a more soluble cocrystal. This in turn increases the 
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bioavailability of the API. Note that the increase in aqueous solubility is logarithmic, 

i.e. very sharp - Figure 79. The ability to form such cocrystals and improve or adjust 

their solubility is a powerful tool in the development of drug formulations. 

 

 

Figure 79. Cocrystal solubility advantage (Scocrystal/Sdrug) in aqueous media is related to the 

coformer and drug solubility ratio (Scoformer/Sdrug). It is observed that Scoformer/Sdrug > 10 leads to 

Scocrystal/Sdrug > 1. The solubility values refer to a specific pH value shown by the numbers 

above the data points, at 25 °C.(312) 

 

Most APIs are molecules with hydrogen bonding ability. This allows for 

intermolecular interactions between different API moieties which facilitates the 

formation of cocrystals through supramolecular synthons - Figure 80.(3, 308, 309)  

These supramolecular synthons consist of an assembly of organic crystals that is not 

just a result of geometrical interlinking between the API structures but is often the 

consequence of compromise or mutual interference between adjacent synthons. 

Besides intermolecular hydrogen bonding, cocrystals can also be produced by stacking 

or charge transfer interactions(313, 314) or through ionic interactions(315, 316) 

involving inorganic salts. 
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Figure 80. Common supramolecular synthons formed from carboxylic acids, amides, 

pyridines, and other aromatic nitrogens.(312) 

 

Cocrystallization has been achieved through solid-based and solution-based 

methodologies. The solid-state cocrystal synthesis commonly consists of mechanical 

activation achieved by grinding the components together to form cocrystals. The 

solution-based methods involve generating supersaturation in a multicomponent 

solution. This is achieved by changing the solubility through alterations in pH, 

temperature, drug-to-coformer ratio or solvent evaporation. These methods often carry 

the inherent risk of crystallizing individual components instead of cocrystals. 

In the quest to develop suitable cocrystals a range of solvents and experimental 

conditions (rate of evaporation or cooling, initial concentrations) must be screened for 

obtaining optimal results. Given that the typical formation of cocrystals can take up to 

several days(317) such task becomes highly time consuming. The hypothesis guiding 

the work presented in this chapter is that this process could be intensified with the use 

of the gas-antisolvent microprecipitation methodology developed in previous chapters. 

We have already demonstrated the use of CO2 as an antisolvent to be an attractive 

method for the generation of API crystals (Chapters 3(254) - 5). The technique can be 

directly applied to mixed solution of an API and a suitable coformer without any 

alterations. Compressed CO2 is used here to gas-expand a multicomponent solution 

which decreases the solvent power and thus results in the coprecipitation of the two 

solutes. We work under the assumption that under given conditions these 

coprecipitates would be pharmaceutical cocrystals. 
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As explained in Chapters 1 and 3(254), the moderate process conditions employed in 

the GAS process eliminate many of the drawbacks associated with other techniques 

such as mechanical/thermal degradation of the API or costly removal of residual 

solvent. In fact, cocrystals have been produced using GAS crystallization. 

Carbamazepine (API, anti-epileptic drug) - nicotinamide (coformer, vitamin B3 

analogue) cocrystals were formed by using a GAS process using ethanol as the solvent. 

Interestingly, cocrystal formation in this case was an unintended outcome.(318) 

Another example is the formation of itraconazole (API, antifungal drug) - L-malic acid 

(coformer, β-hydroxy acid) cocrystals from tetrahydrofuran using GAS 

cocrystallization. The morphology of these cocrystals obtained using liquid antisolvent 

method and GAS cocrystallization is presented in Figure 81. 

 

 

Figure 81. SEM images of itraconazole/l-malic acid cocrystals: (a1 and a2) obtained from n-

heptane, and (b1 and b2) produced by GAS.(319) 

 

The particle shape for both the techniques is homogenous and distinctly different from 

either of the pure components. However, the particles obtained using the liquid 

antisolvent technique are irregularly shaped whereas the particles produced using the 

GAS method are spherical and fibrous. 
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In this chapter, we attempt the cocrystallization of two model active pharmaceutical 

ingredients: Luteolin (LT), which is an anticancer drug, and Dapsone (DAP), which is 

an antileprotic drug (section 2.1.1). The formation of the DAP-LT cocrystals has been 

demonstrated by Jiang et al.(317) using slow-evaporative crystallization experiments. 

They prepare an equimolar solution of DAP and LT in a binary mixture of ethanol and 

acetone in a 1:1 volumetric ratio. DAP-LT cocrystals were harvested after slow 

evaporation of the solvent in a desiccator and were obtained after one month - Figure 

82. 

 

 

Figure 82. Polarized light microscopy photographs of DAP-LT co-crystals.(317) 

 

They observed that the inclusion of ethanol molecules is important in facilitating the 

formation and stabilization of the DAP-LT cocrystals. This was confirmed upon 

heating the cocrystal sample at 170 °C under reduced pressure where the cocrystal 

sample changed back to a physical mixture of DAP and LT.  

We follow their work by using the optimal conditions for cocrystal formation. 

Accordingly, the two drugs are dissolved in a mixture of ethanol and acetone (1:1 ratio 

by volume). The double API solution is crystallised using the high-pressure rig 

described in section 2.7. An X-junction (X1) micromixer is used for performing the 

on-chip GAS process using subcritical CO2 (Pin = 40 bar, T = 25 °C). The 

micronization experiments are performed in a similar fashion as the previous work 

(Chapter 3(254), 4 & 5). Collection of the precipitated particles in the discharge vessel 

was performed for a longer duration (90 min). This was needed to collect sufficient 

material for reliable particle characterization. The experimental conditions are listed 
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in Table 12. Characterization was done through SEM and powder-XRD analysis (see 

Chapter 2). 

 

Table 12. Experimental scheme for the cocrystallization of DAP & LT. 

API Molar Ratio c% (w/w) ΔP (bar) 

DAP - 0.22 25 

LT - 0.25 25 

DAP-LT 1:1 0.11/0.12 25 

DAP-LT 1:1 0.11/0.12 10 

DAP-LT 5:1 0.28/0.06 10 

 

6.2 Results and Discussion 

The XRD pattern for untreated Luteolin, i.e. the material as received from the 

company, was analysed and compared for two separate stocks - Figure 83.  

 

 

Figure 83. PXRD patterns for untreated LT as received from the company: the green lines 

represent pattern obtained for the old stock whereas the red lines represent pattern obtained 

for the fresh stock. 
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The peak intensities differ for the two data sets however the peak positions are the 

same. This confirms that the stocks are the same material and the old stock suffered 

no material degradation. The difference in peak intensities can be attributed to the 

limited API material available in the old stock which resulted in lower peak intensities. 

We compare untreated Luteolin with previously published results - Figure 84. There 

is a definite disagreement in the XRD patterns for Luteolin, which raises the concern 

that the starting material for these works was different, complicating our purpose of 

producing cocrystals using the proposed technique and comparing it to the literature.  

 

 

Figure 84. PXRD patterns for untreated luteolin as reported in literature.(317, 320, 321) (Note: 

patterns have been vertically offset for clarity). 

 

However we have shown in Figure 83 that the XRD for our material is reproducible 

and hence serves as a reliable tool for crystal structure analysis. Moreover, XRD is not 

the focus of this work but serves as a tool to validate changes in material structure 

when treated using our platform. Hence, we focus on mapping any changes in the XRD 

patterns for the untreated and treated material to validate the formation of cocrystals. 

The individual APIs were first crystallised using our microprecipitation technique 

under fixed process conditions. A solution of Luteolin (molarity 6.8 mmol/l) was 

prepared in the binary solvent. Luteolin was microprecipitated as presented in Chapter 

4. The gas and solution input pressures were fixed at 40 bar, while the fluid driving 
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pressure was fixed at 25 bar. The recovered material was dried and the sample 

crystallinity was assessed using powder X-ray diffraction - Figure 85.  

The XRD patterns for the two samples are significantly different. The peaks at 2θ 

values for the material processed using our technique (2θ values of 15.3, 23, 30.8 and 

38.8°) are different to those of the untreated material (2θ values of 12.8, 14.1, 15.9, 

17.7, 21.6 and 28.5°). It is evident from Figure 85 that the proposed microGAS process 

produces crystalline material. 

 

 

Figure 85. PXRD pattern for LT: untreated (as received) and treated (at Pin = 40 bar and ΔP = 

25 bar). Red lines represent treated LT and black lines represent untreated LT. (Note: patterns 

have been vertically offset for clarity). 

 

The SEM images for the two samples are shown in Figure 86. The untreated sample 

contains crystals that are about 50 µm long with thin edges - Figure 86a. The treated 

sample shows a large portion of unaltered material but also nanoflowers of varying 

sizes - Figure 86b. 
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Figure 86. SEM images for Luteolin: (a) untreated and (b) treated material at Pin = 40 bar and 

ΔP = 25 bar. 

 

DAP was microprecipitated from a solution of the same molarity as LT (6.8 mmol/l) 

from the binary solvent, under the same conditions: Pin = 40 bar and ΔP = 25 bar. The 

XRD patterns for untreated and treated DAP appear substantially similar - Figure 87.  

 

 

Figure 87. PXRD pattern for DAP: untreated (as received) and treated (at Pin = 40 bar and ΔP 

= 25 bar). (Note: patterns have been vertically offset for clarity). 
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It was observed that 2θ values for the two samples were the same with some 

differences in the peak intensities (2θ values of 13.8, 17.7, 19.2, 22.3, 23.6 and 28.9°). 

This implies that the crystal structure for DAP remained effectively unaltered when 

microcrystallized under the given processing conditions. 

The SEM images for the untreated and treated DAP samples are shown in Figure 88. 

We see poorly defined shapes for the untreated sample (Figure 88a) whereas the 

material crystallized through the micromixer has long, well-defined crystals (Figure 

88b). This implies that the morphology for the DAP crystals was modified when using 

the GAS process however the crystal structure remained unchanged. 

 

 

Figure 88. SEM images for DAP: (a) untreated and (b) treated material at Pin = 40 bar and ΔP 

= 25 bar. 

 

We have successfully microprecipitated the individual APIs using the proposed 

microGAS process. However, it was observed that even though LT showed a 

significant difference in crystal structure after processing, DAP remained essentially 

unchanged under the same process conditions when microprecipitating from the binary 

solvent.   

An equimolar solution of DAP and LT (3.4 mmol/l each) in the binary solvent was 

then microcrystallized under the same process conditions (Pin = 40 bar, ΔP = 25 bar). 

The XRD pattern for the mixed sample is shown in Figure 89. The 2θ values for the 

peaks of individual APIs and mixed samples are listed in Table 13.  
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Table 13. Peak positions for DAP, LT, and DAP-LT samples microprecipitated at Pin = 40 bar 

and ΔP = 25 bar. 

API Molar Ratio ° 2θ 

DAP - 13.8, 17.7, 19.2, 22.3, 23.6 and 28.9 

LT - 15.3, 23, 30.8 and 38.8 

DAP-LT 1:1 15.3, 23.0, 30.8 and 38.8 

DAP-LT 5:1 13.9, 15.3, 17.7, 19.2, 20.9, and 23.6 

 

The comparison of the peak positions of the DAP-LT samples with the individual APIs 

shows that the significant peak positions of the mixed sample resemble those for the 

individual APIs - Figure 89. Majority of the DAP-LT peaks coincide with the peak 

positions for treated LT (Figure 85) with very few peaks of DAP. This shows that the 

XRD peaks for DAP from the cocrystal sample are missing. This indicates that we 

have successfully produced crystalline particles of LT from the binary solution 

whereas the DAP remained unaltered. 

 

 

Figure 89. PXRD pattern for LT, DAP and DAP-LT (equimolar) samples processed at Pin = 

40 bar and ΔP = 25 bar. (Note: patterns have been vertically offset for clarity). 
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We further compare the XRD patterns for cocrystal samples (equimolar solution) 

crystallized at two different values of the fluid driving pressure (10 bar and 25 bar) -

Figure 90. The sample patterns are almost identical. Since driving pressure mostly 

affects the residence time in the micromixer (Chapter 3(254)) this implies that shorter 

fluid residence times in the micromixer do not promote the formation of a cocrystal. 

In other words, faster mixing was not the reason for the absence of cocrystals in 

experiments carried out at ΔP = 25 bar. 

 

 

Figure 90. PXRD pattern for DAP-LT samples processed at Pin = 40 bar: blue lines (ΔP = 10 

bar, 5:1), pink lines (ΔP = 10 bar, 1:1) and purple lines (ΔP = 25 bar, 1:1). (Note: patterns have 

been vertically offset for clarity). 

 

The ratio of DAP to LT in the binary solution was increased from 1:1 to 5:1 to probe 

the influence of drug-drug ratio on the cocrystallization process (Pin = 40 bar, ΔP = 10 

bar). The XRD patterns for the two samples are very different – Figure 90. In the 

sample with 5:1 ratio we observe new peaks at 2θ values corresponding to DAP along 

with very few peaks of LT -Table 13. This shows that when precipitating DAP-LT 
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from a 5:1 solution the presence of DAP is significant when analysing the mixed 

sample. 

Since no new peaks are observed for DAP-LT samples other than the characteristic 

peaks for the APIs, we speculate that the data represents the crystals for DAP and LT 

as a physical mixture - Figure 91. However, the density of characteristic peaks for an 

individual API can be varied by manipulating its concentration ratio in the 

multicomponent solution.  

 

 

Figure 91. Comparison of the XRD peaks for the individual APIs and their mixtures. (Note: 

patterns have been vertically offset for clarity). 

 

The formation of caffeine/dapsone (CAF/DAP) cocrystals by slow evaporation 

method from different solvents and solvent combinations was investigated by Amaral 

et al.(322) The simulated PXRD pattern for the CAF/DAP cocrystal (1:1) analysis 

shows peaks at 5.3°, 11.0°, 13.0°, 14.0°, 15.1°, and 24.2 ° (2θ), related to the CAF/DAP 

(1:1) cocrystal; peaks at 26.6° and 28.2° (2θ) possibly due the shift of peaks at 26.4° 
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and 28.4° from CAF; and peaks at 20.0° and 28.2° (2θ) possibly due the shift of peaks 

at 20.2° and 29.0° present in DAP, respectively - Figure 92. 

 

 

Figure 92. PXRD pattern of dapsone (a), caffeine (b), physical mixture CAF/DAP (1:1) PM 

(c), cocrystal CAF/DAP (1:1) and simulated (d).(322) 

 

The SEM images of the precipitates obtained from the three mixed samples (compared 

in Figure 90) are shown in Figure 93. There was a homogeneity in the morphology for 

the particles obtained for the binary samples processed under different conditions. 

Some unaltered material can be seen along with these new crystal shapes resembling 

an octahedra. However, for lower fluid driving pressures, the octahedral shapes are 

rather poorly defined. 

Further experimentation on the possible cocrystallization of DAP and LT could not be 

conducted due to time restrictions. Nevertheless, we can examine the results and define 

an improved strategy for cocrystallization.  
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Figure 93. SEM images for DAP-LT particles at Pin = 40 bar: (a) API ratio of 1:1 produced at 

ΔP = 25 bar, (b) API ratio of 1:1 produced at ΔP = 10 bar, and (c) API ratio of 5:1 produced 

at ΔP = 10 bar. 

 

Table 14 shows the API solubilities in the individual solvents (we could not source for 

a solubility value of the APIs in the binary solvent but estimate it to be the average of 

the API solubility in the individual solvents). The difference between LT and DAP 

solubilities is significant with the DAP solubility being ~10 times more. This vast 

difference in the API solubilities shows that when an equimolar solution of the two 

APIs is microprecipitated using our rig, significantly different supersaturation states 

were obtained for the two drugs. 

 

Table 14. Solubility values for DAP and LT in individual solvents at 25 °C. 

API Solvent S 

(mg/ml) 

 

DAP(323) 

Ethanol 20.3 

Acetone 327.1 

 

LT(324) 

Ethanol 9.0 

Acetone 6.1 

 

The supersaturation achieved for DAP, for the concentrations used in the experiments, 

is roughly 10 times smaller than that for LT (Equation 32). Increasing the relative 
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concentration of DAP leads to a clearly selected presence of DAP in the DAP-LT 

mixture - Figure 90. It makes sense that further increase of DAP concentration should 

be pursued. Ideally, the supersaturation of both API should be the same because it may 

correspond better to the equimolar conditions used by Jiang et al.(317) in the slow 

formation of cocrystals. With DAP and LT it seems possible to achieve the same 

supersaturation state for DAP-LT ratio of 10:1. Thus, while we did not achieve a fast 

microprecipitation of an API cocrystal we believe our technique has real potential to 

achieve that goal. 

 

6.3 Conclusions 

We have demonstrated the microprecipitation of a combination of two model APIs, 

Dapsone and Luteolin, from a binary solvent of ethanol and acetone (1:1 v/v). From 

particle characterization we observed that LT formed highly crystalline particles under 

the given process conditions with some unaltered material in the background. The 

XRD pattern for the LT precipitates was significantly different from that of the 

untreated material. However, DAP showed no noticeable variant in its crystallinity. 

Upon microprecipitation of the multicomponent solution, we noticed that the particles 

for different DAP-LT ratios (1:1 and 5:1) show the significant peaks for the individual 

APIs. Thus, successful coprecipitation of the model APIs was achieved, however, 

XRD analysis showed no new peaks that would indicate the formation of cocrystals. 

We propose to vary the API concentrations and drug-drug ratios in the future work, 

especially significantly increasing DAP concentrations in the multicomponent solution 

(~10x for DAP-LT) for successful formation of cocrystals. The current platform holds 

the potential for manufacturing cocrystals for a range of API combinations under 

optimized conditions. Moreover, it could be used for the coprecipitation of API-

polymer formulations where the API can be suspended in a polymer matrix for drug 

delivery purposes. 
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7 Conclusions 

In pharmaceutical manufacturing, particle size and morphology must be controlled 

reliably as they determine the physicochemical properties of APIs produced. Dense 

gas processing is a viable alternative to traditional pharmaceutical crystallization, e.g. 

cooling, evaporative or liquid antisolvent. The use of compressed CO2 as an 

antisolvent allows for greener processing of pharmaceutical compounds by reducing 

the amount of solvent needed and facilitating the removal of organic residues. Current 

dense gas processes are batch-based and hence there is significant scope for process 

intensification by converting them to continuous flow processes. The motivation 

behind the present work was to incorporate a gas antisolvent process on a microfluidic 

platform in order to combine the benefits of the two techniques. 

In this thesis, we developed a novel microfluidic platform that allows carrying 

continuous crystallization of pharmaceutical products. Using dense CO2 as an 

antisolvent, we successfully controlled the particle size and crystal morphology 

obtained during microcrystallization. 

The first task was to assemble a reliable high-pressure microfluidic system that can 

sustain pressures required in classical dense gas processing, i.e. about an order of 

magnitude higher than what is standard in microfluidics (below 5 bar). This required 

careful consideration of the design of the micromixers and all connections, especially 

when interfacing the micromixers. We constructed and validated a rig that can sustain 

pressures up to 100 bar (at 25 °C). A key element was the fabrication of a bespoke 

metal holder which allowed reliable delivery of pressurized fluids to and from the 

micromixers. A gas antisolvent (GAS) process was carried out using this microfluidic 

platform. Subcritical CO2 was used as its density provided the required antisolvent 

effect in all cases studied. A gas-expanded liquid was formed under dynamic 

conditions in micromixers of various design. 

The second task was to validate the use of the platform for the microcrystallization of 

various APIs. Solutions of APIs in organic solvents were crystallized using the GAS 

process. Anticancer, antifungal, antileprotic, and corticosteroid drugs were 

successfully processed and characterized. The role of key process parameters (CO2 

density and viscosity, fluid driving pressure, micromixer geometry, solution 

concentration) on crystallization kinetics was investigated. Experiments showed that 
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gas-liquid mixing has a strong influence on the microprecipitation process. In general, 

faster mixing led to the generation of smaller particles whereas increased initial API 

concentration resulted in an increase in particle size. 

The third task was to investigate the crystallization behaviour of various API-solvent 

combinations. By selecting different compounds, we obtained a range of particle sizes 

with different morphologies. The size of griseofulvin particles decreased depending 

on the solvent used in the order: DMF > acetone > ethyl acetate. The role of the solvent 

was mainly related to its ability to mix with CO2. Higher solvent affinity to CO2 

resulted in faster expansion which led to the formation of smaller particles. 

Various APIs produced different outcomes when crystalized from the same solvent. 

When precipitating from DMF, particle size decreased in the order: Luteolin > 

Griseofulvin > Budesonide. This behaviour was correlated with the molecular size of 

the API suggesting that diffusion-based crystal growth dominates the process of 

crystallization. Under conditions of fast gas-liquid mixing (higher fluid driving 

pressure or solvent expansion rate), we produced organic particles with the unique 

nanoflower morphology. This was done without the use of any additives and 

demonstrates the potential of our platform in producing purely organic, hierarchical 

nanostructures. Current methods for synthesizing nanoflower particles require the use 

of additives or rather complex procedures. 

The fourth task was to examine the role that micromixer geometry plays in the process 

of microcrystallization. We used the same junction where gas and solution meet but 

varied the length of the mixing channel that follows. The different fluidic resistance 

led to a comparison between the intensity of gas-liquid mixing which in turn 

influenced the microprecipitation process. Smaller particles (<1 µm) were obtained 

under slow mixing conditions as compared to the particles (1-10 µm) produced from 

more intense gas-liquid mixing. 

The fifth task was to produce cocrystals of an API and a suitable coformer. Cocrystals 

provide the opportunity to improve the properties of the API (e.g. solubility and hence 

bioavailability) without modifying them chemically. It is also possible to create 

cocrystals with enhanced therapeutic effects. Traditional cocrystal formation is based 

on slow evaporation from concentrated mixed solutions and is time consuming. Our 

microfluidic platform allows the collection of sufficient product for physical 



138 

 

characterization in minutes. We produced a solid mixture of dapsone and luteolin but 

did not obtain strong evidence of cocrystal formation. We estimate that the vast 

difference in API solubilities led to very different supersaturation levels and prevented 

cocrystallization from happening. This problem could be resolved by adjusting the 

properties of the solvent used and/or the concentrations in the feed solution. Thus, the 

formation of cocrystals could be a meaningful extension of this work. 

In summary, the work included in this thesis demonstrated the building of a high-

pressure microfluidic platform and exploring its potential for crystallizing APIs in a 

reliable, continuous fashion. The micromixers were fabricated using standard 

lithography which allows for design flexibility and the bespoke metal holder enables 

the use of off-the-shelf components and connectors to standard pumps for high-

pressure fluid delivery. Hence the proposed platform provides the opportunity to 

implement a variety of processes using the same rig. Control over particle size and 

morphology was achieved by manipulation of the basic process parameters for various 

API-solvent pairs. This platform offers great control over particle size and morphology 

and can solve some of the deficits of current crystallization methods. The 

microcrystallization described here is fast and could be extended to the formation of 

cocrystals or API encapsulation in suitable biopolymers. The technique should be of 

considerable interest to researchers involved in pharmaceutical production and 

innovation. 
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8 Appendices 

8.1 Holders for High-Pressure Experiments 

The two holders used for the initial high-pressure tests to check the durability of 

commonly used components are shown in Figure 94. The PMMA holder has a window 

deeper than the width for the bonded micromixer substrate - Figure 94a (left). Hence 

spacers need to be used to fill into that space. A stack of BF33 substrates (unbonded) 

of the same dimensions as the micromixers (70 x 30 mm) is used for this purpose. 

Figure 94b shows the widening on the port cavity where the flangeless fittings are 

screwed in. This damages the threads in the polymer substrate due to overtightening 

of the fittings to avoid leaks. The metal holder is made in stainless-steel, of equivalent 

design, and does not require any spacer - Figure 94a (right). The crack in the 

micromixer (Figure 94a) is due to the pressure generated from the metal holder on the 

micromixer’s edge.   

 

 

Figure 94. (a) Two different holders (on left – polymer & on right – metal) used for testing the 

durability for commonly used components under high-pressures. (b) Widening of the port 

cavities in the polymer holder due to overtightening of flangeless fittings. 
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8.2 Connectors for the Interface 

During the high-pressure experiments, the polymer tubing tends to pop out of the 

flangeless fittings. To hold the polymer tubing in place, we tried gluing the tubing to 

the ferrule using a superglue purchased from the supermarket (LOCTITE® EPOXY 

PLASTIC) - Figure 95. However, this assembly fails after a short period.  

 

 

Figure 95. FEP tubing glued at the end that goes into the flangeless fitting. 

 

To address this issue, we use HPLC connectors (Valco ZBU1XC) for interfacing the 

micromixer where the tubing is swaged into the connector. This assembly can sustain 

high pressures (up to 100 bar at 25 °C) without failure.  

 

8.3 Metal Holder 

The schematic (Figure 96) representing the principle behind the holder depicts the 

micromixer encapsulation between the two holder plates and interfacing for fluid 

delivery.  

 

 

Figure 96. Schematic showing the holder-micromixer assembly used for the high-pressure 

experiments. 
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This is designed to allow the use of HPLC fittings (Valco ZBU1XC) for interfacing 

the ISCO pumps, commonly used with traditional engineering rigs, to a glass 

micromixer which is commonly employed in microfluidics. The idea behind this 

holder is to have increased durability from the metal substrate that maintains thread 

integrity and avoid leaks at the interface for extended periods under the high pressures 

employed (up to 100 bar). The other key requirement for the holder is to maintain 

homogenous pressure across the micromixer. To achieve that the holder is made of 

two parts, the micromixer is sandwiched between these parts, that can be held together 

using metal bolts. 

 

8.4 Attribution Statement 
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