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Abstract

Vibration-based structural damage identification has been a challenging task in structural

health monitoring (SHM). The main difficulty lies on the reliable correlation between the

measured vibration characteristics and the damage states (e.g., stiffness reductions) of struc-

tures. Such states can ideally indicate the presence, locations, and severities of structural

damages. The damage identification procedure can hence be considered as a feature extrac-

tion process from the input measurement, mapping the selected features to damage states.

Some traditional machine learning methods, such as Principal Component Analysis,

Support Vector Machine, and shallow Artificial Neural Networks, have been widely used in

SHM during the past decades. However, such traditional methods are insufficient to learn

complex models, especially when the dimension of data is very high. It should be noted

that the vibration signals are usually high-dimensional, noise-contaminated, and complex

(e.g., in multiple scales). Deep learning, which often refers to deep neural networks, can

be used to overcome these obstacles. It has achieved great success in a variety of artificial

intelligence research areas and recently has also been extensively applied to vibration-based

structural damage identification.

In this thesis, we propose advanced deep learning frameworks for vibration-based damage

identification applications. Vibration signals such as frequencies, mode shapes, and accel-

eration responses are utilized as the input while the structural properties such as stiffness

parameters are utilized as the output. By capturing the underlying relationship between the

input and output, one can perform damage identification. As discussed above, the vibration

data is usually very complex. Therefore, we investigate how to achieve effective and efficient

damage identification by using several advanced deep learning methods. We also investigate

a novel type of neural networks known as invertible neural networks, which might be used

to improve the robustness and security of deep learning-based SHM frameworks. Next, the

major tasks of this thesis are summarised below.

Firstly, we propose a parallel sparse autoencoder framework for structural damage iden-

tification, which can deal with multi-scale datasets. This framework consists of two main

components: a parallel architecture-based dimensionality reduction component followed by a
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relationship learning component. We emphasize the importance of processing the multi-scale

vibration data separately in the dimensionality reduction stage. Experiments are conducted

on both the clean dataset and the noisy dataset to evaluate the performance of the proposed

method. This proposed framework significantly improves the effectiveness and robustness

of structural damage identification in comparison with the state-of-the-art approach.

Next, we investigate convolutional neural network-based approaches, which are capable

of constructing end-to-end learning methods for vibration-based structural damage identi-

fication. We first propose a deep residual network framework which is composed of purely

residual blocks operating as feature extractors and a fully connected layer as a regressor. It

learns the damage-related features from the vibration characteristics, such as mode shapes,

and maps them into the damage index labels, e.g., stiffness reductions of structures. Exten-

sive performance evaluations are conducted with both numerical and experimental studies.

The comparison between the proposed approach and the state-of-the-art models, including a

sparse autoencoder neural network, a convolutional neural network, is conducted. The pro-

posed deep residual network framework consistently outperforms the compared approaches.

After that, we propose a densely connected convolutional network framework that im-

plements dense connectivity in the convolutional neural network architecture, which fits well

for the study using time-domain responses, e.g., acceleration. Both low-level and high-level

features are learned and reused during training. It not only strengthens feature propagation

through the network but also substantially reduces the number of parameters. The per-

formance of the proposed approach is evaluated through both numerical and experimental

verifications. The results demonstrate that the damage localization and quantification are

achieved with better performance, in comparison with the deep residual network framework.

Last but not least, we investigate the invertibility of residual networks. We first propose

a novel fixed-point algorithm that can be used to invert residual units under weak weight

constraints. Then, we propose a sufficient and necessary condition under which the residual

block is invertible. Several experiments have been conducted using both image and SHM

datasets to evaluate the discrimination performance of the proposed invertible residual net-

works. A promising direction of using the proposed invertible residual networks to increase

the robustness and security of deep learning-based SHM frameworks is discussed.
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Chapter 1

Introduction

Structural health monitoring (SHM) [30] refers to the process of implementing a damage

identification strategy to assess and predict structural performance under operational con-

ditions. Civil infrastructures such as buildings, bridges, roads and tunnels may continuously

accumulate damages during their service life caused by the environmental, operational and

human-induced influences. Such damages like material deterioration, long-term fatigues,

corrosion and degradation will adversely affect the current or future performance of struc-

tures. The main objective of SHM is to detect, locate and quantify the damages of civil

infrastructures at an early stage, and to make decisions for the maintenance of the monitored

structures.

Structural damage identification is a key component of SHM with numerous research

efforts having been made using vibration-based methods [11, 29, 58, 64, 76, 106, 107]. As the

vibration characteristics of the structure contain useful information of its state, the changes

in the information between the intact and damaged states can be used to quantify structural

damages. In other words, by extracting and analyzing damage-sensitive features from the

measured vibration characteristics, one can determine the current state of structural health.

Therefore, the vibration-based damage identification problem in SHM can be formulated as

a pattern recognition problem.

Pattern recognition (PR) [31] covers a wide variety of activities and humans are partic-

ularly good at most of them. For example, many of us can distinguish dogs from cats at a

glance, identify different species of fruits, recognize voices over a phone call even when the

connection is unstable, etc. Similar tasks have been brought to us with the rapid develop-
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ment of science, technology, and business, such as diagnosing diseases, detecting anomalies

of infrastructures, identifying risks of investments, and so on. Although humans can do

some of the tasks quite well, it is of great interest and demand to develop algorithms to

perform such tasks in more accurate, efficient, and cheaper ways. PR is the discipline of

developing such algorithms that can automatically identify patterns in data, and then uti-

lize these patterns for decision-making tasks. Traditionally, SHM enables civil engineers to

conduct field measurement and monitor the structural conditions, which is often subjective,

inefficient and risky [17]. Therefore, covert such engineering goals to pattern recognition

tasks would be beneficial for SHM.

Recently, machine learning (ML) algorithms gain much popularity in the research domain

of PR owing to the increased availability of big data and computational power. Machine

learning [74] refers to the study of computational models and algorithms that can automat-

ically learn from experience without being explicitly programmed. It has become a main

branch of artificial intelligence (AI), and has been applied in a very broad set of practical

applications, including computer vision, natural language processing, speech processing, and

structural health monitoring.

Machine learning was originated in the computer science field and is now closely related

to pattern recognition. In ML, PR can be seen as the assignment of a label to a given input

value, which can be categorized into different tasks. Classification is one of the typical PR

tasks that assigns objects to a set of given classes. For example, separating “red apples” from

“oranges” based on their distinctive features like the shape and the color is a classification

problem. Another type of task, known as regression, assigns a real-valued output, instead

of a class label, to each input. For example, predicting house prices based on its past

information is a regression problem. Machine learning can be categorized into supervised

learning, unsupervised learning, and semi-supervised learning based on the availability of

labeled data. Here, both classification and regression are in the category of supervised

learning. Unsupervised learning such as dimensionality reduction, clustering, and ranking

are also widely studied in ML.

Some traditional ML algorithms such as Principle Component Analysis (PCA) [104],

Support Vector Machine (SVM) [82], and shallow Artificial Neural Networks (ANNs) [42]

are insufficient to learn complex models when the dimensionality of data is very high. This

phenomenon is known as “the curse of dimensionality” [34]. Besides, the civil data, e.g.,
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the measured vibration characteristics of structures, often include various types of noises,

thereby requiring highly complicated models to learn the robust representations. Deep

learning techniques were designed to overcome these obstacles and has become the domi-

nant methods in machine learning in recent years. Deep learning, often refers to deep neural

networks, extract higher-level features progressively from the raw input through multiple

layers. For instance, in image classification, lower layers may identify edges while higher

layers may identify objects as combinations of these edges. Deep learning has achieved

great success in a variety of AI research areas and recently has also been extensively applied

to vibration-based structural damage identification. Pathirage et al. [85,86] developed deep

learning-based autoencoder models to quantify the damage of structures using vibration

characteristics, such as natural frequencies and mode shapes. This kind of damage identi-

fication problems are generally regression problems which learn the underlying relationship

between the measured vibration signals and the ground truth, e.g., a stiffness reduction

vector that indicates the severity and location of damages.

In this thesis, we focus on pattern recognition for structural health monitoring problems,

in which the data is usually high-dimensional and noise-contaminated, and sometimes is

in multiple scales of various physical meanings. A promising direction for improving the

robustness and security of deep learning SHM frameworks is also explored and discussed.

1.1 Research Objectives

This thesis investigates methods to capture the underlying relationship between the mea-

sured vibration signals, and the structural damage indices, e.g., stiffness reductions. By

exploiting recent advanced deep learning networks, SHM frameworks can be bulit that facil-

itate efficient and effective identification of structural damages. Besides, these frameworks

are flexible to deal with high-dimensional, noise-contaminated, and multi-scale datasets.

Furthermore, the conditions under which a residual block is invertible are investigated. An

invertible residual network is developed that can potentially be used to make the SHM

frameworks more secure and robust to adversarial attacks. After conducting in-depth stud-

ies on the literature review, several research gaps and drawbacks of existing methods are

observed. We present our research objectives separately to address each of these gaps as

below.
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• Deep neural networks, such as deep autoencoder, has been utilized successfully for

many supervised learning tasks. It was observed the greedy layer-wise unsupervised

pre-training can yield substantial improvements for supervised learning tasks, which

was seen as a breakthrough in deep learning in 2006 [13, 40, 89]. Pathirage et al.

[85, 86] developed deep autoencoders based frameworks that target vibration-based

structural damage identification applications, carrying out dimensionality reduction

and relationship learning via two stages. However, these proposed models are basically

processing the entire input data together which include different types of features, e.g.,

natural frequencies and mode shapes. This will increase the difficulty in learning a

robust framework due to several factors: 1) The natural frequencies and mode shapes

are in different magnitude scales, e.g., 7.6 and 0.9, and of different physical meanings.

It is not logical to normalize them in the same scale and process them as a whole vector;

2) Each mode shape is associated with one frequency, and different mode shapes are

unrelated to each other. It is better to deal with them separately in the dimensionality

reduction stage; 3) The SHM datasets are vulnerable to diverse types of noises, such

as measurement noises and uncertainties. These noises may not be well reduced if the

input is formed by all frequencies and mode shapes as one high dimensional vector.

To tackle these issues, we propose a parallel architecture based framework that can

learn a robust representation of the input.

• The deep autoencoder-based approach mentioned above can be used for regression

tasks with inputs of multi-scale elements. However, the training of deep autoencoders

heavily relies on layer-wise pretraining. Also, the optimizations of two components

(i.e., the dimensionality reduction and the relationship learning) in the approach are

separate. To develop more effective and efficient approaches, we first investigate the

convolutional neural networks (CNNs), which leverages three key ideas: sparse inter-

actions, parameter sharing, and equivariant representations. It has been used success-

fully in image classification to extract features from high-dimensional data. However,

its performance may degrade due to vanishing gradients. Deep residual networks is

proposed to solve this issue by introducing skip connections in the CNNs. We exploit

the advantages of CNNs and deep residual networks to build our own framework for

structural damage identification applications which often involve high-dimensional and

noise-contaminated data.
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• Modal information such as natural frequencies and mode shapes are extensively inves-

tigated to identify structural damages in recent studies. However, a sufficient number

of sensor measurements are usually required for covering the whole structure and a

large number of channels in data acquisition systems are required accordingly to ob-

tain such modal information. This may not be practical in the rough environment for

large-scale structures. On the contrary, only a certain number of sensors for measur-

ing acceleration responses are required for those time-domain methods for structural

damage identification. Also, sufficient data points can be sampled using fewer sensors.

More importantly, it is straightforward to use raw time-domain responses without

calculating the mode shapes of structures. Thus, it is of practical values to directly

employ time-domain responses for damage identification of structures. On the other

hand, the sensor data always contain significant effects of noise, thereby making it not

easy to interpret vibration response information. To find an efficient and effective ap-

proach to learn the unknown relationship between sensor measurements and damage

patterns, we develop a densely connected convolutional network framework that fits

well to the time-domain response for structural damage identification.

• The robustness and security of SHM frameworks against adversarial attacks are of the

utmost importance if they are to be implemented to real-world SHM applications. A

nice property of invertible neural networks is that it defines a bijective mapping from

the input domain to the output domain and one can recover the input from the output.

With this property, we can investigate the difference between legitimate and adver-

sarial examples. This may be used to improve the robustness and security of SHM

frameworks against adversarial examples. Many state-of-the-art works on invertible

neural networks focus on the invertibility of residual blocks. Thus, we first investi-

gate the invertible conditions of residual networks. The invertible densely connected

convolutional networks will be investigated for future studies.

1.2 Thesis Structure and Contribution

In this section, we briefly describes the content of each chapter along with the contributions.

• Chapter 2 introduces the preliminary knowledge related to this thesis. We begin with

the concepts of three broad categories of machine learning, e.g., supervised learning,
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unsupervised learning, and semi-supervised learning. We then discuss the major non-

linear algorithm in machine learning, i.e., neural networks, which make up the back-

bone of deep learning algorithms. Next, a key component known as activation function

that introduces nonlinearity to neural networks is described. After that, several types

of deep learning neural networks are introduced, e.g., autoencoders, convolutional neu-

ral networks, and invertible neural networks. At last, we introduce structural health

monitoring and discuss the structural models studied in this thesis in detail.

• Chapter 3: We propose a novel parallel autoencoder framework that can be applied to

structural damage identification, where the input data could be in multiple magnitude

scales or have multiple physical meanings. This framework is composed of two com-

ponents. The first component aims to achieve parallel dimensionality reduction and

feature extraction for each subset of the input’s elements. The learned features from

each subset are concatenated into a new input vector that forms a lower dimensional

representation of the original input. The second component learns the relationship

between the learned representation and the output. Furthermore, we introduce spar-

sity constraint in the first component for performance improvement. Two experiments

are conducted and our results show the significant advantages of the proposed parallel

architecture based model in comparison with the existing state-of-the-art approaches.

• Chapter 4: We propose a novel structural health monitoring framework based on

deep residual networks to perform effective and efficient feature extraction damage

identification. This framework can be applied to perform end-to-end learning between

the vibration characteristics such as modal information and the structural damage

indices such as stiffness reductions. Also, it is feasible to build a very deep model

with our framework and it can be applied to more complex civil structures. In the

numerical studies, a seven-strorey frame is investigated and several experiments are

conducted on various datasets to investigate the effects of noise in the measurement

data and uncertainties in finite element modelling. In the experimental studies, a

laboratory T-section reinforced concrete bridge model is used to further demonstrate

the effectiveness of the proposed approach. It is observed that this framework is

superior to the state-of-the-art models for this study.
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• Chapter 5: We develop a densely connected convolutional network framework for

structural damage identification, termed as SDI-DenseNet. Diverse levels of features

are preserved and reused in training, which fits well for the study using acceleration

responses. Time-domain acceleration responses are used in this study to identify the

damages of structures. Fewer sensors are required to measure the acceleration re-

sponses used in this study, while a large number of sensors are needed to calculate the

mode shapes used in Chapters 3 and 4. It is more practical to directly use the ac-

celeration data. Extensive experiments including numerical studies and experimental

studies are conducted to validate the improvements of the proposed SDI-DenseNet.

The results reveal that, in terms of both effectiveness and accuracy, the proposed

SDI-DenseNet outperforms existing state-of-the-art approaches.

• Chapter 6: We investigate the conditions under which the hidden layers of rectifier

neural networks are invertible. An novel fixed-point algorithm is first proposed and the

experimental results show that it is more widely applicable than the existing fixed-

point algorithm presented in [12]. Next, a sufficient and necessary condition for a

residual block to be invertible is presented and the constraint is further relaxed. A new

invertible residual network is proposed which shows good discriminative performance

on digit classification and structural damage identification. The potential benefits of

using the proposed invertible residual network to improve the robustness and security

of the deep learning-based SHM frameworks against adversarial attacks is discussed.

• Chapter 7: We review the main content and concludes the whole thesis. Some

promising directions are also discussed for future study.
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Chapter 2

Background

Structural health monitoring (SHM) is essential for maintaining the service life of civil

structures. Over the past decades, considerable effort has been made toward developing

vibration-based methods that utilize the vibration response of structures to assess their

condition and discern structural damage. Meanwhile, with great success in various artificial

intelligence (AI) research areas, machine learning (ML) and deep learning (DL) algorithms

have also been extensively applied to vibration-based structural damage identification. In

this chapter, we first present some background knowledge and related techniques on ML and

DL. Afterward, a brief introduction to SHM and vibration-based damage identification is

presented. The structural models we used in this thesis are then described in detail. Finally,

we summarize the content of this chapter.

2.1 Machine Learning

Machine learning aims at designing efficient and robust algorithms that generate accurate

predictions for unseen data. A common recipe [34] to build an ML algorithm is to combine

several essential components, such as a dataset, an objective function, a model, and an

optimization procedure. ML algorithms can be broadly categorized into several scenarios

according to the types of available training data and how the training/test data are used

during the learning process. Common machine learning methods such as supervised learning,

unsupervised learning, and semi-supervised learning which are related to our research are

briefly introduced in the following sections.
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2.1.1 Supervised Learning

Supervised learning algorithms use a set of labeled examples as training data, and make

predictions for the unseen(test) data. For example, a set of emails are labeled as "spam" or

"non-spam". A supervised learning algorithm can extract useful features from the emails

and classify them into two different categories. Sometimes it is not practical to obtain a

large amount of labeled data for learning. Supervised learning is the most common scenario

associated with classification, regression, and structured output problems.

2.1.2 Unsupervised Learning

Unsupervised learning algorithms use unlabeled training data and make predictions for the

unseen data. As the training samples have no labels, the algorithms learn useful properties

of the structure of the dataset instead of assigning labels to the input. It is difficult to quan-

tify the evaluation performance when labeled examples are not available. Dimensionality

reduction and clustering are examples of unsupervised learning [41].

2.1.3 Semi-supervised Learning

Semi-supervised learning algorithms use both labeled and unlabeled training data and make

predictions for the unseen data. It is a special instance of weak supervision [14] which falls

between unsupervised learning and supervised learning. Using semi-supervised learning is

a common practice when the labeled samples are scarce or expensive while the unlabeled

samples are easily accessible. Also, it helps people to understand how the learning behavior

may change in the presence of both labeled and unlabeled data, and benefit from such a

combination [112]. Thus, semi-supervised learning is of great interest in ML as it can use

readily available unlabeled data to improve supervised learning tasks, including classifica-

tion, regression, or ranking tasks.

2.2 Neural Networks

Artificial neural networks (ANNs), also known as neural networks, is a machine learning

algorithm inspired by the biological human brain [93]. Deboeck et al. [22], also described

ANNs as a collection of mathematical techniques that can be used for signal processing,

forecasting, and clustering and termed it as nonlinear, multi-layered, and parallel regression
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techniques. ANNs have emerged in the past decades and are widely used for engineering

purposes, such as nonlinear pattern recognition and regression. Several pattern recognition

problems in the structural health monitoring research domain have been solved using ANNs.

It was observed by Yun et al.. [109] that the joint damages occurring at the beam-to-column

connections of a steel frame structure can be predicted from modal data via the ANN

approach. Based on back-propagation, a trained neural network in [77] performs well in

estimating the location and severity of damages in a bridge structure. Also, a statistical

approach is presented in [9] to consider the effect of uncertainties in developing an ANN

model for structural damage detection.

A standard neural network is organized in layers made up of a number of connected

nodes called neurons, with each of them followed by an activation function. The connections

between the neurons are attached with some coefficients called weights. Each neuron receives

a signal as input, processes it, and transmits an output through the connection. A typical

architecture of an ANN consists of an input layer, one or two hidden layers, and an output

layer. As defined in [34], the output of a neuron in each layer (input layer excluded) is

computed by a two-step process: first the input of each neuron is computed by a weighted

sum that is an affine mapping from R𝑑 to R, then the output of the neuron is computed by

the activation function which is an element-wise mapping from R to R. Input signals are

propagated layer by layer and finally the output is compared with the targets to compute

the errors by the objective function, i.e., the cost function. Once a cost function is selected

for a specific task, one can train the ANN with gradient descent back-propagation(BP)

algorithms. However, as the number of hidden layers increased, the "gradient values" might

be vanished during the process of back-propagation. Hence, it is difficult to optimize the

weights in neural networks with a deep architecture. Before we introduce more advanced

approaches, e.g., a branch of ML called deep learning, a key component of ML is described

below which is highly related to this thesis, i.e., activation functions.

2.2.1 Activation Functions

We have introduced above the basic structure of a neural network, where the general form of

a hidden layer is a linear transformation followed by an activation function 𝑔(·). Activation

functions play a major role in the success of training neural networks because they can

improve the performance of feature learning and representation. A neural network without
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an activation function just acts as a linear regression model with limited capacities, which

fails to model some complex types of data like images, videos, or other nonlinear/high-

dimensional numerical data. Thus, to enable the network to represent complex (nonlinear)

mappings from inputs to outputs, we need to apply nonlinear activation functions in the

network. Another important feature of an activation function is the differentiability as it

allows us to implement the back-propagation optimization techniques to reduce the loss/error

when training to optimize the weights. In our study, several popular activation functions

are utilized in different networks as described below.

sigmoid Function

The sigmoid function, sometimes also referred to as the logistic function [100], is one of the

most widely used nonlinear activation function. Its mathematical form is denoted as:

𝑔(𝑥) =
1

1 + 𝑒−𝑥
. (2.1)

Figure 2-1: Logistic sigmoid function.

As seen in Figure 2-1, the characteristic S-shape gave the sigmoid function its name. It is

continuously differentiable, making it possible to train a neural network by back-propagation

algorithms.

The sigmoid function maps the real values in range (−∞,∞) onto (0, 1). It saturates

to 0 when its argument is very small whereas saturates to 1 when its argument is very

large, which means the function becomes very flat and insensitive to small changes when
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the input is very large or very small. Furthermore, the sigmoid function is non-centered

which means the signs of all outputs are the same, either all positive or all negative. It has

been reported that the saturated and non-centered properties may leads to the gradients

vanished quickly during error back-propagation, especially when multiple layers are used in

the neural network.

Hyperbolic Tangent Function

The hyperbolic tangent function, also known as tanh function, is similar to sigmoid function

but it is zero-centered. This results in different signs of output values where its output range

lies between -1 to 1, as shown in Figure 2-2. It can be described by the mathematical form:

𝑔(𝑥) =
𝑒𝑥 − 𝑒−𝑥

𝑒𝑥 + 𝑒−𝑥
. (2.2)

Figure 2-2: Hyperbolic tangent function.

As the output of this function is zero-centered thereby it helps the training with back-

propagation. Thus tanh is preferred over sigmoid function, and it is observed that the

tanh function performs better than sigmoid function when training a neural network with

multiple layers [53,80]. However, the gradient vanishing problem could not be solved as well

by the tanh function.
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Rectified Linear Unit Function

The rectified linear unit (ReLU ) function has achieved great success in deep learning (See

Section 2.3) with state-of-the-art results since it was proposed by by [78].

Mathematically, it can be denoted as:

𝑔(𝑥) = 𝑚𝑎𝑥(0, 𝑥) =

⎧⎨⎩ 𝑥 𝑖𝑓 𝑥 ≥ 0

0 𝑖𝑓 𝑥 < 0
. (2.3)

ReLU is shown to be faster [61] than the conventional nonlinear activation functions, e.g.,

sigmoid and tanh functions, as it is cheap to compute without complicated math function

such as exponential. Also, it is the most widely used activation function in recent years [88].

If the input value 𝑥 is less than zero, the output will be set to zero. When 𝑥 is great than

or equal to zero, the output will be identical to the input. As seen in Figure 2-3, although

the ReLU function is nonlinear, it still preserves the linearity when the input is positive. Its

derivative will always be 1 even when 𝑥 is extremely large, thereby alleviating the vanishing

gradient problem suffered by sigmoid or tanh.

Another advantage of ReLU is that it introduces sparsity in the network as it outputs

zeros for all negative inputs. However, ReLU function has some issues as well, such as the

"dying" neurons problem, which occurs when a large negative bias is learned causing the

activation of the neuron to be always zero. As a result, those dead neurons could learn

nothing regardless of the inputs.

Figure 2-3: Rectified linear unit function.
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Identity Function

An identity function is a linear function that outputs signal identical to the input as shown

in Figure 2-4. It can be mathematically expressed as:

𝑔(𝑥) = 𝑥. (2.4)

A neural network with only identity or linear activation functions is equivalent to a linear

regression model. Thus, it could be used as the activation function of the output layer for

a regression task.

Figure 2-4: Hyperbolic tangent function.

2.3 Deep Learning

Deep learning (DL) methods are mutil-level representation learning methods that allows

simple nonlinear processing modules to transform the representations from the raw input

into higher levels, with each level of the representation becoming slightly more abstract [61].

With enough amount of such transformations, one can learn complex functions. The DL

research was motivated to overcome the limitations of the conventional machine learning

(ML) algorithms and improve generalization performances on some complicated artificial

intelligence (AI) tasks, such as object or speech recognition [34]. In particular, conventional

ML algorithms are limited to processing data in their raw form [61], and they are insufficient

to learn complex functions to model the high-dimensional data [34]. DL was designed
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to overcome such obstacles and has achieved many significant breakthroughs in the AI

community in recent years. Most modern deep learning models are developed based on

artificial neural networks with a deep architecture, thus are also known as deep neural

networks. Depending on the learning tasks, deep neural networks can be applied to both

supervised learning and unsupervised learning.

2.3.1 Autoencoders

Encoder Decoder

Code

Figure 2-5: The structure of an autoencoder neural network.

An autoencoder [34] is a neural network that is trained to reconstruct its input to its

output in an unsupervised manner. As shown in Figure 2-5, it includes two core components:

encoder and decoder with a hidden layer h that describes a code used to compress the

representation of the input.

Encoder: The deterministic function 𝑓(𝑥) that maps a input vector x of dimension 𝑑 to

a hidden representation h of dimension 𝑟, is referred as to an encoder. Its typical form is

an affine transformation followed by an nonlinear transformation, which can be defined as

follows:
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h = 𝑓(x) = 𝜑(𝑊x + b) (2.5)

where 𝑊 ∈ R𝑟×𝑑 is the weight matrix of the affine transformation and b ∈ R𝑑 is the bias

vector. 𝜑(·) denotes an element-wise nonlinear activation function, which could be a sigmoid

function 𝜑(x) = 1
1+𝑒−𝑥 function or a hyperbolic tangent function 𝜑(x) = 𝑒2𝑥−1

𝑒2𝑥+1
.

Decoder: The function 𝑔(h) that transforms the hidden representation h back into a re-

constructed vector ̂︀x in the input space, is called a decoder. Similarly, the decoder can be

represented in the same fashion, an affine mapping followed by a nonlinearity:

̂︀x = 𝑔(h) = 𝜓(̂︁𝑊h + ̂︀b) (2.6)

where ̂︁𝑊 ∈ R𝑑×𝑟 and ̂︀b ∈ R𝑟 are the weight matrix and the bias vector of the decoder,

respectively. 𝜓(·) denotes an element-wise nonlinear activation function, which is similar to

𝜑(·) described above.

Autoencoders can be treated as a special case of feedforward neural networks that often

trained with gradient descent optimization methods with the gradients computed by back-

propagation. The training of autoencoders aims to minimize the reconstruction errors by

ensuring the hidden neurons capture the most appropriate features of the data.

2.3.2 Convolutional Neural Networks

Convolutional neural networks (CNNs) is a specialized kind of neural network designed to

process data that has a known grid-like topology. For instance, the time-series data can

be considered as a 1-D grid sampling at regular time intervals, while the image data can

be considered as 2-D grid of pixels. Applying CNNs to those gird-like data, one can learn

the robust features from the input signal which involves the time or space correlations. A

typical building block of a convolutional neural network is composed of three layers, which

are the convolution layer, nonlinear activation layer, and pooling layer. Recently, batch

normalization (BN) proposed in [49] is widely used for faster and more stable training of

deep neural networks. In practice, the BN layer is typically inserted after the convolutional

layers. These layers process the input in four successive stages: 1) Convolution; 2) Batch

normalization; 3) Nonlinearity; and 4) Downsampling, to perform feature extraction. Details

of these stages are presented in the following sections.
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Convolution

In the first stage, the convolutional layer produces a set of linear operations by performing

several convolutions in parallel in place of general matrix multiplication in traditional fully-

connected layers. The convolution operation is known as a feature detector, which is often

interpreted as a kernel that filters the input data for certain kinds of features. For example,

an edge kernel only filters the edge information of an input image. Figure 2-6 shows the

convolution operation and demonstrate how the kernel slides over the input to produce the

convolved features output, also called a feature map. It can be formulated as Output=Kernel

* Input, where ‘*’ denotes the convolution operator. At each location, the kernel operates

a dot product between the input values within its local region and sums the results. This

sum goes to a single entry in the output feature map. Finally, the feature map will be fed

into the next layer as the input. In typical CNNs, a number of kernels will be learned in

each convolutional layer, and the parameters in the kernels are known as weights which are

optimized by gradient descents with back-propagation.

Batch normalization

In the second stage, every mini-batch of input is normalized by firstly subtracting the batch

mean and then divided by the batch standard deviation. Supposing that we have a mini-

batch of inputs: 𝒳 = {x1,x2, ...,x𝑚}, the variance 𝜎2 and mean 𝜇 of this mini-batch are

computed to perform normalization as below:

y𝑖 = 𝛾
x𝑖 − 𝜇√
𝜎2 + 𝜖

+ 𝛽 (2.7)

where 𝛾 and 𝛽 perform scaling and shifting on the standardized x𝑖, respectively. 𝜖 is added

to the mini-batch variance to avoid dividing by zero, which is typically a small constant. BN

stabilizes and accelerates the training of neural networks, especially for the deep models.

Nonlinearity

In the third stage, the input is run through a nonlinear activation function, such as sigmoid,

tanh, or ReLU. ReLU has become the standard activation function when developing the

CNNs after it is shown to converge faster with superior performance in AlexNet. Unlike

sigmoid and tanh activation function, it is linear when the input values are positive, and
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Figure 2-6: Convolution operation.

gradients will always be 1. Thus it helps to reduce the gradient vanishing effect like sigmoid

or tanh, making the error back-propagation easier in the network. Besides, when the input

is negative, ReLU will convert it to zero, and the neuron will be turned off during training.

It enforces a nice property in feature learning called sparsity, which can accelerate learning

and improve the network generalization performance.

Subsampling versus Strided Convolution

In the last stage, it is common to insert a pooling layer in between the successive convolu-

tional layers. Pooling layers are also called subsampling layers as they perform downsampling

on the input feature maps to reduce their dimensionality in both width and height. As a

consequence, the number of parameters is reduced, which can avoid overfitting and boost the

training speed. The most commonly used pooling layer is max-pooling and average pooling,

where the former one uses max operation, while the latter applies an average operation on

the input.

It should be noted that there is no learning done in the pooling layer as it just down-

sampling operation. Recently, many researchers replace pooling layers with strided convo-

lution layers. The stride of the convolutional layer is set to be greater than 1 (e.g., stride =

2), which can be considered as learning the pooling operation. It is optional to use pooling

layer or strided convolution in the convolutional neural networks.
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2.3.3 Invertible Neural Networks

A deep neural network with invertible hidden layers has a nice property of preserving all the

information in the feature learning stage. Invertible neural networks (INNs) which refers to

a neural network with such invertible property, have received considerable attention recently

in both supervised learning and unsupervised learning, and many invertible neural networks

[6, 8, 19, 24–26, 60, 71, 79, 96, 99, 103, 113] have been proposed with wide applications such as

adversarial attack, image generation, image classification, speech recognition and compressed

sensing. Mathematically, INNs can be seen as bijective function approximators [12], which

have a forward mapping and an inverse mapping. Consider an invertible neural network,

the forward mapping is denoted as 𝐹𝜃 : 𝑥 ∈ R𝑑 ↦→ 𝑧 ∈ R𝑑, while the inverse mapping is

denoted as 𝐹−1
𝜃 : 𝑧 ∈ R𝑑 ↦→ 𝑥 ∈ R𝑑. Through the inverse mapping, the input 𝑥 can be

recovered via output 𝑧 without any information loss. With this property, it can implicitly

define a normalized density model which can be directly trained by maximum likelihood [96].

This is particularly useful for generative modelling in unsupervised learning. Moreover, an

invertible neural network for feature learning can help analyze the learnt latent features and

improve the interpretability and explainability of discriminative models for classification or

regression.

The existing invertible neural networks can be separated into two categories: one uses

non-standard network architectures with specially designed structures while the other uses

standard neural networks such as ResNet [39] but with imposed restrictive constraints.

Typical invertible neural networks in the first category includes NICE [24] and Real-NVP [25]

which uses dimension partitioning and coupling layers. [12] and [96] are typical invertible

neural networks in the second category. Both of them use ResNet, the state-of-the-art neural

network for image classification, as the basic neural network architecture. [12] imposes a

contractive condition on the Lipschitz-constant of the convolution path so that the residual

block is invertible, while [96] uses masked convolutions and a set of composition rules.

2.4 Structural Health Monitoring

Structural damage identification has gained increasing attention from both society and com-

munity due to the unexpected structural failure may lead to catastrophic, economic, and

human life loss. The process of implementing a structural damage identification strategy to
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monitor the structural performance under operational conditions is referred as Structural

Health Monitoring (SHM) [30]. The main objective of SHM is to identify the presence, lo-

cation, and severity of damages in civil infrastructures at an early stage, and then to predict

the remaining life and make the future maintenance decision of the monitored structures.

In the past decades, extensive research has been carried out in vibration-based structural

damage identification, and significant progress has been achieved in this area [64]. The

fundamental idea behind the vibration-based structural damage identification is that the

damage-induced changes in the physical properties (stiffness, mass, damping ratio) will

cause detectable changes in vibration characteristics (natural frequencies, mode shapes, and

acceleration responses) of the structure [28]. Therefore, by extracting and analyzing damage-

sensitive features from the measured vibration characteristics, one can determine the current

state of structural health.

2.5 Numerical and experimental models

Different structures have been investigated in SHM research domain, from simple structural

components (e.g., beams [55]) to complex structural systems (e.g., buildings [69] and bridges

[47]). The following sections describe several structural components/systems that are used

in this thesis, including both numerical and experimental models. Besides, a summary of

the datasets simulated/collected from these structural models is presented.

2.5.1 Numerical Models

In this thesis, we proposed several novel deep learning-based frameworks for structural dam-

age identification, which are first evaluated by the simulation data generated from the nu-

merical finite element model (FEM). Two numerical models, a simply supported beam and

a seven-storey steel frame are presented in the following sections. While the details of the

experiments including data generation, and data pre-processing will be described separately

in the experiment section of each chapter.

Numerical Structure and Finite Element Model - A Beam Structure

A simply supported beam with a width of 0.6 m, a height of 1 m, and a length of 20 m

is used for the numerical study. The mass, Young’s modulus, and cross-sectional moment
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of inertia of the beam are 2500 kg/m3, 3.3×104 MPa, and 0.05 m4, respectively. The first

five natural frequencies of the undamaged beam model are respectively 4.12 Hz, 16.48 Hz,

37.10 Hz, 66.04 Hz, and 103.425 Hz. Figure 2-7 shows the finite element model of this beam

structure. There are ten elements and eleven nodes. Each node has two degrees of freedom,

namely, a vertical transitional displacement and one rotational displacement. Acceleration

responses in the vertical direction measured from four nodes at No. 2, 5, 8, and 9 are used

for training and testing of the proposed network. The acceleration responses are generated

using a random impact force applied at node 6. It should be noted that random impact

force is generated with a Gaussian distribution with a mean value of 8000 N and a standard

deviation of 50.

Figure 2-7: A simply supported beam model.

Numerical Structure and Finite Element Model - A Frame Structure

A seven-storey steel frame structure has been built in the laboratory and its dimensions

are illustrated in Figure 2-8. Each storey is 0.3m in height, composing up to 2.1m for

the total column height of the steel frame whereas the beam length of the steel frame is

0.5m. The cross-sections of the column and beam elements are shown with dimensions of

49.98 mm×4.85 mm and 49.89 mm×8.92 respectively, while the corresponding measured

mass densities of the column and beam elements are 7850 kg/m3 and 7734.2 kg/m3. Initial

Young’s modulus of 210 GPa is applied on all members. The column and beam elements

are connected continuously by welding at the top and bottom of the beam sections. The

two columns at the bottom of the steel frame are welded onto a thick and solid steel plate

which is fixed to the ground. In order to simulate the mass from the floor of a building

structure, two pairs of mass blocks with each around 4 kg in weight are fixed at the quarter

and three-quarter lengths of the beam in each storey.

The finite element model of the whole frame structure is shown in Figure 2-9 which

includes 65 nodes and 70 planar frame elements. The weights of steel blocks are loaded
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Figure 2-8: Laboratory steel frame model and the dimensions of the steel frame structure.

as concentrated masses at the corresponding nodes of the finite element model. Each node

has three Degrees-of-Freedom (DOFs), including two translational displacements and a rota-

tional displacement. The structure has 195 DOFs in total. The translational and rotational

restraints at the supports (Nodes 1 and 65) are expressed initially by the large stiffness of

3×109N/m and 3×109N.m/rad, respectively. The initial finite element model updating has

been executed to minimize the discrepancies between the analytical finite element model and

the experimental model in the laboratory. This updated finite element model is adopted as

the baseline model for generating the training, validation and testing data. The detailed

model updating process and results can be referred to [77].

2.5.2 Experimental Models

Experimental studies are conducted to further validate the effectiveness of the proposed deep

learning-based frameworks for structural damage identification. The following laboratory

models are utilized in this thesis and the data is collected from the installed sensors. Details

of the data generation and experimental settings will be described in the experiment section

of each chapter.

22



Figure 2-9: Finite element model of the steel frame structure.
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A T-section Pre-stressed Concrete Bridge Model

A T-section pre-stressed concrete bridge model, as shown in Figure 2-10, is fabricated in

the laboratory and tested to validate the effectiveness of the proposed approach for the

identification of structural damage. Figure 2-11 shows the dimensions of the bridge model

and the location of sensors (accelerometers) on the structure. The length, slab, web widths

and the height of the bridge are 5m, 0.65m, 0.15m and 0.415m, respectively. Initial Young’s

modulus of 2.6×104 MPa is applied while the density is 2707.7 kg/m3. Three pre-stressing

tendons are included in the bridge with a combined pre-stressing strength of 140kN. Each

tendon has an area of 99.8 mm2 and it has the tensile strength of 1949N/mm2. More

information about the bridge can be found in [66]. To measure dynamic vibration responses

in the vertical direction, seven sensors (accelerometers) are placed on the top of the bridge

structure.

Figure 2-10: The experimental testing model.

The model updating is conducted to prepare an accurate baseline model for generating

the training data. Using a modal hammer to excite the model, dynamic tests are performed

to identify the model’s vibration properties, i.e.natural frequencies and mode shapes. The

sampling rate is set to 2000 Hz to accommodate the bridge model’s frequency range of
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excited modes. As shown in Figure 2-12, an initial finite element model of the bridge is built

with flat shell elements. The finite element model consists of 90 elements and 114 nodes.

Each node has six DOFs. The initial updating of the model is carried out to modify the

finite element model to serve as the baseline model. The updating process is carried out by

minimising the difference between the first three natural frequencies and calculated mode

shapes from the finite element model and measurements from the dynamic tests. Young’s

modulus of slab and beam web and the support stiffness are selected as parameters to be

updated in the initial model update. The comprehensive updating method and results can

be found in a previous study [65].

Figure 2-11: Sensor placement and Dimensions of the testing model.

A Seven-storey Steel Frame Structure

A seven-storey steel frame structure has been fabricated in the laboratory used for validating

substructure damage identification approaches [65]. This structure is introduced in Section
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Figure 2-12: Finite element model of the testing bridge.

Figure 2-13: Introduced cracks in the structure during testing [66].
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2.5.1 with a finite element model that is employed in the study in Chapters 3 and 4. It

should be noted that although the same frame structure is also used for the research in

Chapter 5, the data type and experimental settings are different. Thus in this section we

briefly introduce this structure for experimental study with a different experimental setup.

(a)

(b)

(c)

Figure 2-14: Experimental testing model: (a) a steel frame structure; (b) data acquisition
system; (c) fixed bottom support.

Figure 2-14 shows the steel frame model and its experimental setup for vibration tests.

An updated finite element model is obtained to minimize the difference between the built

finite element model and the experimental model. There are 70 elements defined in the finite

element model of the structure. Both numerical data and experimental data of this structure

are generated for validating the efficacy and accuracy of the proposed deep learning approach

in Chapter 5. Numerical data generated from the updated finite element model are used for

training, validation, and testing. The experimental data collected from laboratory testing

of damaged structures are only used for testing. Two damage cases are introduced in the

frame structure in laboratory testings. The first one is a single-element damage case with

a 12.5% stiffness reduction at the 6th element, and the other one is a two-element damage

case with a 12.5% stiffness reduction in both the 6th and 12th elements. Figure 2-15 shows
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the introduced damage cases with a single damage and two damages.

(a) (b)

Figure 2-15: Damage cases in the frame structure: (a) Single damage; (b) Two damages.

2.5.3 Datasets

As discussed above, both numerical data simulated via FEMs and experimental data col-

lected from installed sensors are investigated. As a quick overview of these datasets, a

summary is shown in Table 2.1. Besides, several typical data samples, i.e., acceleration re-

sponses of a beam structure, are illustrated in Figures 2-16 and 2-17 to provide an intuitive

understanding of the nature of the data.

Table 2.1 outlines four main groups of data that are investigated in this thesis. Various

types of noise effects, e.g., measurement noises and modelling errors, are considered in the

data generation/collection process. Details of the data generation process are discussed in

28



Table 2.1: Summary of the SHM datasets used in this thesis.

Structure Data type Model type Format

A seven-story steel frame Frequencies & Mode shapes Numerical 1D
A simply supported beam Acceleration responses Numerical 2D

A T-section pre-stressed concrete bridge Acceleration responses Experimental 2D
A seven-story steel frame Acceleration responses Experimental 2D

the following chapters.

Figure 2-16 demonstrates a set of typical acceleration responses at four different sensor

locations of a simply supported beam structure in its undamaged state. On the other hand,

Figure 2-17 shows the acceleration responses measured at the same location in the undam-

aged and damaged states, respectively. The sampling rate is 1000 Hz and the measurement

time is 0.2 seconds. In this thesis, the responses collected from multiple sensors are arranged

into 2D arrays (measured responses × number of sensors) and presented as the input to the

proposed deep learning models.

 

Figure 2-16: Acceleration responses at four sensors.

2.6 Summary

This chapter provides some background knowledge related to the topic of this thesis. Firstly,

three main types of learning problems in machine learning: supervised, unsupervised, and

semi-supervised learning are explained. Next, neural networks are described in detail fol-

lowed by a key component, i.e., activation functions, of the design of neural networks. Next,

deep learning and several types of deep neural networks, e.g., autoencoders and convolutional
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Figure 2-17: Acceleration responses of the simply supported beam structure in undamaged
state versus damaged state.

neural networks, are introduced. In particular, a brief literature review of a novel class of

networks called invertible network networks is presented. After that, a brief introduction

to structural health monitoring and structural damage identification related to this thesis

is provided. Finally, the numerical and experimental models, as well as their associated

datasets, are presented.

The following chapters will describe several advanced deep learning based frameworks

for structural damage identification and novel inverse algorithms for constructing invertible

neural networks which can potentially be applied to structural health monitoring applica-

tions.
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Chapter 3

Autoencoder Based Framework for

Structural Health Monitoring

3.1 Introduction

Machine learning algorithms have been applied to solve a wide variety of important problems,

including classification, regression, clustering, and dimensionality reduction for decades.

Deep learning has recently been shown to be more efficient and effective for these tasks.

Autoencoder is an unsupervised learning method that has usually been utilized to reduce

the dimensionality of high-dimensional data while preserving useful information. The layer-

wise pre-training strategy can also be employed in autoencoder based models. By stacking

multiple hidden layers of autoencoders, a Deep Autoencoder (DAE) model can be estab-

lished as a good classifier/regressor for pattern recognition in SHM. Recent works in [85,86]

show a much more promising future for deep autoencoder models to be applied in SHM in

comparison with traditional ANNs. An autoencoder based deep learning framework is pro-

posed in [85], namely AutoNet, which can achieve good performances for structural damage

detection/identification via two stages: effective dimensionality reduction and accurate re-

lationship learning. A sparse autoencoder based framework proposed in [86], namely SAF,

further improves the performance via enforcing sparsity penalties in autoencoders. Both

AutoNet and SAF are basically processing the entire input features together which include
0This chapter is reprinted, with permission, from [Wang, R., Li, L., & Li, J. A novel parallel auto-

encoder framework for multi-scale data in civil structural health monitoring. Algorithms, 11(8), p.112. ©
2018 MDPI. DOI: 10.3390/a11080112].
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different types of features such as frequencies and mode shapes. This will increase the diffi-

culty in training a robust model due to several issues: 1) As one mode shape is associated

with one frequency and different mode shapes are unrelated to each other, it is better to

deal with each of them specifically than put them together in dimension reduction; 2) The

data for frequencies and mode shapes are in different magnitude scales, it is improper to

put them together in the normalization process.

In this chapter, we introduce a novel parallel autoencoder framework (Para-AF) for

SHM that achieves dimensionality reduction and feature extraction for the frequency data

and mode shape data separately. The learnt features from different categories are fused for

learning the relationship to the output, e.g., stiffness of a seven-storey steel frame struc-

ture. In the proposed framework, sparsity constraint is also incorporated to enhance feature

learning. The organization of this chapter is as follows: Section 3.2 describes the proposed

parallel autoencoder framework (Para-AF); Section 3.3 evaluates the performances of the

proposed framework with numerical studies; and Section 3.4 summarizes the work of this

chapter.

3.2 The proposed parallel autoencoder framework.

In the steel frame structure shown in Section 2.5.1, the input data consists of seven frequen-

cies and seven groups of mode shape parameters. As one mode shape is associated with one

frequency and different mode shapes are unrelated to each other, it is more reasonable to

perform dimension reduction on each group specifically. Also, frequencies and mode shapes

are in different magnitude scales, for example, 7.6 and 0.9. It is improper to normalize them

together in the pre-processing step as in [85] and [86]. Besides, vibration-based methods

are generally vulnerable to a variety of noise effects in the damage identification process,

such as the measurement noises in vibration data or uncertainties in the system. In conse-

quence, the effects of some unnecessary information (e.g., measurement noises, uncertainties,

and redundant data) may not be well reduced at the dimensionality reduction stage in the

high-dimensional features which are formed by all frequencies and mode shape parameters.

Furthermore, introducing sparsity constraint in the training of an autoencoder model can

achieve better de-noising performance.

Therefore, the proposed framework has been designed carefully as a parallel architecture
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based on the sparse autoencoders, considering the difficulties mentioned above. As shown

in Figure 3-1, the proposed framework includes the following two major components:

1. Dimensionality reduction component for

• Scale-invariant, correlated, and noise-robust feature extraction from several groups

of inputs, e.g., frequencies and mode shapes, individually.

2. Relationship learning component for

• Learning the relationship between the extracted features and the output, i.e.,

elementary stiffness parameters.

Next, the generic building block of the proposed framework, namely sparse autoencoder,

will be described in Section 3.2.1, and the two major components, namely parallel sparse

dimension reduction and relationship learning, will be discussed in Section 3.2.2 and Section

3.2.3 respectively.

3.2.1 Sparse Autoencoders

An autoencoder is trained to reconstruct the input from its output as described in Section

2.3.1. However, if an autoencoder succeeds in simply copying its input to its output, it may

not extract any useful features. A sparse autoencoder is an extension of the autoencoder

whose training criterion involves a sparsity penalty term on the hidden neurons inspired by

sparse coding [63,84], along with the reconstruction error. By regularizing the autoencoder

to be sparse, it must respond to essential statistical features of the training dataset, rather

than purely acting as an identity function [34]. Hence, training a sparse autoencoder to

perform reconstruction task can be used to learn useful features.

The detailed formulation of the sparsity penalty term [81] is explained as follows. Let

𝑎𝑗(𝑥
𝑖) denotes the activation of hidden neuron 𝑗 when the network is given the input 𝑥𝑖.

Then, the mean activation of the hidden neuron 𝑗 across the whole training dataset is

̂︀𝜌𝑗 =
1

𝑚

𝑚∑︁
𝑖=1

𝑎𝑗(𝑥
𝑖) (3.1)
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Figure 3-1: The proposed parallel sparse autoencoder framework.

where 𝑚 is the number of the training samples. The sparse constraint is enforced with

̂︀𝜌𝑗 ≈ 𝜌 (3.2)

where 𝜌 is a sparsity parameter which is a small positive number and needs to be pre-

determined. By this constraint, the average activation of each hidden neuron 𝑗 will be

trained to be close to zero. Roughly speaking, the hidden neurons are mostly “inactive”. To

achieve this, the following extra penalty term is introduced to the optimization objective
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function that penalizes ̂︀𝜌 if it deviates significantly from 𝜌:

𝐾𝐿(𝜌|| ̂︀𝜌𝑗) = 𝜌 log(
𝜌̂︀𝜌𝑗 ) + (1 − 𝜌) log(

1 − 𝜌

1 − ̂︀𝜌𝑗 ) (3.3)

where 𝐾𝐿(·) is the Kullback-Leibler (KL) divergence [52] which measures the similarity

between two distributions 𝜌 and ̂︀𝜌𝑗 . As ̂︀𝜌𝑗 diverges from 𝜌, the KL divergence increases

monotonically. Hence the sparsity penalty term can be formulated as

𝐽𝑠𝑝𝑎𝑟𝑠𝑒(𝑊,b) =
𝑟∑︁

𝑗=1

𝐾𝐿(𝜌|| ̂︀𝜌𝑗) (3.4)

where 𝑟 is the number of neurons in a hidden layer and the index 𝑗 is summing over all the

hidden neurons in that hidden layer of the network. The sparse autoencoders are utilized

as the generic building blocks of the proposed model.

3.2.2 Parallel Sparse Dimensionality Reduction

The main objective of this component is to perform feature extraction with dimensionality

reduction from the multi-scale datasets. The original input is firstly divided into several

groups as follows:

𝑁𝑎𝑡𝑢𝑟𝑎𝑙𝑓𝑟𝑒𝑞𝑢𝑒𝑛𝑐𝑖𝑒𝑠 : q𝑟 = [𝑞𝑟1, 𝑞
𝑟
2, ..., 𝑞

𝑟
𝑛]𝑇 (3.5)

𝑀𝑜𝑑𝑒𝑠ℎ𝑎𝑝𝑒𝑠 : m𝑞𝑟1 = [𝑚
𝑞𝑟1
1 , ...,𝑚

𝑞𝑟1
𝑗 ]𝑇 ,m𝑞𝑟2 = [𝑚

𝑞𝑟2
1 , ...,𝑚

𝑞𝑟2
𝑗 ]𝑇 , ...,m𝑞𝑟𝑛 = [𝑚

𝑞𝑟𝑛
1 ,𝑚

𝑞𝑟𝑛
2 , ...,𝑚

𝑞𝑟𝑛
𝑗 ]𝑇

(3.6)

We use the vector q to denote the natural frequencies input subset, where 𝑛 is the

number of frequencies while 𝑟 is the index of samples. m𝑞𝑟1 ,m𝑞𝑟2 ...,m𝑞𝑟𝑛 are the mode shape

groups associated with the frequencies 𝑞𝑟1, 𝑞𝑟2..., 𝑞𝑟𝑛. Each mode shape subset has 𝑗 number

of parameters. The original input has been divided into 𝑛+ 1 groups. For simplicity, we use

c𝑟𝑜𝑟𝑖 to denote each input subset of 𝑟𝑡ℎ sample in the generic formulation.

As described in Figure 3-2, each subset of input data is fed into a stacked sparse au-

toencoder model with a deep architecture to perform dimensionality reduction in parallel.

Layer-wise pre-training is conducted for the stacked deep autoencoder model of each parallel

block. The hidden features from each encoder is used as the input to the next autoencoder.

Only the encoding layers of the stacked deep autoencoders are shown in Figure 3-2. The
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dimensionaity of each feature subset is compressed layer by layer, forcing the network to

learn the most intrinsic representations of the input data. Then the features from each

subset are concatenated into a new vector and used as the input to the next relationship

learning component.

The overall cost function of each layer of the stacked sparse autoencoder in the parallel

dimensionality reduction component is defined as follows:

𝐽𝑝
𝑐𝑜𝑠𝑡(𝑊,b) = 𝐽𝑝

𝑀𝑆𝐸(𝑊,b) + 𝜆𝐽𝑝
𝑤𝑒𝑖𝑔ℎ𝑡(𝑊,b) + 𝛽𝐽𝑝

𝑠𝑝𝑎𝑟𝑠𝑒(𝑊,b) (3.7)

which includes a reconstruction loss term, a sparsity penalty term and a 𝑙2-weight decay

term. 𝑊 and b denote the weights and bias of the network, respectively.

Mean Squared Error(MSE) is employed as the metric to measure the difference between

the original input and the reconstructed input. Thus, the reconstruction loss function of the

𝑝𝑡ℎ layer of each stacked autoencoder model can be defined as:

𝐽𝑝
𝑀𝑆𝐸(𝑊,b) =

𝑁∑︁
𝑛=1

||h𝑟
𝑝−1 − 𝑔𝑝(𝑓𝑝(h

𝑟
𝑝−1))||22 (3.8)

where 𝑝 = {1, ...𝑘} with 𝑘 defined as the last layer of each stacked deep autoencoder. 𝑁

is the number of training samples while 𝑟 is the index of each training sample. 𝑔(·) and

𝑓(·) represent the encoder and decoder of each pre-trained autoencoder model respectively.

Inspired by the work of SAF [86], the encoder uses Rectified Linear Units (ReLU), which

indirectly controls the sparsity of the model by achieving actual zeros in the hidden repre-

sentations. While the decoder function is set to be ‘linear’ to reconstruct the real values of

the input. A low dimensional representation, denoted by h𝑝−1, of the 𝑟𝑡ℎ training sample

from (𝑝 − 1)𝑡ℎ layer is used as the input to the next layer of the autoencoder, i.e., the 𝑝𝑡ℎ

layer of the stacked deep autoencoder. Particularly, the input to the first layer is h𝑟
0 = c𝑟𝑜𝑟𝑖.

The sparsity penalty term defined in Section 3.2.1, which has a better de-nosing ability,

is employed to learn robust representations of the input. In addition, to avoid overfitting, a

𝑙2-weight decay term is enforced during training to shrink the weights of the model, which

is defined as follows:

𝐽𝑝
𝑤𝑒𝑖𝑔ℎ𝑡(𝑊,b) =

1

2

𝑝∑︁
𝑙=𝑝−1

𝑠𝑙∑︁
𝑖=1

𝑠𝑙+1∑︁
𝑗=1

(𝑤𝑙
𝑗𝑖)

2 (3.9)

where 𝑠𝑙 represents the number of neurons in the 𝑙𝑡ℎ layer and 𝑤𝑙
𝑗𝑖 is an element of 𝑊 𝑙.
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However, applying too strong a L2-weight decay or sparsity regularization may hurt the

inference performance, i.e., cause underfitting, as they reduce the effective capacity of the

model. Therefore, hyper-paramaters 𝜆 and 𝛽 are applied in the overall cost function to adjust

the weight decay term and sparsity regularization term, respectively. It is worth mentioning

that dimensionality reduction is applied on each subset separately in the proposed model

for simplicity, with the assumption that all stacked autoencoders have the same number of

layers.

In summary, an unsupervised layer-wise pre-training, based on sparse autoencoders, is

performed for all the layers of every stacked model in the parallel architecture. The sparse

hidden representation of each pre-trained autoencoder is taken out as the input to the next

layer. Finally, the features learnt from the 𝑘𝑡ℎ layer of each model are concatenated into a

new input vector c𝑟𝑛𝑒𝑤 and fed into a nonlinear relationship learning component as described

in the next section.

3.2.3 Relationship Learning

A stacked autoencoder with multiple nonlinear layers followed by a linear output layer is

formed as the relationship learning component in Figure 3-2.

c𝑟𝑛𝑒𝑤 is learned to be a better representation of the original input and it will be fed into

the relationship learning component for learning the nonlinear regression against the output

o𝑟 (labelled stiffness elements).

A supervised greedy layer-wise pre-training scheme is performed at this stage. Each layer

is pre-trained as the encoding layer of a simple autoencoder, with the input being the output

of the previous layers. The output (decoding) layer is then discarded, and the pre-trained

layers are used for initialization. It is expected that the pre-training scheme will yield a

better representation which is closer to the optimal solution. The cost function of the 𝑠th

layer for nonlinear relationship learning is defined as follows.

𝐽𝑠
𝑐𝑜𝑠𝑡(𝑊,b) = 𝐽𝑠

𝑀𝑆𝐸(𝑊,b) + 𝜆𝐽𝑠
𝑤𝑒𝑖𝑔ℎ𝑡(𝑊,b) (3.10)

where

𝐽𝑠
𝑀𝑆𝐸(𝑊,b) =

𝑁∑︁
𝑛=1

||o𝑟 − 𝑔𝑠(𝑓𝑠(h
𝑟
𝑠−1))||22. (3.11)

The same L2-weight decay term defined in Eq.(3.9) is used. Similarly, the reconstruction
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loss of each layer is defined by a MSE term as given in Eq.(3.11), where 𝑠 = {1, ...,𝑚}

expresses 𝑚 layers in the relationship learning component. 𝑔(·) and 𝑓(·) are the encoder

and decoder mapping functions respectively as mentioned in previous section. Here, the

hyperbolic tangent (tanh) function is selected as the encoder activation to produce nonlinear

representations of features. h𝑟
𝑠−1 is the hidden feature vector extracted from (𝑠 − 1)𝑡ℎ

relationship learning layer for the 𝑟th sample where h𝑟
0 = c𝑟𝑛𝑒𝑤. Eq.(3.10) minimizes the

difference between the learnt features and the structural stiffness. The hidden feature vector,

which is in a lower dimensional representation of our original input from each previous layer,

compressed gradually and trained to regress to the target.

3.2.4 Training and Fine-tuning

When the pre-training of relationship learning is completed, all the encoding layers are

stacked together followed by a linear regression output layer forming the stacked deep au-

toencoder model for fine-tuning. The final objective function is defined as:

𝐽𝐹
𝑐𝑜𝑠𝑡(𝑊,b) = 𝐽𝐹

𝑀𝑆𝐸(𝑊,b) + 𝜆𝐽𝐹
𝑤𝑒𝑖𝑔ℎ𝑡(𝑊,b) (3.12)

𝐽𝐹
𝑀𝑆𝐸(𝑊,b) =

𝑁∑︁
𝑛=1

||o𝑟 − 𝑝(c𝑟𝑛𝑒𝑤)||22 (3.13)

where 𝑝(c𝑟𝑛𝑒𝑤) = 𝑔𝑠(𝑓𝑠(𝑓𝑠−1(...(c
𝑟
𝑛𝑒𝑤)))) is the predicted output vector through all layers in

the relationship learning model as presented in Figure 3-2.

In summary, a parallel sparse autoencoder framework is developed to identify the damage

locations and severities of structures. It is capable to deal with input data with multiple

magnitude scales or different physical meanings. In this study, the frequencies and mode

shapes are trained as input to the proposed framework while the stiffness parameters are

the output vector. The relationship between input and output is learned via two stages as

mentioned in Sections 3.2.2 and 3.2.3 respectively. For a fair comparison with the state-of-

the-art method SAF [86], the same optimization method is used in training the proposed

framework. Both the pre-training and fine-tuning steps are conducted using a full batch-

scaled conjugate gradient algorithm [75]. To evaluate the performance of the proposed

approach, experiments are conducted and presented in the next section.
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3.3 Experiments

Experimental studies including the numerical model, data generation, data pre-processing

and the evaluation of the proposed framework are conducted in this study. Details of the

numerical model are described in Section 2.5.1, and the rest of the work is presented in

this section. A seven-storey steel frame structure has been fabricated in the laboratory, as

illustrated in Figure 2-8. The finite element model of this structure is shown in Figure 2-9.

With the consideration of the uncertainties in the finite element modelling and measurement

noise effect in the data, the accuracy and efficiency of the proposed approach are examined

through the simulated data generated from the numerical finite element model.

3.3.1 Data Generation

Modal analysis is conducted using the finite element model described in Section 2.5.1 to

generate the training dataset for both the input and output. As mentioned before, seven

frequencies and their corresponding mode shape parameters at 14 beam-column joints are

measured and defined as the input. Seventy elemental stiffness parameters are generated as

the output. The output is normalized to be in the range between 0 and 1, where 0 represents

the fully damaged state and 1 represents the intact state of structure elements. For example,

if the stiffness parameter of an element is equal to 0.9, it indicates that there is 10% stiffness

reduction at this element.

Both single damage and multiple damage cases are considered in the 70-elements model.

For single damage cases, 30 data instances are generated for each element from the baseline

model based on various stiffness parameters of this element from 0.7 to 1 in increments of

0.01 (i.e., 0.7, 0.71, · · · , 0.99, 1), leaving the other elements undamaged. In total, 2100 data

instances are generated by introducing local damages on each element of the 70 elements.

For multiple damage cases, 10,300 data instances are generated where two or more elements

have damages with various stiffness parameters from 0.7 to 1 with increment of 0.01. Overall,

12,400 baseline data instances are generated based on the finite element model for training

and validation.

Apart from the clean baseline dataset, a noise dataset with measurement noises and mod-

elling uncertainties to further investigate the effectiveness and robustness of the proposed

parallel structured model. For the noise dataset, based on the fact that the measurement
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of frequencies is usually more accurate than the measurement of mode shapes as reported

in [50], 1% and 5% Gaussian noises are added to the seven frequencies and the associated

mode shapes respectively. Besides, 1% uncertainty is added in the stiffness parameters to

simulate the finite element modelling errors. With the noise data being used, the trained

model is expected to be more robust in predicting unknown data with measurement noises

and uncertainties. Both the baseline dataset and the noise dataset are used to test the

performance of the proposed model with comparison to the state-of-the-art models in our

experiments.

3.3.2 Data Pre-Processing

Since each mode shape is associated with a specific natural frequency, and the frequency

features and the mode shape features are measured in different scales, we split the feature

of the data, which includes seven frequencies and mode shape parameters, into eight groups

and separately normalise them to be in the range of [0, 1].The first subset includes all the

seven frequencies, the other seven groups are for the seven mode shapes each associated with

one of the seven frequencies.

For the output vector, each element lies in the range between 0 and 1, where 0 denotes the

fully damaged state and 1 denotes the intact state. The stiffness parameters are normalized

to be in the range of [−1, 1].

3.3.3 Performance Evaluation

The performance of the proposed approach is evaluated with both the baseline dataset

and the noise dataset described in Section 3.3.1. The performance comparison against the

state-of-the-art models, for example, “Sparse Autoencoder Framework (SAF)” [86] , is also

conducted to show the advantage of the proposed approach. The pre-processed datasets are

randomly split into three subsets, namely, 70% for training, 15% for validation, and another

15% for testing. Two performance metrics, the Mean Squared Error (MSE) value and the

Regression value (R-value) are selected to evaluate the quality of the damage predictions of

the proposed parallel model with comparison to the state-of-the-art models on the testing

dataset. In particular, the MSE measures the distance between the estimated outputs of the

proposed model and the ground truth. Besides, a linear regression between estimated output

and ground truth is fitted. R-value (between 0 and 1) evaluates the scatter of the data points
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around the fitted regression line. The higher R-value represents smaller differences between

the estimated outputs and the ground truth, i.e., the more accurate of the proposed method.

These two metrics are used throughout this thesis.

Model architecture. As shown in Figure 3-2, the proposed parallel autoencoder frame-

work (Para-AF) consists of two main components: a parallel architecture-based dimension-

ality reduction component followed by a relationship learning component. In this study, to

deal with the eight groups of input features individually, eight parallel blocks are used in

the dimensionality reduction component, where each block is a sparse autoencoder with one

single hidden layer. As we implement sparse autoencoders in this component, the number

of hidden neurons is chosen carefully to allow the model to have more capacity for feature

learning. Nine hidden neurons are used in the 1st block for the frequencies while thirteen

hidden neurons are used in the rest of seven blocks for the mode shapes.

After learning sparse representations of the eight groups of input features, we concatenate

these sparse representations as a vector to be fed as the input to the relationship learning

component. This component is basically a stacked autoencoder model that aims to learn

the underlying mapping between the input and output. Five hidden layers of having 90, 85,

80, 75 and 70 neurons respectively are used in this model. By using decreasing number of

hidden neurons in the hidden layers, the input vector is gradually compressed and regressed

to the output. This model is named Para-AF in the evaluation results below. To perform

a fair comparison with the state-of-the-art method, e.g., SAF, a simpler proposed parallel

model, namely Para-AF-0, is evaluated in this study as well. The same number of hidden

layers and neurons (90-80-70) as the SAF is used in the relationship learning component.

The performance evaluation results are shown below.

MSE and R-value. As shown in Table 3.1, for the baseline dataset, MSE values

obtained from SAF, Para-AF-0 and Para-AF are 2.9 × 10−5, 1.8 × 10−5, and 1.3 × 10−5,

respectively. Para-AF-0 has marginally improved the performance over SAF with a smaller

MSE value for the baseline dataset. Meanwhile, for the noise dataset, we can observe a 3%

increment in the R-value of Para-AF-0 versus SAF. They indicate that the proposed paral-

lel dimensionality reduction has achieved the expected effectiveness by extracting features

separately from multi-scale datasets. In addition, a significant increment (around 8%) in R-

value is observed in Para-AF-0 against Para-AF, in terms of the effectiveness of using more

relationship learning layers and deeper neural networks.For both datasets, the proposed
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method constantly outperforms the state-of-the-art method, which shows both effectiveness

and robustness for damage identification.

Table 3.1: Evaluation results for SAF and the proposed methods.

Methods Baseline Dataset Noise Dataset

MSE R-Value MSE R-Value

SAF 2.9 × 10−5 0.993 3.2 × 10−4 0.792
Para-AF-0 1.8 × 10−5 0.994 3.0 × 10−4 0.823
Para-AF 1.3 × 10−5 0.996 1.7 × 10−4 0.901

Typical damage identification results. As the experiment conducted on the noise

dataset is more challenging than the baseline one, the results of the noise dataset will be

further explored to show the advantage of the proposed method. To further evaluate the

quality of damage identification in terms of both magnitudes and locations, the predictions

of a single-element damage case and a multiple-element damage case randomly selected from

the testing dataset are shown in Figure 3-3 and Figure 3-4 respectively.

For the single-element damage case, it is observed that SAF can predict the true location

of the damage but fail to identify the true magnitude of the damage. The proposed method

performs better in damage identification with a very closed identified stiffness reduction

value against the true value. Moreover, SAF produces a significant false identification at

the 13𝑡ℎ element of the structure. Therefore, the proposed method has a higher accuracy

in damage identification in terms of location and severity.

An example of multiple-element damage identification result is shown in Figure 3-4.

It can be observed that the proposed approach performs better consistently, with all the

damage locations accurately detected. Besides, the identified stiffness reductions are very

close to the true values with very small false identifications, while SAF is not working very

well in identifying multiple damages with some significant false identifications appeared at

non-damage locations.

Damage identification results from the above results demonstrate clearly the high accu-

racy and robustness of using the proposed method in structural damage identification, even

when the measurement noises and modeling uncertainties are introduced. The improvement

of the proposed method is also demonstrated, supported by the comparisons with the latest

previous study [86] based on SAF.
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3.4 Summary

In this chapter, we presented a parallel sparse autoencoder framework (Para-AF) for struc-

tural damage identification, which is feasible to deal with multi-scale datasets. This frame-

work consists of two main components: a parallel architecture-based dimensionality reduc-

tion component followed by a relationship learning component. At first, it achieves di-

mensionality reduction and feature extraction for the frequency data and mode shape data

separately. The latent features of frequency data and mode shape data are learned and

concatenated into one vector. Later, the concatenated feature vector is utilized as the new

input to the stacked autoencoder for relationship learning. Experiments are conducted on

both the clean dataset and the noise dataset to evaluate the performance of the proposed

method. Compared to the state-of-the-art approach SAF, the proposed Para-AF provides

a sound process to normalize and extract features separately from frequencies and mode

shapes, which significantly improves the effectiveness and robustness of structural damage

identification.

SAF and Para-AF are both two-component frameworks. The two components are trained

separately, thus may result in sub-optimal results. An end-to-end learning framework for

SHM is presented in the next chapter.
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Figure 3-2: The proposed parallel sparse autoencoder framework.
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Figure 3-3: Damage identification result for the single-element damage case of the structure.

Figure 3-4: Damage identification result for the multiple-element damage case of the struc-
ture.
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Chapter 4

Deep Residual Network Framework

for Structural Health Monitoring

In Chapter 3, a two-component framework based on autoencoders, namely, dimensionality

reduction and relationship learning, is introduced for a multivariate regression task. The

training process involves greedy layer-wise pre-training of each component and fine-tuning,

resulting in high computational cost. Also, the training of the two components are separated

and thus results in sub-optimal solutions.

Another important type of neural networks, known as Convolutional Neural Networks

(CNNs), is capable of constructing an end-to-end learning method for regression. Two

CNN-based frameworks, a deep residual network framework and a densely-connected con-

volutional network framework, designed for the application of structural health monitoring

are introduced in the following two chapters. Both of them utilize the convolutional layers

to scale high dimensional data. Besides, they have further improved the representational

power with special architectures, comparing to the standard CNNs.

In this chapter, we present the deep residual network framework for structural damage

identification.
0This chapter is reprinted, with permission, from [Wang, R.,Chencho, An, S., Li, J., Li, L., Hao, H., &

Liu, W. Deep residual network framework for structural health monitoring. Structural Health Monitoring,
p.1475921720918378. © 2020 SAGE. DOI: 10.1177/1475921720918378].
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4.1 Introduction

CNNs [34] are specialized neural networks that use convolution in place of general matrix

multiplications in the layers. It leverages three key ideas, including sparse interactions,

parameter sharing, and equivariant representations, which can be used to effectively extract

features from images. Besides, due to the special architecture of CNNs, it is scalable to

big datasets and more computationally efficient than traditional Artificial Neural Networks

(ANNs). This results in success in optimizing deep networks with gradient based back-

propagation algorithms [90]. Deep CNNs have achieved tremendous success on various tasks

in the domain of computer vision, such as image classification [59,95], object detection [32],

image segmentation [18], and other visual understanding problems.

Recently, deep CNNs have also been explored in the research domain of structural health

monitoring (SHM), particularly for vibration-based damage detection and system identifi-

cation applications [16, 111]. Lin et al. [70] designed a deep CNN model to automatically

extract features from low-level sensor data and identify damage locations. Osama et al. [2]

presented a real-time structural damage detection method using a one-dimensional CNN

model. Later, a two-dimensional CNN model was introduced in [54] for structural condition

assessment using vibration response data. It is important to design an appropriate network

for structural damage quantification which is mainly trained on signal-based data rather

than visual images. Besides, the measurement noise effect and uncertainty effect on the

measurement increase the problem complexity and should be considered as well in design-

ing suitable networks. Therefore, the architecture of the network should be appropriately

designed to perform a robust feature extraction that reflects the true damages of structures.

Since AlexNet [59] was proposed in 2012, the popular trend of architecture design has

become to increase the depth of CNNs by repeatedly stacking convolutional building blocks.

Typically, the building blocks are composed of convolutional layers, non-linear activations,

and pooling layers. As deep CNNs integrate low level features into high level features

gradually in its depth, stacking more layers enriches the “levels” of features. VGG [95] and

GoogLeNet [97] demonstrated the crucial importance of deep architectures in performance

improvement for image classification tasks. However, as the depth of the network increases

to a certain level, the accuracy will get saturated due to the gradient vanishing or exploding

problems. Gradients vanishing is a well-known issue in optimizing deep neural networks.
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When back-propagation is conducted, the gradients of the loss with respect to the weights

in each layer are calculated and flows back through the network. Due to the repeated

multiplication or convolution with small weights in the network, the gradients tend to be

ineffectively small in earlier layers. As a result, the performance degrades when adding too

many layers.

He et al. [38] introduced Residual Networks (ResNets) to tackle the above problems

in training very deep CNNs and achieved best performance in the ImageNet Large Scale

Visual Recognition Challenge (ILSVRC) classification competition in 2015. Skip connections

were adopted in the architecture, which allowed an alternative path for the gradient to

flow through. As a result, the entire network can still be trained with back-propagation

algorithms but in much deeper architectures.

The residual learning concept proposed in [38] has also been adopted recently along

with a multi-scale module for damage detection of a simple beam [37]. However, rare work

based on purely deep residual network for vibration-based SHM applications, e.g.damage

identification on a more complex structure, has been conducted. Motivated by the above

observations, a novel structural health monitoring framework is proposed based on deep

residual networks to detect the damage locations and quantify the damage severities of

structures effectively and efficiently. This framework is composed of purely residual blocks

which operate as feature extractors, and a fully connected layer as a regressor. It learns the

damage related features from the vibration characteristics such as mode shapes, and maps

them into the damage index labels, e.g., stiffness reductions of structures.

To evaluate the efficacy and robustness of the proposed framework, comprehensive stud-

ies are conducted including both numerical and experimental studies. The remainder of this

chapter is organized as follows: Section 4.2 introduces core ideas of the ResNets, including

residual learning and various types of residual blocks; Section 4.3 describes the theoretical

development and the overall architecture of the proposed framework where the pre-activation

residual block is adopted as the essential component. Sections 4.4 and 4.5 evaluate the per-

formances of the proposed framework with numerical studies and experimental validation

respectively. Finally, Section 4.6 summarises this chapter.
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4.2 Core ideas of Residual Networks

Deep convolutional neural networks have shown their high capacities to improve feature rep-

resentation progressively with depth, and ultimately learn the underlying mapping between

the input and output. However, performance will be degraded due to the gradient vanish-

ing/exploding issues when the depth of network increases to a certain level. To address this

problem, a deep residual network framework by incorporating residual learning in the typical

deep convolutional network is introduced in [38]. The core idea of the residual network is to

explicitly let the layers of the original CNN fit a residual mapping rather than the underlying

mapping between input and output, which eases the training of deep networks and makes

it possible to efficiently train a very deep network. To achieve this, shortcut connections

are introduced in the deep network that skips one or more layers, which forms the building

blocks of the residual network, often referred to as residual blocks. We present the intuition

of residual learning and the architecture of the residual block in the following sections.

4.2.1 Residual Learning

Considering an input 𝑥 which goes through a few stacked nonlinear layers of the traditional

CNN, as shown in Figure 4-1(a), the desired underlying mapping can be denoted as 𝐻(𝑥).

By introducing a shortcut connection as shown in Figure 4-1(b), the network can directly

use an identity mapping 𝑥, whereas the stacked nonlinear layers can fit a so-called residual

mapping 𝐹 (𝑥) = 𝐻(𝑥) − 𝑥 assuming that 𝐻(𝑥) and x have the same dimension. The

original mapping 𝐻(𝑥) can be reformatted as 𝐻(𝑥) = 𝐹 (𝑥) + 𝑥. In other words, the layers

in a traditional CNN are learning the true output 𝐻(𝑥), while the layers in a ResNet are

learning the residual 𝐹 (𝑥). It is observed that it is easier to optimize the residual mapping

𝐹 (𝑥) than the original mapping in practice.

Formally, the residual block presented in Figure 4-1 can be expressed in a general form

𝑦𝑙 = 𝑋𝑙 + 𝐹𝑙(𝑥𝑙,𝑊𝑙) (4.1)

𝑋𝑙+1 = 𝑓(𝑦𝑙) (4.2)

where 𝑋𝑙+1 and 𝑋𝑙 are the input and output of the 𝑙th block in the network. 𝐹 (·) is

the residual function, and 𝑊 denotes the parameters to be learned of the block. 𝑓(·) is a
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Figure 4-1: Comparison between CNN and ResNet. (a) A regular block used in CNN; and
(b) A residual block used in ResNet.
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nonlinear activation (e.g., the ReLU function). By sequentially stacking residual blocks, one

can construct a deep residual network. The detailed architecture of the residual block and

its variants are described in the next paragraph.
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Figure 4-2: Variants of residual blocks.

4.2.2 Variants of residual blocks

A typical residual block is shown in Figure 4-2(a). It was proposed in [38] and follows

the design of VGG’s full 3 × 3 convolutional layer. It consists of two consecutive 3 × 3

convolutional layers, with each layer followed by batch normalization and a ReLU activation.

The input goes through both the residual path and the identity mapping path, and the

outputs of these paths are added together before the next ReLU activation. This is the

original residual block that forms the first deep residual network. In [39], the authors

refined the original residual block and revealed that if 𝑓(𝑦𝑙) in Eq.4.2 is also an identity

mapping, that is 𝑓(𝑦𝑙) = 𝑦𝑙 in the network, the signal could directly propagate from one

block to any other block, in both forward and backward passes. In other words, the signal

could be propagated directly through the entire network. This is realized by constructing

a new variant of the residual block, known as the pre-activation residual block. Figure 4-

2(b) shows the pre-activation residual block where batch normalization and ReLU precede

each convolution. As experimentally shown in [39], the pre-activation residual block makes

training easier and improves generalization. It has subsequently become the most popular

one used in the applications of ResNets [110]. In this chapter, the pre-activation residual

block is used in the proposed framework and is referred to as the ‘basic’ residual block

as shown in Figure 4-2(b). Another variant of residual blocks introduced in [110] is also
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investigated in this chapter for structural damage identification, namely ‘basic-dropout’

shown in Figure 4-2(c). In this block, a dropout layer is inserted in-between the two weight

layers to regularize training and prevent overfitting when a large number of filters are used.

Figure 4-2(d) shows a special variant of residual blocks called ‘expand’ block [110], which

inserts 1×1 convolutional layer in the shortcut to widen the network architecture by adding

more filters.

4.3 The Proposed Approach

This section describes the theoretical development and overall architecture of the proposed

deep residual network framework for structural damage identification. It is a known fact

that the changes in structural vibration characteristics (e.g., modal information) are related

to the physical properties of structures such as element stiffness. In this study, the changes

in the modal information are exploited to identify the damages of structures. Since the

state-of-the-art structural damage identification results are reported in [86] using a sparse

autoencoder framework (‘SAF’), a comprehensive comparison is conducted on the same

experiment scenarios to demonstrate the superiority of the proposed approach. Moreover,

the proposed deep ResNet is also compared with its plain model by removing all the shortcut

connections but still having the same number of parameters. The plain model is actually a

deep convolutional network as it is composed of convolutional building blocks. It is referred

to as a ‘Plain CNN’ model in this chapter. A shallower version of convolutional networks

is also investigated for comparison in the numerical studies to illustrate the importance of

increasing the depth of networks in this study. It is referred as a ‘Plain CNN-S’ model.

The main advantages of the proposed ResNet framework can be summarized as follows: 1)

It integrates the feature extraction and damage identification processes into an end-to-end

learning system. This is more efficient comparing to ‘SAF’ because no pre-training and

fine-tuning are required in training; 2) The relationship learning component of ‘SAF’ uses

conventional fully-connected layers, which requires high computational costs for training

with a large amount of training data. On the other hand, the ResNet is composed of

convolutional layers, which employs sparsely-connectivity between adjacent layers and makes

the training much easier and generalization much better; 3) The proposed framework built

upon convolutional layers is feasible to deal with any input signal of any dimension; and
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4) It is hard for ‘SAF’ and CNN to go very deep due to the gradient vanishing problem,

whereas the proposed deep ResNet framework can easily enjoy the gains from the increased

depth.

In the numerical tests, experiments with the same scenarios as those in [86] considering

the uncertainties in the structural finite element model and measurement noise in the data

are conducted to identify damages of a seven-storey steel frame structure which is described

in Section 2.5.1. The modal information such as mode shapes is used in this study. Exper-

imental verification is also conducted on a laboratory T-section beam (which is described

in 2.5.2) of a reinforced concrete bridge model to further demonstrate the accuracy of the

proposed approach for damage identification. In this experiment, mode shape information

is used as well. The overall architecture of the proposed framework is presented in the next

section.

4.3.1 Architecture of the proposed framework

In this study, a deep ResNet framework is proposed based on ‘basic’ blocks and ‘expand’

blocks. For some experiment scenarios, a larger number of filters (i.e., wider architecture)

and a deeper architecture are selected in designing the deep residual network to deal with

more complicated and difficult tasks, for instance, with noise introduced in the data. There-

fore, we replace ‘basic’ blocks with ‘basic-dropout’ in those more complex models. A generic

framework is proposed for all the experiment scenarios, but the depths and widths are se-

lected separately. For simplicity, two factors are defined when we describe the architecture

of the proposed networks, that is, the depth factor 𝑁 and width factor 𝐾.

The overall architecture of the proposed framework is a stacked network of residual

blocks, on top of the global average layer and final objective layer, namely the regression

layer. Details of the proposed framework based on mode shape data is shown in Table

4.1. There are in total five convolution groups and the network is essentially built based on

convolutions. These groups are stacked sequentially and perform feature extraction progres-

sively along with the depth. In the first group, an initial convolutional block followed by an

‘expand’ residual block is defined. The initial convolutional block is a typical building block

composed of convolution layers, BN and ReLU activations. The first ‘expand’ residual block

expands the network architecture by 𝐾 times without reducing the feature dimension. In

the 2nd to 4th groups, a ‘basic’ residual block and an ‘expand’ residual block are introduced.
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The network dimension expands along with these groups and the feature dimension reduces

at the same time. The last convolution group performs the last stage feature extraction with

a ‘basic’ block of the greatest number of filters. Finally, a global averaging pooling (GAP)

layer sums out each feature map, and enforces it to be the confidence maps for damage

predictions. It should be noted that there is no fully connected layers and convolutional

layers with large number of parameters used before the final objective layer.

Table 4.1: Architecture of the proposed framework for numerical study.

Group name Block type [kernel size, # of filters] Output size

CONV 1 init conv
[︀

2 × 2, 16
]︀

(7, 14)
expand

[︂
2 × 2, 16 ×𝐾
2 × 2, 16 ×𝐾

]︂

CONV 2 basic
[︂

2 × 2, 16 ×𝐾
2 × 2, 16 ×𝐾

]︂
×𝑁 (4, 7)

expand
[︂

2 × 2, 32 ×𝐾
2 × 2, 32 ×𝐾

]︂

CONV 3 basic
[︂

2 × 2, 32 ×𝐾
2 × 2, 32 ×𝐾

]︂
×𝑁 (2, 4)

expand
[︂

2 × 2, 64 ×𝐾
2 × 2, 64 ×𝐾

]︂

CONV 4 basic
[︂

2 × 2, 64 ×𝐾
2 × 2, 64 ×𝐾

]︂
×𝑁 (1, 2)

expand
[︂

2 × 2, 128 ×𝐾
2 × 2, 128 ×𝐾

]︂
CONV 5 basic

[︂
2 × 2, 128 ×𝐾
2 × 2, 128 ×𝐾

]︂
×𝑁 (1, 2)

GAP (1, 1)

In the numerical study, seven mode shapes of the frame structure are included and each

mode shape consists of 14 values, thus the input dimension is 7 × 14. A small kernel size

2× 2 is selected due to the small dimension of input. The output size in Table 4.1 describes

the dimension changes of the input features along with the depth.

In the experimental study, three mode shapes of the T-section beam structure are in-

cluded and each mode shape consists of 7 values, thus the input shape is 3×7. A small kernel

size 2 × 2 is selected due to the small dimension of input. Because the input dimension of

the T-section structure is smaller than that of the frame structure, a shallower network with

four convolution groups, as shown in Table 4.2, is used. Similarly, the output size describes
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the dimension reductions of the input features along with the depth.

Table 4.2: Architecture of the proposed framework for experimental study.

Group name Block type [kernel size, # of filters] Output size

CONV 1 init conv
[︀

2 × 2, 16
]︀

(3, 7)
expand

[︂
2 × 2, 16 ×𝐾
2 × 2, 16 ×𝐾

]︂

CONV 2 basic
[︂

2 × 2, 16 ×𝐾
2 × 2, 16 ×𝐾

]︂
×𝑁 (3, 7)

expand
[︂

2 × 2, 32 ×𝐾
2 × 2, 32 ×𝐾

]︂

CONV 3 basic
[︂

2 × 2, 32 ×𝐾
2 × 2, 32 ×𝐾

]︂
×𝑁 (2, 4)

expand
[︂

2 × 2, 64 ×𝐾
2 × 2, 64 ×𝐾

]︂
CONV 4 basic

[︂
2 × 2, 64 ×𝐾
2 × 2, 64 ×𝐾

]︂
×𝑁 (1, 2)

GAP (1, 1)

Tables 4.1 and 4.2 summarize the architectures of the proposed frameworks. The con-

volution groups aim at discovering the damage-related patterns from the input data, i.e.,

extracting the robust feature maps. Then the GAP layer averages all the feature maps,

outputs the damage confidence maps and feeds them into the final objective layer.

4.3.2 Objective layer

The objective layer is also called the output layer of the neural networks. It is generally a

fully-connected layer with a specific activation function that produces the final results to

serve a particular task. Moreover, the number of neurons and activation of the output layer

should be selected appropriately. For the damage identification task in this study, we have 70

elements (categories) in the output where each of them indicates the real damage level (but

not the probabilities) at a small fraction of the seven-storey frame structure. Therefore, this

is a regression problem. It is common to set a nonlinear activation function such as sigmoid

or tangent hyperbolic (tanh) for the output layer to perform regression. Here, the tanh

function 𝜎(𝑥) = 𝑒2𝑥−1
𝑒2𝑥+1

is used in this study. Moreover, the mean squared error (MSE) loss

is chosen as the cost function that minimizes the difference between the damage predictions

and the true labels. The cost function can be described as 𝐶𝑜𝑠𝑡(𝑦, 𝑦) = 1
𝑚

∑︀𝑚
𝑖=1 ||𝑦𝑖 − 𝑦𝑖||22
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, where 𝑚 is the dimension of the output label 𝑦. To optimize the network parameters, the

most popular optimizer called Adam is selected [56] in our experiments. It is known as an

adaptive learning rate method, which is commonly used as the default optimization method

in training of deep neural networks.

In summary, a generic deep ResNet framework is developed to detect and identify the

damages of structures. It should be noted that our framework is feasible to deal with various

datasets with different complexities and dimensionalities. To evaluate the performance of

the proposed approach, both numerical studies and experimental studies are conducted.

Numerical studies will be presented in the following section.

4.4 Numerical Studies

Numerical studies, including data generation, data pre-processing and the evaluation of the

proposed framework, are described in this section, and the numerical model is introduced

in Section 2.5.1. With the consideration of both the uncertainties in the finite element

modelling and the measurement noise effect in the data, the accuracy and efficiency of the

proposed approach are examined through simulation data generated from the numerical

finite element model.

4.4.1 Data Generation

Modal analysis is conducted using the finite element model to generate the training datasets

for both input and output. As mentioned above, 7 frequencies and their corresponding

mode shape parameters at 14 beam-column joints are calculated. Only mode shapes are

used in this study. Seventy elemental stiffness parameters are generated as the ground

truth. The output is normalized to be in the range between 0 and 1, where 0 represents the

totally damaged state whereas 1 represents the intact state of the structure element. For

an instance, if a particular stiffness parameter is equal to 0.9, it indicates that there is 10%

stiffness reduction at this element.

Both single damage and multiple damage cases are investigated in this model. For single

damage cases, there are totally 2100 data instances generated from the baseline model based

on various stiffness parameters of each element from 0.7 to 1 with increment of 0.01 (i.e., 0.7,

0.71, . . . , 0.99, 1), leaving the other elements undamaged. Hence, for single element damage
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cases, 30 data instances are generated for each element by introducing local damages. For

multiple damage cases, 10300 data instances are generated where two or more elements may

have damages. Overall, 12400 baseline data instances are generated based on the finite

element model.

All these data instances are clean, that is, the noise effect on the measured mode shape

and modelling uncertainty effect are not considered. To further investigate the effectiveness

and robustness of the proposed deep ResNet framework, the measurement noise on mode

shapes and modelling uncertainty in finite element modelling are considered as well. In

total, the following four scenarios are considered in the numerical studies by using mode

shape data only:

• Scenario 1 : No measurement noise effect and modelling uncertainty is considered.

• Scenario 2 : Measurement noise is considered. 5% Gaussian noise is added to the mode

shapes of baseline dataset.

• Scenario 3 : Modelling uncertainty is considered. 1% uncertainty is included in the

stiffness parameters to simulate the finite element modelling errors.

• Scenario 4 : Both measurement noise effect and modelling uncertainty effect are con-

sidered. 5% Gaussian noises is added to the mode shapes and 1% uncertainty is

included in the stiffness parameters.

15931, 13280, and 26563 data instances for Scenarios 2, 3, and 4 are generated, respec-

tively, by randomly adding noises to the baseline dataset. A comprehensive study of these

four scenarios has been conducted. Since CNN is currently considered as the state-of-the-art

method in the research of the structural health monitoring community, the performance of

the proposed deep ResNet is compared with CNN. Besides, ‘SAF’ reported the state-of-the-

art results on these datasets, the comparison between ‘SAF’ and the proposed approach is

reported as well.

4.4.2 Data Pre-Processing

For the mode shape data, the same pre-processing proposed in [86] is used for fair compar-

ison. Data whitening is performed on the input followed by a feature scaling process. The

features are scaled into the range of [0, 1]. For the output vector, each element is between 0
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and 1, where 0 denotes the fully damaged state while 1 denotes the intact state. Since only

a few elements of each sample are in damage situation and the stiffness parameter does not

vary a lot in damage cases, the stiffness parameters are normalized to the range of [-1, 1] to

suit the range of ‘tanh’ activation function of the output. These pre-processed data will be

used to evaluate the proposed approach and the performances are reported in the following

sections.

4.4.3 Performance Evaluation

Performance evaluation of the proposed approach with comparisons to deep sparse autoen-

coder network (‘SAF’) and deep convolutional neural network (‘Plain CNN’ and ‘Plain

CNN-S’), is conducted in four different scenarios, as described in Section 4.4.1. It should

be noted that the ‘SAF’ [86] achieved the state-of-the-art results for the damage identifi-

cation of the frame structure. As discussed in previous sections, the main difference of the

architectures between CNN and ResNet is that the latter one adopts shortcut connections

in the network, making it feasible to train very deep architectures. Therefore, the ‘Plain

CNN’ with the same number of parameters (i.e., the same depth and width) as the proposed

ResNet is compared to show the advantages of the proposed approach.

The pre-processed dataset is randomly split into training, validation and testing sub-

sets in the percentages of 70%, 15% and 15% respectively. The hyper-parameters such as

the learning rate, depth and width of the architecture, are selected based on the validation

datasets. In order to evaluate the performance of the trained models, MSE and regression

value (R-value) are employed to demonstrate the quality of the damage predictions. The

MSE measures the distance between the estimated outputs and the ground truth of the

damages. R-value measures the correlation between the estimated outputs and the ground

truth. Hence a higher R-value or a smaller MSE indicates a better accuracy of the predic-

tions. The details of the model architectures and the performances for each scenario are

presented as follows.

Scenario 1 : No measurement noise effect and modelling uncertainty is consid-

ered. In this scenario, the clean datasets are used without considering any noise effects.

The performances of ‘SAF’, ‘Plain CNN-S’, ‘Plain CNN’ and the proposed approach are

evaluated with MSE and R-value on the testing subsets. Table 4.3 shows the experimental

results.
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Table 4.3: Performance evaluation results for Scenario 1 in the numerical study.

Methods MSE R-value

SAF 2.9 × 10−5 0.993
Plain CNN-S 1.7 × 10−5 0.996
Plain CNN 1.9 × 10−5 0.994
The proposed framework 1.0 × 10−5 0.999

The architecture of the proposed framework for Scenario 1 is designed by setting the

width factor 𝐾 = 1, and the depth factor 𝑁 = 2, which includes in total 23 convolutional

layers. As no noise effect is considered in this scenario, it is the easiest case in the numerical

studies. Thus fewer parameters with 𝐾 = 1 are used in the training of the network. The

‘Plain CNN’ has the same number of layers as the proposed approach without the shortcut

connections. The ‘Plain CNN-S’ has a shallower architecture compared to the ‘Plain CNN’

with a depth factor 𝑁 = 1, which includes in total 17 convolutional layers. As observed

in Table 4.3, the proposed method performs the best with the smallest MSE ( 1.0 × 10−5)

and the highest R-value (0.999). Although the R-values obtained from the CNN models are

close to 1, the proposed ResNet still improves the performance slightly. Also, all CNN-based

methods outperform the autoencoder based method as observed from the results, which

indicates that CNN and its variations are more accurate for structural damage identification.

Moreover, the results obtained from ‘Plain CNN-S’ and ‘Plain CNN’ models demonstrate

that the performance degrades as the depth increases. However, the proposed ResNet still

gains performance with the same depth as the ‘Plain CNN’. Figure 4-3 presents the testing

errors (MSE) of CNN models and the proposed ResNet versus training epochs. It further

demonstrates that the proposed approach obtains the best testing results.

More challenging tasks with noisy data are presented below to further demonstrate the

superior performances of the proposed approach for damage identification.

Scenario 2 : Measurement noise is considered. In this scenario, 5% Gaussian noise

is added to the mode shape of the clean dataset to simulate the measurement noise effect on

the input. As the noise case is more challenging in estimating true damages, a more complex

architecture of the proposed framework is constructed. The width factor 𝐾 is set to be 2,

which doubles the number of parameters of the network. The ‘basic-dropout’ residual blocks

are used in the architecture to avoid overfitting. The depth factor 𝑁 is set to be 2, which
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Figure 4-3: Testing curve of the CNN models and the proposed approach for Scenario 1.

includes in total 23 convolutional layers. The ‘Plain CNN’ is constructed with the same

number of layers as the proposed framework. Similarly, a shallower model ‘Plain CNN-S’

is built with the depth factor 𝑁 = 1, which includes 17 convolutional layers. As shown in

Table 4.4, consistently, the proposed framework outperforms the other three methods with

the smallest MSE, that is, 2.1×10−4. It is noted that the R-values obtained from those four

methods are quite close. When the depth or width of the proposed network are increased,

the MSE does not decrease much. Thus the performance of the proposed approach for this

scenario is considered as the best with the highest R-value. The testing curves reported

in Figure 4-4 consistently show that the proposed approach outperforms the CNN models

when the testing error stabilizes at around 150 epochs.

Table 4.4: Performance evaluation results for Scenario 2 in the numerical study.

Methods MSE R-value

SAF 2.3 × 10−4 0.886
Plain CNN-S 2.2 × 10−4 0.886
Plain CNN 2.2 × 10−4 0.886
The proposed framework 2.1 × 10−4 0.888

To further evaluate the quality of damage identification in terms of both location and

severity of the proposed framework, we randomly select two multiple-damage identification

cases and present their results in Figures 4-5 and 4-6, respectively. The magnitude of

stiffness reduction indicates the severity of the damages. As shown in Figure 4-5, both

‘Plain CNN’ and the proposed approach can detect the location of the two damages in
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Figure 4-4: Testing curve of the CNN models and the proposed approach for Scenario 2.

the structure. However, the ‘Plain CNN’ fails to identify the true magnitude of the second

damage, whereas the proposed approach produces a more accurate prediction in terms of the

severity. Another multiple damage identification case is shown in Figure 4-6, in which both

the ‘Plain CNN’ and the proposed approach can successfully identify the multiple damages

in the structure. The identified stiffness reductions of the proposed framework are closer to

the true labels, which indicates that the proposed approach is more robust. It is important

to note that in [86], although the ‘SAF’ produces some good multiple damage identifications

in Scenario 2 as well, it results in many minor false identifications. On the contrary, false

predictions are rare in the proposed approach, as shown in both Figures 4-5 and 4-6, which

are also reflected in the MSE values.

Figure 4-5: Damage identification results of a multiple damage case from the ‘Plain CNN’
and the proposed approach for Scenario 2.
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Figure 4-6: Damage identification results of another multiple damage case from the ‘Plain
CNN’ and the proposed approach for Scenario 2.

Scenario 3 : Modelling uncertainty is considered. Generally, an accurate finite element

model is required for data generation in this study. The modelling inaccuracies will signifi-

cantly affect the performance of damage identification. To investigate the robustness of the

proposed approach, 1% uncertainty is included in the stiffness parameters to simulate the

finite element modelling errors. The same architecture of the proposed framework used in

Scenario 2 is chosen for this scenario as well, that is, 𝐾 = 2 and 𝑁 = 2. Consistently, the

‘Plain CNN’ has the same number of layers as the proposed framework, while the ‘Plain

CNN-S’ has a shallower architecture with half the number of layers of the ‘Plain CNN’. The

evaluation results of the state-of-the-art methods and the proposed approach are shown in

Table 4.5. Even though ‘SAF’ achieves a good performance for this scenario, the proposed

framework still further improves the results as reflected in both MSE and R-value. Figure

4-7 shows the testing curves of the CNN models and the proposed approach. Similarly,

the training becomes stable at around 200 epochs and the proposed ResNet consistently

shows the smallest testing error. Thus, the proposed approach consistently shows the best

evaluation results among these four methods.

To further evaluate the robustness in modelling inaccuracies of the proposed framework,

two damage identification results selected from the testing datasets are presented in Figures

4-8 and 4-9 to demonstrate the accuracies of damage identification in terms of damage

locations and severity. The introduced uncertainties to the structural system are also shown

in those figures as a set of random stiffness distributions. The predictions from both the

‘Plain CNN’ and the proposed approach of a multiple damage case are shown in Figure 4-8.
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Table 4.5: Performance evaluation results for Scenario 3 in the numerical study.

Methods MSE R-value

SAF 2.9 × 10−5 0.986
Plain CNN-S 2.4 × 10−5 0.988
Plain CNN 2.7 × 10−5 0.986
The proposed framework 1.6 × 10−5 0.992

Figure 4-7: Testing curve of the CNN models and the proposed approach for Scenario 3.

It is observed that the stiffness reduction obtained from the proposed framework is closer to

the true labels comparing to the ‘Plain CNN’, when the modelling uncertainties are presented

in the input data. Besides, another multiple damage case is shown in Figure 4-9. There are

two small damages in the structure. One of them has a 7% stiffness reduction at the 4th

element, while the other has a 2.2% stiffness reduction at the 55th element. Although these

two minor damages are more difficult to detect especially when uncertainties are introduced,

the proposed framework can successfully detect the locations of the structural damages and

predict relatively accurate damage magnitudes. However, the ‘Plain CNN’ fails to detect

the second damage as shown in Figure 4-9. These experimental results demonstrate that

the proposed approach is more accurate and more robust than ‘Plain CNN’.

Scenario 4 : Both the measurement noise and modelling uncertainty are considered. In

this scenario, these two effects are combined in the datasets, making it the most challenging

task in the numerical study. Here, 5% Gaussian noises is added to the mode shape and 1%

uncertainty is included in the stiffness parameters.

The same architecture of the proposed framework used in both Scenarios 2 and 3 is
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Figure 4-8: Damage identification results of a multiple damage case from ‘Plain CNN’ and
the proposed approach for Scenario 3.

Figure 4-9: Damage identification results of another multiple damage case from ‘Plain CNN’
and the proposed approach for Scenario 3.

again chosen for this scenario. Both the width factor and depth factor are set to be 2, and

‘basic-dropout’ residual blocks are used in place of the ‘basic’ blocks as shown in Table 4.1

to regularize the training of the model. The CNN models also keep the same architecture

as used in both Scenarios 2 and 3. Table 4.6 shows the testing results for Scenario 4, and a

significant improvement is observed in the proposed framework in terms of the overall MSE

and R-value on the testing dataset. The ‘Plain CNN’ improves the R-value from 0.792 to

0.903, while the proposed approach shows a further 3% improvement. The testing curves

presented in Figure 4-10 show that the proposed approach is superior to other CNN methods.

Since this scenario is considered as the most difficult task in this study, three damage

identification results are shown in Figures 4-11, 4-12 and 4-13 respectively to demonstrate
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the robustness and effectiveness of the proposed approach. A single damage case is shown

in Figure 4-11. Both methods can detect the locations of the damage in the structure, while

the estimated stiffness reduction from the proposed method is more accurate. Figure 4-12

shows a multiple damage case with a small level damage (i.e., a 5% stiffness reduction)

and a relatively big level damage (i.e., a 22% stiffness reduction) in the structure. It is

observed that both approaches identify the big level damage with accurate damage level

values. However, the small level damage is only precisely detected by the proposed approach.

A similar result is shown in Figure 4-13, where a median level damage and a small level

damage are introduced. Both damages are well identified by the proposed approach with

good stiffness reduction values. The ‘Plain CNN’ once again fails to correctly identify the

small level damage.

Table 4.6: Performance evaluation results for Scenario 4 in the numerical study.

Methods MSE R-value

SAF 3.2 × 10−4 0.792
Plain CNN-S 1.9 × 10−4 0.890
Plain CNN 1.7 × 10−4 0.902
The proposed framework 1.1 × 10−4 0.934

It is evidently demonstrated from the results of the four scenarios that the proposed

framework produces more accurate and robust damage identifications, comparing to the

state-of-the-art models, such as ‘SAF’ and ‘Plain CNN’. The damage identification results

presented in [86] show that the ‘SAF’ still produces some minor false predictions, while from

the performance of the proposed approach, false predictions are rarely observed. Besides, the

proposed framework is more robust to various level damages, as shown in the identification

results.

4.5 Experimental validation

This section will describe experimental verification on a reinforced concrete bridge model

(as described in Section 2.5.2) using the proposed damage identification approach.
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Figure 4-10: Testing curve of the CNN models and the proposed approach for Scenario 4.

Figure 4-11: Damage identification results of a single damage case from ‘Plain CNN’ and
the proposed approach for Scenario 4.

4.5.1 Data Generation

In the mid-span of the bridge structure, two-point static loads are applied to create the cracks

in the structure. The static load is continuously increased to 180 kilonewtons and the final

crack pattern is observed and shown in Figure 2-13. A large number of cracks are observed

in the mid-span elements under damaged state. 24 major cracks are found in the structure

from the 4th to the 15th elements. The dynamic test is carried out again to identify the first

three natural frequencies and the corresponding mode shapes of the damaged structure to

obtain the testing data set to investigate the accuracy of the proposed ResNet framework.

For training the model, the training dataset is generated using the baseline finite element

model with simulated different damage scenarios and including only the web elements from
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Figure 4-12: Damage identification results of a multiple damage case from ‘Plain CNN’ and
the proposed approach for Scenario 4.

Figure 4-13: Damage identification results of another multiple damage case from ‘Plain
CNN’ and the proposed approach for Scenario 4.

the 2nd to the 17th elements. This is because the damages are primarily observed in those

elements during testing, as shown in Figure 2-13. In all 16 elements, uniformly distributed

random damages are simulated with severity of the damage distributed between 0% and

15%. The damage level is taken in the step of 0.01%. Training samples with a size of 20000

are generated for this study. The modal information obtained is taken as the input to the

model and simulated damage levels are taken as output. The training datasets are generated

carefully, considering minor damages (less than 15%) in structures since they are usually the

primary concerns in SHM. A large dataset with damages in this range is therefore generated

to train the model, and a very well trained model is achieved as demonstrated in the damage

identification analysis. If less data are generated and used to train the network, e.g., a less

67



refined step with damage increment of 0.1% is used, the trained model is believed to still be

able to identify the damage but the resolution of damage severity would be at best 0.1%,

rather than 0.01%. It is difficult to draw a line on the size of the dataset needed to train

a model. It varies from case to case and depends on the desired accuracy of the model in

identifying the structural conditions. In general, the larger the dataset is, the more accurate

the trained model would be.

4.5.2 The deep ResNet structure

The details of the network structure is presented in Table 4.2. The width factor (𝐾 = 1) and

depth factor (𝑁 = 1) are selected according to the complexity of the damage identification

problem of this structure model. In total 13 convolutional layers are used in this network.

The ‘Plain CNN’ with the same number of layers is also conducted for a fair comparison.

The input size of the training data is 3×7, as 3 mode shapes of the T-section beam structure

are used and each mode shape consists of 7 values, while the output includes 16 stiffness

reduction parameters. MSE and R-value are employed to evaluate the quality of damage

identification using the state-of-the-art method and the proposed framework.

4.5.3 Training performance and damage identification results

As the measurement data obtained from the laboratory inevitably include noise effect, the

noise effect is considered in the training data. Thus, 5% white noise is added in the mode

shapes of the training data to simulate the measurement noise. The training data is spilt

into training, validation and testing subsets with the percentages of 70%, 15% and 15%,

respectively. These datasets are pre-processed with data whitening as discussed in [86], and

used for training these deep neural network models. The performance of these models are

evaluated on the test data subset and shown in Table 4.7. It is observed that the proposed

framework outperforms the other two methods evidenced by both MSE and R-value.

Table 4.7: Performance evaluation results in the experimental study.

Methods MSE R-value

SAF 4.6 × 10−6 0.998
Plain CNN 1.5 × 10−6 0.999
The proposed framework 5.1 × 10−7 0.999
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To further investigate the efficacy of the models, a real testing dataset is obtained from

the laboratory of the structure. The modal information is fed to the trained network model

as an input. Figure 2-7 shows the damage pattern obtained with the proposed approach. The

identified damage pattern is compared with the crack pattern observed on the structure. It is

observed that the proposed approach can identify the true damage pattern on the structure.

Also, the ‘Plain CNN’ performs similarly as shown in Figure 4-14. The damage patterns

obtained are consistent with the results obtained from [23], ‘SAF’ [86], and the reported

cracks in the test structure [66].

Figure 4-14: Damage identification results from ‘Plain CNN’ and the proposed framework.

4.6 Summary

This chapter presents a deep ResNet framework for structural damage identification and

investigates the effectiveness and accuracy through numerical and experimental studies.

The proposed method performs feature extraction and damage identification in the end-

to-end learning body without pre-training, improving the efficiency in comparison with the

autoencoder-based method described in Chapter 3. It also breaks the limitation of the net-

work architecture on the depth due to the gradient vanishing issue. Evidently, this framework

can be used to effectively detect the locations and identify the severity of the damages of

structures as presented in the numerical and experimental studies. A seven-storey frame

structure is investigated in the numerical study for structural damage identification. The

proposed approach shows significant improvement over the state-of-the-art models, such as

the ‘SAF’ and the well-known CNN models, when the datasets contain both uncertainty and
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noise, which is expected in practical applications. Moreover, the results demonstrate the

robustness of using the proposed approach for the complex structural damage identification

problem as the frame structure has a large number of elements. Experimental studies on

the T-beam bridge model demonstrate the feasibility and performance of the proposed ap-

proach, which achieves accurate crack pattern identification results. The T-beam structure

is relatively simple thus the ‘plain CNN’ works generally well in the experimental studies.

Future studies will investigate more challenging cases such as large-scale structures in the

wild.
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Chapter 5

Densely Connected Convolutional

Network Framework for Structural

Damage Identification

Chapter 4 presents a deep ResNet framework for structural damage identification of civil

engineering structures. It breaks the optimization limitation of the two-component frame-

work presented in Chapter 3. It also avoids performance degradation that happens in the

deep CNN models due to vanishing gradients. In this chapter, we present a densely con-

nected convolutional network framework that further improves the performance of damage

identification, comparing to the deep residual network framework.

5.1 Introduction

Recent studies [3, 4, 43, 83] used modal information, such as natural frequencies and mode

shapes, to identify damages of structures. However, to obtain modal information, such as

mode shapes, a sufficient number of sensor measurements and a large number of channels in

data acquisition systems accordingly are usually required for covering the whole structure,

which may not be practical in the rough environment of large scale structures. However,

only a certain number of sensors for measuring acceleration responses are required for the
0This chapter is reprinted, with permission, from [Wang, R., Li, J., An, S., Hao, H., Liu, W., & Li, L.

Densely connected convolutional networks for vibration based structural damage identification. Engineering
Structures, 245, 112871. © 2021 Elsevier. DOI: 10.1016/j.engstruct.2021.112871].
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time domain methods for structural damage identification. It is noted that these sensor

measurements do not necessarily have to cover the whole structure. Fewer sensors are re-

quired since time domain responses could provide more information for formulating the

identification equation. Therefore, time-domain vibration responses, e.g., acceleration re-

sponses are exploited to identify the structural damages. Recently, raw acceleration data

have been directly used to identify structural states in [111]. It is straightforward to use sev-

eral time-domain responses for identification. Besides, sufficient data points can be sampled

using limited amount of time-domain sensors. Therefore, it has great potentials to employ

time-domain responses for damage identification of structures.

The main challenge of using time-domain responses is that the sensor data always con-

tain significant level of noise, it is not easy to interpret vibration response information, and

vibration response is also loading condition dependent. Hence, it is essential to find an

efficient and effective approach to learn the unknown relationship between sensor measure-

ments and damage patterns. As discussed in Chapter 4, deep leaning methods have been

extensively applied to structural health monitoring. Some advanced deep learning models,

includes deep autoencoders [85, 86, 102], deep CNNs [7, 10], and deep ResNets [101], have

achieved great results in vibration-based structural damage identification.

Inspired by ResNets, Huang [45] developed a new architecture known as densely con-

nected convolutional networks (DenseNets) and achieved state-of-the-art results in the same

competition (ILSVRC) in 2017. Instead of increasing the representational power from sim-

ply increasing the depth of architecture, DenseNets exploit the potential of the network via

feature reuse. It sets up skip connections to connect all layers directly to each other, which is

referred to as dense connectivity. These designs further strengthen the feature propagation

and encourage feature reuses in the network, making the network easy to train. The dense

connectivity pattern makes the network highly parameter-efficient, since there is no need to

relearn redundant feature maps.

In this chapter, a novel approach for structural damage identification, namely, SDI-

DenseNet is presented. It is a specially designed framework based on the DenseNet, which

fits well for the SHM study using time-domain responses, e.g., acceleration. The remainder

of this chapter is arranged as follows. Section 5.2 introduces the theoretical background

and development of DenseNets; Section 5.3 describes the architecture of the proposed SDI-

DenseNet; Sections 5.4 and 5.5 evaluates the performance of the proposed SDI-DenseNet
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framework, presenting both numerical studies and experimental verifications results; Finally,

summary is drawn in Section 5.6.

5.2 DenseNets

For a standard convolutional neural network with 𝐿 layers, all layers are usually connected

sequentially in the architecture. When increasing the depth of architecture, the gradients

may vanish or explode during back propagation. Thus, it is hard to train the network when

𝐿 is substantially large. Moreover, only high-level features are used for the last objective

layer in a standard convolutional neural network.

Although ResNets solves the gradient vanishing/exploding problems by attaching skip

connections in the architecture, it requires a large number of parameters compared to

DenseNets. DenseNets is developed with a novel connectivity pattern introduced in the

architecture. The 𝐿 layers are directly connected, hence has 𝐿(𝐿+ 1)/2 connections in the

network, instead of 𝐿 connections. Concatenation operation is used instead of summation

to collect features from the previous layers for each layer. Details of the key components of

DenseNets are described as follows.

5.2.1 Dense Block

Figure 5-1 illustrates the connectivity patterns in a dense block, in which the input of each

layer is a concatenation of all feature maps from all the preceding layers. Each layer receives

the concatenation of feature maps from all preceding layers. Therefore, the layer transition

in a dense block can be formulated as 𝑥𝑙 = 𝑓𝑙([𝑥0, 𝑥1, . . . , 𝑥(𝑙−1)]), where [𝑥0, 𝑥1, . . . , 𝑥(𝑙−1)]

is the concatenation of the feature maps of all layers preceded to the 𝑙th layer. 𝑓𝑙(*) is a

composite function, which is applied to perform a sequence of the successive transformations:

batch normalization (BN), followed by a rectified linear unit (ReLU) and a convolution

(Conv). Generally, each function 𝑓𝑙(*) produces 𝑘 feature maps, hence 𝑘 indicates the

growth rate of the network. Intuitively, these 𝑘 feature maps generated by each dense

block can be viewed as its local state that contributes to the global state of the network by

concatenation.
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Figure 5-1: A schematic 3-layer dense block with the growth rate k=4.

5.2.2 Transition Layers

Only feature maps with the same size can be concatenated, thus no feature size down-

sampling is performed in dense blocks. However, down-sampling is an important part of

CNNs. To achieve this, transition layers with pooling are inserted in-between dense blocks

to form a DenseNets. The basic architecture of the transition layer is BN-ReLU-Conv (1×1)

with Average Pooling (2 × 2).

5.2.3 Model Compression

Bottleneck layers and compression in transition layers are introduced in DenseNets to im-

prove computational efficiency and model compactness. The typical architecture of the
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bottleneck layer is from BN-ReLU-Conv(1 × 1) to BN-ReLU-Conv(3 × 3), in which 1 × 1

Conv reduces the feature-maps. In the transition layer, feature-maps are further compressed

by the compression factor 𝜃(0 < 𝜃 ≤ 1). 𝜃 = 0.5 is generally used, which means that the

number of input feature maps is reduced to a half.

5.3 The Proposed SDI-DenseNet

This section describes the proposed SDI-DenseNet for structural damage identification. The

overall architecture of the proposed model is shown in Figure 5-2. The measured acceleration

responses, which can reflect changes in structural vibration characteristics, are related to

the physical properties of structures such as structural element stiffness. In this study,

the time-domain acceleration responses are exploited to identify the damages (e.g., stiffness

reductions) of structures. Since acceleration responses collected from multiple sensors are

used as the input, the input shape is the number of data points by the number of sensors.

The output of SDI-DenseNet is a vector of elemental stiffness reductions of the structure.
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Figure 5-2: The proposed SDI-DenseNet.

5.3.1 Architecture and objective function

The initial convolutional layer in the proposed SDI-DenseNet is to extract the preliminary

patterns from the input of each sensor, with a relatively large filter size. Three dense blocks

and two transition layers are used in the network. Bottleneck layers are adopted in the

dense block to improve the computational efficiency, while the compression factor 𝜃 = 0.5

is introduced to further compress the model. A global average pooling (GAP) layer is

placed after the last dense block, followed by the final objective layer. In this study, the
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objective of the developed network is to map the damage-related patterns to the structural

stiffness parameters, including damage locations and severities. Hence, the objective layer is

viewed as a regression layer, implemented by a fully-connected layer with a ‘tanh’ activation

function 𝜎(𝑥) = 𝑒2𝑥−1
𝑒2𝑥+1

, which produces the estimated stiffness reductions, i.e., damage

levels in structural elements. Furthermore, the objective function, i.e., cost function, is set

as the mean squared error (MSE) loss that minimizes the mean squared difference between

the predicted stiffness reductions 𝑦 and the true labels 𝑦. To avoid the overfitting of the

network, an L2 regularization term is added to the cost function which penalizes the weight

parameters 𝑊 . The penalty parameter 𝜆 is set to 0.0005 in this study. The cost function can

be denoted as 𝐶𝑜𝑠𝑡(𝑦, 𝑦) = 1
𝑚

∑︀𝑚
𝑖=1 ||𝑦𝑖 − 𝑦𝑖||22 + 𝜆

2𝑚

∑︀𝐿
𝑙=1 ||𝑊 [𝐿]||22 where 𝑚 is the number

of training samples while 𝐿 is the number of layers.

5.3.2 Advantages of the proposed SDI-DenseNet

The proposed SDI-DenseNet employs the dense connectivity pattern in the network archi-

tecture which makes full use of the advantages of DenseNets. Firstly, the feature maps

generated by different layers are concatenated continuously, which strengthens the infor-

mation flow in forward computation and gradients propagation in backward computation.

Meanwhile, the features from all previous layers are reused, which reduces the redundancy

and increases the computational efficiency during the training process. In addition, diverse

levels of features are preserved through the dense connectivity and fed to the objective

layer, which tends to generalize better convergence and achieve better performance. As

time-domain acceleration responses are used as input in this study, it is beneficial to pre-

serve diverse levels of features. Intuitively, low-level features are more related to the changes

of acceleration in a short period, while high-level features cover the whole measurement of

the input. Thus, diversified variations of the acceleration responses are captured and used

for the final regression, making the performance more generalized. Moreover, bottleneck lay-

ers and model compression are introduced in the proposed approach which further improves

the computational efficiency. Thus, it is capable of training a very deep model with the

proposed approach for even more complicated structural damage identification problems. In

summary, a generic SDI-DenseNet is developed to identify the damage locations and sever-

ities of structures. To evaluate the performance of the proposed approach, both numerical

studies and experimental verification are conducted and presented in the following sections.
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5.4 Numerical Studies

Numerical studies are conducted in this section to validate the accuracy of using the proposed

approach for structural damage identification with time-domain acceleration responses. A

beam structure is used for this numerical study which is described in Section 2.5.1.

5.4.1 Data Generation

Figure 2-7 shows the finite element model of the beam structure. Acceleration responses

from selected nodes No. 2, 5, 8, and 9 are measured when an impact force is applied. The

sampling rate is taken as 100 Hz, and time-domain acceleration response data are generated

for undamaged and damaged cases. For the damage case, up to three element damages

are considered. The stiffness parameters of the elements are reduced to introduce stiffness

reductions in the elements. The maximum stiffness reduction of 30% is used for some specific

elements. The stiffness reductions are simulated from 0% to 30% with an interval of 0.5%.

The datasets have ten labelled target variables, and each represents the stiffness reduction

in a corresponding element. The elements and stiffness reduction parameters are randomly

selected for multiple damage cases. To consider the loading effect, multiple samples are

generated for every damage case using hammer impact forces with different amplitudes.

The simulation studies consider the following four cases:

• Case 1: No measurement noise is considered in acceleration responses and no uncer-

tainties are considered in structural finite element modelling.

• Case 2: No uncertainties in structural finite element modelling but measurement noise

is considered. Different levels of white noise with signal-to-noise ratios (SNR) of 30

dB and 20 dB are added to the acceleration responses, respectively.

• Case 3: Uncertainties are considered in structural finite element modelling but no mea-

surement noise is included in acceleration responses. Uncertainties with a Covariance

of Variation of 1% - 3% are included randomly in the stiffness parameters of structural

elements.

• Case 4: Both the uncertainties in the structural finite element modelling and mea-

surement noise are considered. White noise is added to the acceleration responses

considering uncertainty in the finite element modelling in structural analysis.
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27,182 samples for the first two cases, and 59,700 samples for Cases 3 and 4 are generated

respectively. For monitoring the structure, the force should be applied at the same location in

data generation. It should be noted that each sample is generated with a randomly selected

force from a force vector matrix with a varying magnitude following a normal distribution,

and the applied impact force is used only for data generation and not for testing. Only the

generated acceleration responses are used for training, validating, and testing the proposed

approach.

5.4.2 Data Pre-processing and Model Hyper-parameters

The acceleration responses collected from four nodes are formulated as the input of dimension

100×4. Each stiffness parameter in the output vector is pre-processed to the range of [-1, 1]

to serve the operating range of ‘tanh’ activation function. A generic architecture is proposed

for all the experiments, but the hyper-parameters, such as the number of layers, filter sizes,

and strides are selected accordingly based on the datasets. In numerical studies, the input

data of the simply supported beam structure is collected from 4 sensors each providing 100

data points, and thus the input size is 100 × 4. Since this beam structure is relatively

simple with only 10 stiffness elements, a model with 𝐿 = 40 layers and growth rate 𝑘 = 12

is selected. Table 5.1 summarises the architecture of the proposed network for numerical

studies.

Table 5.1: The architecture of the proposed network for numerical studies.

Layers Settings Output size

Convolution 10 × 1, strides = (5,1) 20 × 4 × 24

Dense Block(1)
[︂

1 × 1 conv
5 × 2 conv

]︂
×6 20 × 4 × 96

Transition Layer(1) 1 × 1 conv 20 × 4 × 48

2 × 2 ave pooling, strides = (2,2) 10 × 2 × 48

Dense Block(2)
[︂

1 × 1 conv
5 × 2 conv

]︂
×6 10 × 2 × 120

Transition Layer(2) 1 × 1 conv 10 × 2 × 60

2 × 2 ave pooling, strides = (2,2) 5 × 1 × 60

Dense Block(3)
[︂

1 × 1 conv
5 × 1 conv

]︂
×6 5 × 1 × 132

Regression Layer 5 × 1 global ave pooling 1 × 1 × 132

10 × 1 fully-connected, tanh 10
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5.4.3 Performance Evaluation

The performance of the proposed approach is evaluated for the four cases described in

Section 5.4.1. The pre-processed datasets are randomly split into three subsets, namely,

70% for training, 15% for validation, and another 15% for testing. All hyper-parameters are

selected according to the validation loss and optimized by using random search. 100 epochs

are executed with the Adam optimizer. The learning rate is set as 0.0008 and decayed by

a factor of 0.5 once the validation loss reaches a plateau. As presented above, MSE loss is

chosen as the metric for measuring the distance between labels (true damages) and predicted

outputs. Another metric, that is, regression value 𝑅(0 < 𝑅 ≤ 1) is also used to assess the

quality of the trained models. In more detail, 𝑅 is the correlation coefficient, which quantifies

the linear correlation between true labels and estimated output values. To summarize, the

smaller the MSE loss or the higher the 𝑅 value, the more accurate the trained models. The

details of performance evaluation for all cases are presented as follows.

MSE and R-value

The proposed SDI-DenseNet is first assessed on Case 1 and Case 2, and the results are

shown in Table 5.2. In Case 1, clean datasets are used without considering any noise effect.

Both MSE (4.76 × 10−6) and R-value (0.999) indicate an outstanding performance of the

proposed approach. In Case 2, R-values obtained from the noise datasets are 0.998 when

SNR=30dB and 0.981 when SNR=20. These results indicate that the proposed approach is

robust to measurement noise.

Table 5.2: Performance evaluation results for Case 1: Clean Dataset and Case 2: Measure-
ment Noise.

Metrics Baseline Measurement Noise

SNR=30dB SNR=20dB

MSE 4.76 × 10−6 3.38 × 10−5 2.49 × 10−4

R-value 0.999 0.998 0.981

The test results for Cases 3 and 4 are presented in Table 5.3. 1% to 3% modelling

uncertainty is considered in Case 3, while Case 4 includes both modelling uncertainty and

measurement noise effects. The MSE and R-value for Case 3 are 1.59 × 10−5 and 0.999,

respectively, which indicates that the proposed approach is also robust to modelling uncer-
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tainty effect. The performance degrades when measurement noise is included. However,

the lowest R-value is 0.96 even when a high-level noise (SNR=20dB) is added, which is the

most challenging case in all these experiments. It is observed in Tables 5.2 and 5.3 that in

general, the proposed approach can provide accurate structural damage identifications.

Table 5.3: Performance evaluation results for Case 3: Uncertainty and Case 4: Uncertainty
and Measurement Noise.

Metrics Uncertainty Uncertainty+Measurement Noise

SNR=30dB SNR=20dB

MSE 1.59 × 10−5 8.13 × 10−5 3.97 × 10−4

R-value 0.999 0.992 0.960

Examples of damage identification results

To further demonstrate the performance of using the proposed approach for damage identi-

fication, several typical damage examples are randomly selected from the datasets and the

damage identification results are visualized. Cases 1 and 2 are first illustrated and discussed.

Two single-element damage cases and one multiple-element damage case are randomly se-

lected from the testing datasets to demonstrate the accuracy of the trained model.

Figure 5-3: Single-element damage: major stiffness reduction sample with and without noise
measurement.

Figure 5-3 shows a single-damage case with a major stiffness reduction (24%) at element

No.8. It is observed that the damage can be located correctly for all cases. The identified

stiffness reductions for the clean dataset, a noisy dataset (SNR= 30dB) and another noisy
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dataset (SNR= 20dB) are 23.9%, 23.7%, and 23%, respectively. The results indicate that the

severities of damage can be estimated accurately. A single-damage case with a minor stiffness

reduction (3.5%) at element No.5 is shown in Figure 5-4. Although detecting minor damage

is a more difficult task especially when measurement noise effect is included, the proposed

approach can still accurately identify the damage location for all the cases. Consistently,

the estimated stiffness reductions (i.e., 3.6%, 2.9%, and 2.7%) are also very close to the true

damage level.

Figure 5-4: Single-element damage: minor stiffness reduction sample with and without noise
measurement.

Figure 5-5 demonstrates the damage identification result of a multiple-element damage

case. There are two minor stiffness reductions and one major stiffness reduction in the beam

structure for the scenario. Clearly, the identified stiffness reduction values agree well with

the true damage intensities, with 2 different levels of measurement noises included.

Figure 5-5: A multiple-element damage case with and without noise measurement.
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Figure 5-6: Single-element damage: major stiffness reduction case with noise measurement
and modelling uncertainty.

Figure 5-7: Single-element damage: minor stiffness reduction case with noise measurement
and modelling uncertainty.

Two single-element damage cases are randomly selected from the testing datasets for

Cases 3 and 4. Figure 5-6 shows the damage identification results of a major stiffness

reduction (26.5%) at the 1st element. The identified damage value is 26.5% for the case

with uncertainty, which is exactly the same as the true damage level. For Case 4, the

identification accuracy degrades slightly with the increment of noise level for the cases with

SNR of 30dB and 20dB. The identified stiffness reductions are 26.9% and 24.3% respectively.

The identification results agree well with the true damage severities. Another single-element

damage case with a minor stiffness reduction (5%) at element No.9 is shown in Figure 5-7.

Similar to the major damage case, the identified result of the uncertainty case (5.2%) matches

well with the true damage. The performance degrades marginally in the most challenging

Case 4. The identified stiffness reduction is 6.2% when both the modelling uncertainty and
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20 dB noise are included.

Figure 5-8 presents the multiple-element damage identification results for Case 3 and

Case 4, respectively. It is evident that all damage locations are correctly identified by

the proposed approach. Similar to the single-element damage cases, the identified stiff-

ness reductions are very close to the true damage levels when only uncertainty is included.

With the measurement noises included, the performance degrades slightly in the identified

damage results. Generally, the proposed approach can correctly identify damage locations

and approximately identify the damage severities for both Case 3 and Case 4. Overall,

all the simulation cases conducted in the numerical studies demonstrate that the proposed

SDI-DenseNet works effectively and accurately for structural damage identification using

acceleration responses.

Figure 5-8: A multiple-element damage case with both measurement noise and modelling
uncertainty.

5.5 Experimental validation

In this section, experimental studies are conducted to further validate the effectiveness of

the proposed approach. The performance comparison against CNN and ResNet models is

also conducted to verify the improvement of the proposed approach. A seven-storey steel

frame structure, described in Section 2.5.2, is used. In this study, experimental data are used

to investigate the accuracy and performance of the proposed SDI-DenseNet for structural

damage identification.

As discussed in Section 2.5.2, numerical data generated from the updated finite element
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model is used for training, validation, and testing of the developed network. The experi-

mental data collected from laboratory testing of damaged structures are used for testing the

accuracy of the proposed approach.

Two damage cases, i.e., a 12.5% stiffness reduction at the 6th element and a two-element

damage case with a 12.5% stiffness reduction at both the 6th and 12th elements, are in-

troduced in the frame structure in laboratory testings as shown in Figure 2-15. The data

generation process of the numerical data is presented in the next section.

Figure 5-9: The finite element model of the experimental testing frame structure.

5.5.1 Data Generation

The training datasets are generated based on the updated finite element model (described

in Section 2.5.1) of this frame structure with undamaged, single-element, and two-element
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damage cases by applying an impact force at node 44 in the 𝑥-direction as shown in Figure

5-9. Random impact force with 1-2% variance of the measured force in the tests is applied

to simulate the variations in the applied impact force. Acceleration responses are measured

from nine nodes at the sampling rate of 1000 Hz. For the single-element damage case, 4𝑥,

7𝑥, 9𝑥, 11𝑥, 17𝑥, 47𝑥, 50𝑥, 53𝑥, and 56𝑥 are selected as sensor measurement locations,

where 𝑥 denotes the acceleration response measured in the 𝑥-direction. 4𝑥, 5𝑥, 11𝑥, 14𝑥,

19𝑥, 50𝑥, 53𝑥, 56𝑥, and 59𝑥 are selected for the two-element damage case.

Since different sensor placements are employed in the experimental dynamic tests for

single and multiple damage cases, two networks are trained accordingly in this study. If

a large number of training examples including single and multiple damage scenarios with

different sensor placement configurations are available, training a network for identifying

both single and multiple damage scenarios is feasible. For the single-element damage case,

training data samples are generated by taking stiffness reduction in each element from 0% to

30% with an increment of 0.05%. Each sample is a concatenation of acceleration responses

from the selected sensor locations. 16,520 samples of damage cases and four samples of

undamaged cases are generated. For the two-element damage case, the stiffness is reduced

in randomly selected two elements with a maximum stiffness reduction of 30%. In total,

28,008 samples are generated.

The data pre-processing technique remains the same as the one used in the numerical

study described in Section 5.4.2. Acceleration responses measured for a damage case from

the selected sensor locations are formulated as a two-dimensional matrix of dimension (𝑚,

𝑛), where 𝑚 is the number of data points and 𝑛 is the number of sensors. Seventy elemental

stiffness parameters of the steel frame structure are defined as the output. For the single-

element damage case, 0.5 seconds of acceleration responses are acquired from each of nine

sensors at a 1000 Hz sampling rate. Therefore the input dimension is 500 × 9. For the two-

element damage case, the input dimension is 450×9, as 0.45 seconds of acceleration responses

are used. Although both cases use the same number of sensors, the locations of sensors are

different. Hence, two experiments with different networks are conducted separately using

different datasets. Similarly, for all experiments, the data generated from the updated finite

element model are split into three subsets for training (70%), validation (15%), and testing

(15%), respectively. Additionally, experimental acceleration response data collected from

laboratory testing are used as testing datasets for experimental verification to investigate if
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the proposed approach can identify the introduced damage in these two damage scenarios

of the laboratory frame structure.

5.5.2 Model Hyper-parameters

The hyper-parameters for experimental studies are selected accordingly based on the datasets.

A model with the layer of 𝐿 = 40 and model compression factor of 𝜃 = 0 (i.e., feature maps

are not compressed) is used for the single-damage element case. While a deeper model with

the layer of 𝐿 = 100 and compression factor of 𝜃 = 0.5 is used for the more challenging case,

i.e., two-damage element case. For both cases, the growth rate is set as 𝑘 = 12. Details of

these two models are presented in Tables 5.4 and 5.5, respectively.

Table 5.4: The architecture of the proposed network for experimental verification on single-
element damage case.

Layers Settings Output size

Convolution 20 × 1, strides = (5,1) 100 × 9 × 24

Dense Block(1)
[︂

1 × 1 conv
5 × 2 conv

]︂
×6 100 × 9 × 96

Transition Layer(1) 1 × 1 conv 100 × 9 × 96

2 × 2 ave pooling, strides = (2,2) 50 × 4 × 96

Dense Block(2)
[︂

1 × 1 conv
5 × 2 conv

]︂
×6 50 × 4 × 168

Transition Layer(2) 1 × 1 conv 50 × 4 × 168

2 × 2 ave pooling, strides = (2,2) 25 × 2 × 168

Dense Block(3)
[︂

1 × 1 conv
5 × 2 conv

]︂
×6 25 × 2 × 240

Regression Layer 25 × 2 global ave pooling 1 × 1 × 240

70 × 1 fully-connected, tanh 70

5.5.3 Performance Evaluation

Identification results using experimental data

The performance of the proposed SDI-DenseNet is evaluated by examining the damage iden-

tification results of both the single-element and two-element damage cases. Two networks

are trained and tested individually for each case, and the network architectures are pre-

sented in Tables 5.4 and 5.5, respectively. As aforementioned, 40 layers and 100 layers are

86



Table 5.5: The architecture of the proposed network for experimental verification on two-
element damage case.

Layers Settings Output size

Convolution 20 × 1, strides = (5,1) 90 × 9 × 24

Dense Block(1)
[︂

1 × 1 conv
5 × 2 conv

]︂
×16 90 × 9 × 216

Transition Layer(1) 1 × 1 conv 90 × 9 × 108

2 × 2 ave pooling, strides = (2,2) 45 × 4 × 108

Dense Block(2)
[︂

1 × 1 conv
5 × 2 conv

]︂
×16 45 × 4 × 300

Transition Layer(2) 1 × 1 conv 45 × 4 × 150

2 × 2 ave pooling, strides = (2,2) 22 × 2 × 150

Dense Block(3)
[︂

1 × 1 conv
5 × 2 conv

]︂
×16 22 × 2 × 342

Regression Layer 22 × 2 global ave pooling 1 × 1 × 342

70 × 1 fully-connected, tanh 70

used in the networks respectively for the single and multiple damage cases according to the

complexity of the damage identification problem of this structural model. CNN and ResNet

are also applied for comparison in both damage cases to demonstrate the advantages of

the proposed SDI-DenseNet. The number of layers, i.e., the depth of each model and their

corresponding number of parameters are shown in Table 5.6. It is demonstrated that with

the same structure, the number of training parameters is significantly reduced by using the

proposed approach. This makes the training more efficient, and is able to provide more

accurate results. For each case (single- and multiple-damage), the same number of layers

are used in all three networks to perform a fair comparison.

Table 5.6: Network parameters of each model with different depths.

Methods Depth Parameters Depth Parameters

CNN 40 0.95 Million 100 2.4 Million
ResNet 40 0.95 Million 100 2.4 Million
SDI-DenseNet 40 0.28 Million 100 0.84 Million
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Figure 5-10: Training and validation curves of MSE loss for the single-element damage case.

Single-element Damage Case

Figure 5-10 shows the training and validation curves of using CNN, ResNet, and SDI-

DenseNet for the single-element damage case. All networks are trained for 200 epochs

starting with an initial learning rate of 0.0001. According to the plots, the training becomes

stabilized and the validation loss of each network converges after 150 epochs. It is observed

that the training and validation losses of the proposed SDI-DenseNet consistently outper-

forms the other two methods. Besides, SDI-DenseNet shows the smallest gap between the

training and validation curves after stabilized, which indicates a better generalization on the

validation sets than the CNN and ResNet. The MSE and R-values of testing on the updated

finite element model are presented in Table 5.7. SDI-DenseNet shows the best performance

with the lowest MSE value of 1.9×10−5 and the highest R-value of 0.980, further indicating

that it can generalize better on the unseen datasets than the CNN and ResNet. The testing

results on the experimental test case are shown in Figure 5-11. It is clearly shown that

SDI-DenseNet can perfectly detect the location and quantify the severity of the damage,

i.e., a 12.5% stiffness reduction at the 12th element of the frame structure. The CNN and

ResNet can also be used to detect the location of damage at the 12th element, but with

less accurate damage quantification results of 7.5% and 9.6%, respectively. SDI-DenseNet

also gives much more accurate predictions at other locations while the other two methods

produce several false predictions, as observed in Figure 5-11.
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Table 5.7: Performance evaluation results on the numerical testing datasets for the single-
element damage case.

Metrics CNN ResNet SDI-DenseNet

MSE 3.3 × 10−5 2.9 × 10−5 1.9 × 10−5

R-value 0.963 0.967 0.980

Figure 5-11: Damage identification result for the single-element damage case of the frame
structure.

Two-element Damage Case

As aforementioned, 100 layers are used in training the three models, which is too deep for

the CNN to converge due to the gradient vanishing issue. Thus, no result is obtained and

presented from the CNN. Figure 5-12 shows the training and validation curves from the

ResNet and the proposed SDI-DenseNet for the two-element damage case. The training

process executes 200 epochs, and the initial learning rate is again set as 0.0001. Similarly,

the curves indicate that the training of both models converges at around 160 epochs, while

SDI-DenseNet consistently outperforms the ResNet with much lower training and validation

loss. For the numerical testing data, the performance evaluation is shown in Table 5.8. A

lower MSE value (8.7× 10−5) and a higher R-value (0.949) is obtained from SDI-DenseNet.

The results further demonstrate the effectiveness of SDI-DenseNet. Next, a real experimental

data set obtained in the laboratory is used to detect the damage. The same level (12.5%)

of stiffness reductions is introduced into the 6th and 12th elements of the structure. Figure

5-13 shows the damage identification results of the multiple damage case. It is observed

that both damages are well located. For SDI-DenseNet, the stiffness reduction of the first
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Figure 5-12: Training and validation curves of MSE loss for the two-element damage case.

damage in the 6th element is identified as 9.2%, whereas the second one is identified as

13.3%. The stiffness reductions obtained from the ResNet at both locations are 7.9% and

14.9%, respectively. It shows that SDI-DenseNet produces a more accurate identification

result on the overall damage quantification. Besides, more false positive predictions (more

than 1%) are obtained using the ResNet at the undamaged elements.

Table 5.8: Performance evaluation results on the numerical testing datasets for the two-
element damage case.

Metrics CNN ResNet SDI-DenseNet

MSE - 1.2 × 10−4 8.7 × 10−5

R-value - 0.932 0.949

5.6 Summary

This chapter presents a novel structural damage identification approach termed as SDI-

DenseNet, and investigates its effectiveness and accuracy by numerical and experimental

studies. Dense connectivity and feature concatenation are exploited in the architecture of

the proposed SDI-DenseNet. Diverse levels of features are preserved and reused to optimize

the network, which is especially beneficial to the task using time-domain responses. Be-

sides, dense connectivity mitigates gradient vanishing and strengthens feature propagation

and information flow. Time-domain acceleration responses are used to identify damages of

structures. The proposed SDI-DenseNet composes of dense blocks and transition layers,
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Figure 5-13: Damage identification results for the two-element damage case of the structure.

which correlates structural damages with the measured acceleration responses. A simply

supported beam structure is investigated in the numerical study for structural damage iden-

tification considering both modelling uncertainties and measurement noise. A seven-storey

steel frame structure in the laboratory is employed to evaluate the performance of the pro-

posed SDI-DenseNet, in comparison with the CNN and ResNet. Both the numerical and

experimental studies demonstrate the superior performance of SDI-DenseNet for identify-

ing structural damage locations and quantifying damage severities. Overall, SDI-DenseNet

fulfills good accuracy, robustness, and computational efficiency in structural damage identi-

fication applications.
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Chapter 6

On the Invertibility of Residual

Neural Networks

As described in Chapters 3, 4, and 5, several advanced deep learning based methods are used

to develop comprehensive frameworks for structural health monitoring (SHM) applications,

achieving good accuracy and efficiency in the identification of structural damages. The

progress achieved in this thesis indicates the potential of implementing these deep learning-

based SHM frameworks in real-world systems or structures. If these frameworks are to be

implemented in real-world SHM projects, rigorous security and robust evaluation are critical

since even the slightest flaw in deep learning models may have devastating effects.

Szegedy et al. [98] first showed that deep neural network models are vulnerable to adver-

sarial attacks in 2013. For instance, image classifiers can be fooled by adding an impercepti-

ble perturbation to the original input image. Since this revelation, there has been extensive

research [51,68,114] on adversarial attacks or the generation of adversarial examples in order

to develop robust neural networks against adversarial attacks. Recent work by Champneys

et al. [15] shows that adversarial attacks can also be a real threat to SHM frameworks built

on data-driven deep learning models. It is believed that the investigation of adversarial at-

tacks can help improve the robustness and security of data-driven SHM models, even though

limited progress has been made on this issue to the best of our knowledge.

A nice property of invertible neural networks is that it defines a bijective mapping from
0Part of this chapter is reprinted, with permission, from [Wang, R., An, S., Liu, W., & Li, L. Fixed-point

algorithms for inverse of residual rectifier neural networks. Mathematical Foundations of Computing, 4(1),
p.31. © 2021 AIMS. DOI: 10.3934/mfc.2020024].
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the input space to the output space and one can invert the latent representation back to its

corresponding input signal. With this property, people can have a better understanding on

transformations of hidden layers of deep neural networks. A brief introduction on invertible

neural networks and their applications are presented in Section 2.3.3. Specifically, some

recent works explore adversarial attacks via invertible neural networks. Dolatabadi et al. [26]

introduces AdvFlow: a novel adversarial attack model on image classifiers that exploits

the capacity of invertible neural networks to represent the density of adversarial examples

around a given target image. It was observed that AdvFlow improved the attack success

rate over other state-of-the-art approaches [36,48,67] on adversarially trained classifiers. Bai

et al. [8] propose a novel method to generate adversarial examples via i-ResNets [12] which

are invertible neural network models with contractive Lipschitz constants. The invertibility

property of neural networks can be used to investigate the difference between legitimate

and adversarial examples. In other words, a better understanding of the distribution of

perturbations may help to increase the robustness of classifiers against adversarial examples.

Motivated by the above observations, we investigate the invertible conditions of neural

networks. The invertible property of networks preserves all the information of the original

input that may help us to get a better understanding of the latent representations of the

invertible models and can be potentially used to improve the robustness and security of

the SHM frameworks. In this chapter, we first propose a novel fixed-point algorithm that

requires a weak constraint on the weights to invert a residual rectifier network in Section

6.1. Next, we further reduce the constraints under which a residual block is invertible,

and a tight condition is proposed in Section 6.2. Experimental results on structural damage

identification are also presented in Section 6.2, followed by a discussion on adversarial attacks

and how invertible neural networks may help to improve the robustness of SHM frameworks.

Lastly, we conclude this chapter in Section 6.3.

6.1 Fixed-Point Algorithms for Inverse of Residual Rectifier

Neural Networks

One of the fundamental difficulties in understanding the behaviour of deep neural networks is

the loss of information due to the rectifier activation wherein the information of the negative

components is discarded. As a consequence, the transformations of hidden layers may not be
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invertible, and the input signals cannot be recovered from their hidden layers. Many works

have investigated the invertibility of visual representations [27,72,94] to open the black box

of deep neural networks and understand deep representations, but have observed significant

information loss of the input signal with increasing depth.

In this section, we investigate the conditions under which the hidden layers of rectifier

neural networks are invertible. Under these conditions there is no information loss in hidden

layer transformations, and the inputs are recoverable from hidden layers. A recent work (i-

ResNets [12]) presents a contractive condition on the Lipschitz-constant of the convolution

path under which the residual unit is invertible. In this section, we present some weaker

conditions and propose new inverse algorithms for the invertible residual networks.

The rest of this section is organised as follows. Section 6.1.1 introduces the concept

of nonsingularity for rectifier linear transform and present the conditions under which the

rectifier linear transform is nonsingular and thus invertible. Section 6.1.2 investigates the

inverse of the residual units. Section 6.1.3 exhibits the architecture of the proposed simple

invertible network whereas Section 6.1.4 provides experimental results.

6.1.1 Inverse of Rectifier Linear Transform

In this section, we consider the rectifier linear equation

max(0,x) = 𝐴x + b (6.1)

and investigate the conditions on 𝐴 under which Eq.(6.1) has a unique solution for any given

b. Similar to linear transforms, these conditions are closely related to the nonsingularity of

the rectifier linear transform {max(0,x) −𝐴x}. A transform from R𝑛 to R𝑚, namely 𝑓(x),

is called nonsingular if 𝑓(x1) ̸= 𝑓(x2) holds for any x1 ̸= x2. Similarly, it is called singular if

there exists x1 ̸= x2 such that 𝑓(x1) = 𝑓(x2). Note that a linear transform 𝑓(x) = 𝐴x + b

is nonsingular if and only if 𝐴 is a nonsingular matrix. Apparently, if {max(0,x) − 𝐴x} is

nonsingular, the solution to (6.1) is unique for any b. On the other hand, if the solution to

(6.1) is unique for any b, {max(0,x) −𝐴x} must be a nonsingular transform.

Next we present a sufficient condition on 𝐴 such that Eq. (6.1) has a unique solution

for any given b.
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Theorem 1 If
1

2
(𝐴+𝐴𝑇 ) < 𝐴𝐴𝑇 (6.2)

then the solution of x to Eq. (6.1) is unique for any given b.

Theorem 1 shows that when 𝐴 is large enough, the solution of (6.1) is unique. For

instance, let 𝐴 be a nonsingular matrix, if (𝐴 + 𝐴𝑇 ) is negative definite, then (6.2) holds

and the solution to Eq. (6.1) is unique. Otherwise, let 𝜎1 > 0 be the largest eigenvalue of

(𝐴+𝐴𝑇 ) and 𝜎2 > 0 be the smallest eigenvalue of 𝐴𝑇𝐴. Then for 𝛼 > 𝜎1/(2𝜎2), 𝛼𝐴 satisfies

(6.2) and thus (max(0,x) − 𝛼𝐴x) is nonsingular. This shows that for any non-singular 𝐴,

if 𝛼 is sufficiently large, (max(0,x) − 𝛼𝐴x) is then nonsingular.

Proof: Note that max(0,x) = max(0,−x) + x. Equation (6.1) implies that

max(0,−x) = (𝐴− 𝐼)x + b. (6.3)

Suppose Equation (6.1) has two different solutions, namely x1 and x2. Then we have

⎡⎣ max(0,x1) − max(0,x2)

max(0,−x1) − max(0,−x2)

⎤⎦
=

⎡⎣ 𝐴

𝐴− 𝐼

⎤⎦ (x1 − x2).

(6.4)

From Proposition 8 of [5], it follows that

⃦⃦⃦⃦
⃦⃦
⎡⎣ max(0,x1) − max(0,x2)

max(0,−x1) − max(0,−x2)

⎤⎦⃦⃦⃦⃦⃦⃦ ≤ ‖x1 − x2‖ (6.5)

which, from Eq. (6.4), implies

⃦⃦⃦⃦
⃦⃦
⎡⎣ 𝐴

𝐴− 𝐼

⎤⎦ (x1 − x2)

⃦⃦⃦⃦
⃦⃦ ≤ ‖x1 − x2‖ . (6.6)
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Since 𝐴𝑇𝐴 ≥ 1
2(𝐴+𝐴𝑇 ), we have

⎡⎣ 𝐴

𝐴− 𝐼

⎤⎦𝑇 ⎡⎣ 𝐴

𝐴− 𝐼

⎤⎦ = 2𝐴𝑇𝐴−𝐴−𝐴𝑇 + 𝐼 ≥ 𝐼 (6.7)

and therefore ⃦⃦⃦⃦
⃦⃦
⎡⎣ 𝐴

𝐴− 𝐼

⎤⎦ (x1 − x2)

⃦⃦⃦⃦
⃦⃦ > ‖x1 − x2‖, ∀x1 ̸= x2. (6.8)

Hence (6.6) holds only when x1 = x2, which implies that the solution to Eq (6.1) is unique.

�

Next we present an algorithm to solve the rectifier linear equation (6.1), that is, compute

x with given 𝐴 and b.

From Eq.(6.1) and note that max(0,−x) = max(0,x) − x, we have

⎡⎣ max(0,x)

max(0,−x)

⎤⎦ =

⎡⎣ 𝐴

𝐴− 𝐼

⎤⎦x +

⎡⎣ b

b

⎤⎦ (6.9)

and therefore

x =

⎡⎣ 𝐴

𝐴− 𝐼

⎤⎦† ⎡⎣ max(0,x)

max(0,−x)

⎤⎦
−

⎡⎣ 𝐴

𝐴− 𝐼

⎤⎦† ⎡⎣ b

b

⎤⎦ .
(6.10)

The proposed fixed-point inverse algorithm is described as below:

1) Let x0 = b;

2) for 𝑘 = 1, 2, · · · , do

x𝑘 =

⎡⎣ 𝐴

𝐴− 𝐼

⎤⎦† ⎡⎣ max(0,x𝑘−1)

max(0,−x𝑘−1)

⎤⎦
−

⎡⎣ 𝐴

𝐴− 𝐼

⎤⎦† ⎡⎣ b

b

⎤⎦ .
(6.11)

until ‖x𝑘 − x𝑘−1‖ < 𝜖 where 𝜖 is a threshold for convergence.
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Note that the maximum singular value of

⎡⎣ 𝐴

𝐴− 𝐼

⎤⎦†

is less than 1 under the condition

in Theorem 1, and

x𝑘+1 − x𝑘 =

⎡⎣ 𝐴

𝐴− 𝐼

⎤⎦† ⎡⎣ max(0,x𝑘) − max(0,x𝑘−1)

max(0,−x𝑘) − max(0,−x𝑘−1)

⎤⎦ (6.12)

we have

‖x𝑘+1 − x𝑘‖ <

⃦⃦⃦⃦
⃦⃦
⎡⎣ max(0,x𝑘) − max(0,x𝑘−1)

max(0,−x𝑘) − max(0,−x𝑘−1)

⎤⎦⃦⃦⃦⃦⃦⃦
< ‖x𝑘 − x𝑘−1‖.

(6.13)

Hence, this algorithm converges if the condition (6.2) in Theorem 1 is satisfied. From

Theorem 1, the solution is unique and therefore the algorithm converges to its unique solu-

tion.

6.1.2 Inverse of Residual Units

For residual networks with rectifier as the nonlinear activation function, we have

x𝑘+1 = max(0,𝑊𝑘x𝑘 + b𝑘) + x𝑘 (6.14)

where 𝑊𝑘 is the linear transformation matrix which may include convolution and batch

normalization since both of them are essentially linear transforms.

Next, we consider the conditions under which x𝑘 is recoverable from x𝑘+1. Let z𝑘 =

𝑊𝑘x𝑘 + b𝑘 and assume that 𝑊𝑘 is nonsingular, we have

x𝑘 = 𝑊−1
𝑘 z𝑘 + �̂�𝑘 (6.15)

where b̂𝑘 = −𝑊−1
𝑘 b𝑘. Rewrite (6.14) in terms of z𝑘, we have

x𝑘+1 = max(0, z𝑘) +𝑊−1
𝑘 z𝑘 + �̂�𝑘 (6.16)

that is,

max(0, z𝑘) = −𝑊−1
𝑘 z𝑘 + x𝑘+1 − �̂�𝑘. (6.17)
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From Theorem 1, if

𝑊−𝑇
𝑘 𝑊−1

𝑘 ≥ 1

2
(−𝑊−1

𝑘 −𝑊−𝑇
𝑘 ), (6.18)

i.e.,

𝐼 ≥ 1

2
(−𝑊𝑘 −𝑊 𝑇

𝑘 ), (6.19)

then z𝑘 is recoverable from x𝑘+1. Since x𝑘 is recoverable from z𝑘, x𝑘 is recoverable from

x𝑘+1 as well.

Hence, we have

Corollary 2 If 𝑊𝑘 is nonsingular and

− (𝑊𝑘 +𝑊 𝑇
𝑘 ) ≤ 2𝐼, (6.20)

then x𝑘 is recoverable from x𝑘+1 using Eq.(6.14). That is, the transform from x𝑘 to x𝑘+1

in a residual hidden layer is nonsingular.

Next, we present a fixed-point inverse algorithm for the inverse of a residual unit. For

the inverse of a residual unit, one needs to solve the following rectifier equation:

max(0,𝑊x + b) = −x + c (6.21)

which is equivalent to

max(0,−𝑊x− b) = −(𝐼 +𝑊 )x + c− b. (6.22)

By combining these two equations, we have

⎡⎣ 𝐼

𝐼 +𝑊

⎤⎦x = −

⎡⎣ max(0,𝑊x + b)

max(0,−𝑊x− b

⎤⎦ +

⎡⎣ c

c− b

⎤⎦ (6.23)

and therefore

x = −

⎡⎣ 𝐼

𝐼 +𝑊

⎤⎦† ⎡⎣ max(0,𝑊x + b)

max(0,−𝑊x− b

⎤⎦
+

⎡⎣ 𝐼

𝐼 +𝑊

⎤⎦† ⎡⎣ c

c− b

⎤⎦
(6.24)
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The proposed inverse algorithm is as below

1) Let x0 =

⎡⎣ 𝐼

𝐼 +𝑊

⎤⎦† ⎡⎣ c

c− b

⎤⎦;

2) for 𝑘 = 1, 2, · · · , do

x𝑘 = −

⎡⎣ 𝐼

𝐼 +𝑊

⎤⎦† ⎡⎣ max(0,𝑊x𝑘−1 + b)

max(0,−𝑊x𝑘−1 − b)

⎤⎦
+

⎡⎣ 𝐼

𝐼 +𝑊

⎤⎦† ⎡⎣ c

c− b

⎤⎦
(6.25)

until ‖x𝑘 − x𝑘−1‖ < 𝜖 where 𝜖 is a threshold for convergence.

For convolution layers, we need to carefully consider the implementation of the pseudo-

inverse of

⎡⎣ 𝐼

𝐼 +𝑊

⎤⎦ since the size of 𝑊 is extremely large. We need to find an efficient

way to compute the pseudo-inverse through convolutions/deconvolutions. Note that the

pseudo-inverse of

⎡⎣ 𝐼

𝐼 +𝑊

⎤⎦ equals to:

⎛⎜⎝
⎡⎣ 𝐼

𝐼 +𝑊

⎤⎦𝑇 ⎡⎣ 𝐼

𝐼 +𝑊

⎤⎦
⎞⎟⎠

−1 [︁
𝐼 𝐼 +𝑊 𝑇

]︁
=

(︀
2𝐼 +𝑊 +𝑊 𝑇 +𝑊 𝑇𝑊

)︀−1
[︁
𝐼 𝐼 +𝑊 𝑇

]︁
.

(6.26)

Then Eq. (6.25) can be rewritten as

x𝑘 =
(︀
2𝐼 +𝑊 +𝑊 𝑇 +𝑊 𝑇𝑊

)︀−1
[︁
𝐼 𝐼 +𝑊 𝑇

]︁⎡⎣ y1

y2

⎤⎦
=

(︀
2𝐼 +𝑊 +𝑊 𝑇 +𝑊 𝑇𝑊

)︀−1 (︀
y1 +

(︀
𝐼 +𝑊 𝑇

)︀
y2

)︀
=

(︁
𝐼 + (𝐼 +𝑊 )𝑇 (𝐼 +𝑊 )

)︁−1 (︀
y1 +

(︀
𝐼 +𝑊 𝑇

)︀
y2

)︀
(6.27)

where y1 = c− max(0,𝑊x𝑘−1 + b) and y2 = c− b− max(0,−𝑊x𝑘−1 − b).

Let 𝐹 be the filter for the convolution associated with 𝑊 . 𝑊 𝑇 can be implemented using

convolution with filter 𝐹 𝑇 . To obtain
(︀
𝐼 +𝑊 𝑇

)︀
y2, one can implement it as a convolution

𝐹1 * y2. Here, 𝐹1 is the associated filter, that is 𝐹1 = (𝐶 + 𝐹 𝑇 ), while 𝐶 is a matrix whose

99



central element is 1 and other elements are zero.

Then Eq. (6.27) can be simplified as

(︁
𝐼 + (𝐼 +𝑊 )𝑇 (𝐼 +𝑊 )

)︁
x𝑘 = y (6.28)

where y equals to
(︀
y1 +

(︀
𝐼 +𝑊 𝑇

)︀
y2

)︀
. It can be implemented as a convolution as well, that

is 𝐹2 *x𝑘 = y. 𝐹2 is the associated convolution filter of
(︁
𝐼 + (𝐼 +𝑊 )𝑇 (𝐼 +𝑊 )

)︁
, which can

be easily obtained via 𝐹2 = 𝐶2 + (𝐶1 + 𝐹 )𝑇 * (𝐶1 + 𝐹 ). Note that 𝐶1 and 𝐶2 are matrices

whose central element is 1 and other elements are zero. Finally, we can compute x𝑘 through

deconvolution [91] once 𝐹2 and y are obtained.

Comparison to the existing fixed-point algorithm

In [12], another fixed-point algorithm is presented to inverse a residual network. When

applied to Eq. (6.21), this algorithm can be described as below.

1) Let x0 = c;

2) for 𝑘 = 1, 2, · · · , do

x𝑘 = c− max(0,𝑊x𝑘−1 + b) (6.29)

until ‖x𝑘 − x𝑘−1‖ < 𝜖 where 𝜖 is a threshold for convergence.

For the convergence of this algorithm, the maximum singular value of 𝑊 should be less than

1, that is

− 1 <
x𝑇𝑊x

x𝑇x
< 1, ∀ x (6.30)

and therefore

− 2𝐼 < 𝑊 +𝑊 𝑇 < 2𝐼 (6.31)

which is much stronger than the condition in Eq.(6.20), i.e., (𝑊𝑘 + 𝑊 𝑇
𝑘 ) ≥ −2𝐼, for the

convergence of the proposed algorithm.

6.1.3 Invertible Network Architecture

To test the proposed fixed-point inverse algorithm, we construct a simple invertible network,

which is illustrated in Figure 6-1. The components BN and pointwise convolutions are
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invertible [57] since they are nonsingular linear transformations. A deconvolution technique

called Inverse Filtering [91] is used to reverse the effects of general convolution operation on

the input signal. Next, the architecture of the proposed invertible network is presented in

detail, followed by the inverting operation of the bidirectional ReLU layer.

Network Architecture

As presented in Eq.(6.14), 𝑊𝑘 in a residual unit is the linear transformation matrix which

may be a convolution layer, or a batch normalization layer, or a combination of them.

However, batch normalization and the 3 × 3 convolution cannot be inverted together in the

residual unit. Therefore, we move the batch normalization out of the residual unit when

designing the network architecture. In our experiments, only one residual unit is used in the

network. The architecture of the specially designed residual network is illustrated in Figure

6-1, in which the layers in green are invertible.

The network starts with a regular 3 × 3 × 5 convolution layer, which expands the input

to a higher dimension. Then, the feature dimension is doubled by a bidirectional ReLU

activation. For a regular ReLU activation function, it is defined as 𝑓(x) = x+ = max(0,x),

where x is the input to a neuron. Only the positive part of x is preserved, hence it is

impractical to reverse this activation operation in a normal layer. To address this issue, we

use a bidirectional ReLU that preserves all the information of x. It can be defined as

𝑓(x) =

⎡⎣x+

x−

⎤⎦ =

⎡⎣ max(0,x)

max(0,−x)

⎤⎦ , (6.32)

where the square brackets denote a matrix concatenation in channel dimension. That is

why the feature dimension is doubled after a bidirectional ReLU activation. An invertible

residual unit is added afterwards. Here we use a 3×3×10 filter in depthwise conv layer in the

residual unit after which a 1×1×10 in pointwise convolution layer and a batch normalization

layer are added. Finally one dropout layer and two fully-connected layers are introduced for

a classification problem. The proposed residual network achieves a comparable performance

for classification in our experiments. Experiment results are presented in Section 6.1.4.
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Figure 6-1: The proposed simple residual network architecture.

Invertibility of Bidirectional ReLU

The bidirectional ReLU used after the first conv layer in the proposed network preserves all

the information of x (Eq.(6.32)). Thus it has the property of recovering the original input

data, which can be achieved by

x = x+ − x− = max(0,x) − max(0,−x). (6.33)

6.1.4 Experimental Results

Experiments are conducted to validate the performance of the proposed fixed-point inverse

algorithms for the rectifier linear transform in the residual units in Eq.(6.25). We compared

our inverse algorithms with the existing inverse algorithm presented in [12], which also inverts

a residual layer via a fixed-point method. The experimental results demonstrate that the

proposed inverse algorithms are more widely applicable than the method we compared as

claimed theoretically in Section 6.1.2. In other words, the proposed fixed-point algorithm

works on more cases under weaker conditions. The experiment details are described below.

A special residual network using only one residual unit is used and its architecture is

described in Section 6.1.3. As shown in Figure 6-1, the layers in green are all invertible.

Based on Theorem 1, if the weights in a residual layer are small enough, the residual unit is

guaranteed invertible. Thus, a max norm constraint( e.g., max norm is 0.5) is enforced on

the kernels of the depthwise convolution layer in our implementation. The value is selected

based on the validation dataset.

To validate the invertibility of the proposed method and visualize the recovered input
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Figure 6-2: Comparison of recovered images to original digit images. The 1st row illustrates
the original images, whereas the 2nd and 3rd rows show the recovered images from the
proposed fixed-point method and the existing fixed-point method, respectively.

signal in a more intuitive manner, an image dataset, MNIST [62] data set, is used in the

experiments. The experimental results indicate that the proposed residual network shows

good invertibility under this condition while achieves a good performance for classification.

The MNIST database consists of 70,000 handwritten digits examples. The whole database

is split into three subsets: 50,000 for training, 10,000 for validation and another 10,000 for

testing. Each digit is a 28 × 28 grey scale image. 60 epochs are executed while Adam

optimizer with learning rate 0.001 is used during the training stage. The test classification

error of the proposed residual network is 0.88% , which is comparable to the state-of-art

performance on MNIST without data augmentation [87], despite using a small network with

weight constraints enforced.

The invertibility of the proposed architecture is then validated based on the trained

classification model. The layers shown in green in Figure 6-1 are all invertible as discussed

above. We use the inverse algorithm presented in Eq.(6.25) to recover the original images

from the residual unit. Again, the proposed inverse algorithm for residual units is compared

with the existing fixed-point method. Six samples are randomly selected from the training

set for recovering (Figure 6-2). It can be seen that each sample is successfully reconstructed

from the invertible model using the proposed method. Figure 6-2 also demonstrates that

the recovered images of the proposed approach are much better than those recovered using

the existing fixed-point method [12].
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Figure 6-3: Relative error rates (%) of the recovered images. One hundred samples per each
class, in total 1000 samples, were chosen and recovered.

To further study the applicability of our model, we conducted this recovering on 1000

MNIST images and the relative error is shown in Figure 6-3. 100 samples per class are

randomly chosen and recovered. We calculate the relative errors between the original images

x and the recovered images ̂︀x based on 𝐸𝑟 = ‖̂︀x−x‖
‖x‖ × 100%. The relative errors for all

recovered images using the proposed method are zeros. The same validation is conducted

on the existing fixed-point method, and the relative error for all cases are above 68%. Thus

it can be concluded that the existing method fails to invert the trained residual network

model.

In summary, the proposed simple invertible network performs well in classification and

its invertibility is guaranteed at the same time. Besides, the proposed fixed-point inverse

algorithm is more widely applicable, in the sense that it works on more cases under a weaker

condition comparing to the existing fixed-point method.
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6.2 General Invertible Residual Blocks in Deep Learning Net-

works

Section 6.1 considers the same problem of invertible residual networks as [12] but presents

weaker conditions under which a residual block is invertible. This section further reduces

the constraints and investigate necessary and sufficient conditions under which a residual

block with one ReLu layer is invertible. For residual blocks with general densely or sparsely

connected layers, we will show that the inverse problem of residual blocks is closely related

to the well known Linear Complementarity Problem (LCP) [21]. Based on this connection,

for residual blocks with one ReLU layer inside the residual path, we provide a necessary and

sufficient condition for a residual block to be invertible under a mild assumption on the linear

transform in the residual path. For standard residual blocks with Batch Normalisation (BN),

convolution (CONV), and ReLU layers, we show that, if the convolution is implemented with

zero padding on the top and the left sides, their invertibility depends only on the scaling

factors of the BN layers and one element of each CONV filter. The provided conditions are

necessary and sufficient, and also are easy to check. The experimental results demonstrate

that this condition can be easily imposed by initializing the elements of the convolution

filters.

The remainder of this section is organized as follows. Sections 6.2.1 and 6.2.2 present the

invertibility of residual blocks for vectors and convolutions, respectively. Next, Section 6.2.3

reports the experimental results. Finally, Section 6.2.4 discusses the promising direction of

adversarial attacks using the proposed invertible residual network.

6.2.1 Invertibility of Residual Blocks for Vectors

Consider a general residual block in Figure 6-4, where the relationship between the input x

and the output y can be described as:

z1 = 𝑊1x + b1

y = x +𝑊2 max(0, z1) + b2

(6.34)

where z1 is the output of the first linear transform and also the input of the rectifier layer

(i.e., ReLU).

The linear transformation can be a convolution layer, a fully connected layer, a batch
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Figure 6-4: General Residual Blocks with One Layer of ReLU.

normalization layer, or a combination of them such as a convolution layer followed by a

batch normalization layer.

In this section, we are interested in finding the conditions under which the input x can

be recovered from the output y. An invertible residual block can change the shape of the

data distribution but will never make different inputs identical in the output.

Interestingly, we will show that the inverse problem of residual networks is connected to

the well-known linear complementarity problem (LCP) [21] where a special type of matrices

called 𝑃 -matrix [73] is involved. Next, we will introduce 𝑃 -matrix, LCP and then present

the conditions under which a residual block is invertible.

P-Matrix

A matrix is called a 𝑃 -matrix if all its principal minors are positive. A principal minor

of a matrix is the determinant of a principal submatrix while a principal submatrix is a

submatrix containing columns and rows from the same index set [92]. 𝑃 -matrices are square

matrices in which the principal minors are all positive. For example, a 2 × 2 matrix 𝑄 is a

𝑃 -matrix if and only if 𝑄11 > 0, 𝑄22 > 0 and |𝑄| = 𝑄11𝑄22 −𝑄12𝑄21 > 0 where 𝑄𝑖𝑗 denote

the element of 𝑄 in the 𝑖𝑡ℎ row and 𝑗𝑡ℎ column.

The Linear Complementarity Problem (LCP)

Given a real matrix 𝑀 ∈ R𝑛×𝑛 and a vector q ∈ R𝑛, the linear complementarity problem

𝐿𝐶𝑃 (𝑀,q) seeks vectors z ∈ R𝑛 and w ∈ R𝑛 which satisfy the following constraints:

w = q +𝑀z

w ⪰ 0

z ⪰ 0

z𝑇w = 0.

(6.35)
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where z ⪰ 0 represents that every element of z is greater than or equal to 0.

Proposition 3 [21]. The Linear Complementarity Problem 𝐿𝐶𝑃 (𝑀,q) in (6.35) has a

unique solution for any q ∈ R𝑛 if and only if 𝑀 is a 𝑃 -matrix.

Invertibility Conditions

Theorem 4 Assume that 𝑊1 is nonsingular. Equation (6.34) has a unique solution of x

for every y if and only if 𝐼 +𝑊1𝑊2 is a 𝑃 matrix.

Proof: From Eq. (6.34), we have

y = x +𝑊2 max(0,𝑊1x + b1) + b2. (6.36)

Multiplying 𝑊1 and adding b1 on both sides of Eq. (6.36), with z1 = 𝑊1x + b1, we have

𝑊1y + b1 = 𝑊1x + b1 +𝑊1𝑊2 max(0,𝑊1x + b1) +𝑊1b2

= 𝑊1𝑊2 max(0, z1) + z1 +𝑊1b2

= (𝐼 +𝑊1𝑊2) max(0, z1) − max(0,−z1) +𝑊1b2

(6.37)

which is equivalent to the following equation

max(0,−z1) = (𝐼 +𝑊1𝑊2) max(0, z1) +𝑊1(b2 − y) − b1. (6.38)

Now let 𝑀 = 𝐼 + 𝑊1𝑊2,w = max(0,−z1), z = max(0, z1) and q = 𝑊1(y − b2) − b1,

then we have w ⪰ 0, z ⪰ 0, z𝑇w = 0 and w = q +𝑀z. Therefore, solving Equation (6.38)

for z1 is equivalent to solving the 𝐿𝐶𝑃 (𝑀,q). From Proposition 3, the solution of z1 to Eq.

(6.38) is unique for any y if and only if 𝐼 +𝑊1𝑊2 is a 𝑃 -matrix. Note that z1 = 𝑊1x + b1

and 𝑊1 is nonsingular, the solution of x to Eq. (6.36) for any y is unique if and only if

𝐼 +𝑊1𝑊2 is a 𝑃 -matrix, and this completes the proof.

�

Theorem 4 states that, if 𝑊1 is nonsingular and 𝐼 +𝑊2𝑊1 is a 𝑃 -matrix, the function

𝑓(x) = x +𝑊2 max(0,𝑊1x + b1) + b2 (6.39)

107



is a bijective mapping. That is, for any two different inputs x1 and x2 in R𝑛, we have

𝑓(x1) ̸= 𝑓(x2); and for any y ∈ R𝑛, there is one and only one x such that 𝑓(x) = y. Each

element in the input domain R𝑛 is paired with exactly one element in the range R𝑛 of the

mapping.

We conjecture that Theorem 4 still holds when the requirement on the nonsingularity of

𝑊1 is dropped. Next we show that this conjecture is true for one dimensional inputs and

outputs. The following Corollary is also particularly useful in investigating the invertibility

of residual blocks with convolutions, which will be presented in Section 6.2.2.

Corollary 5 Consider the equation

𝑓(𝑥) = 𝑦 (6.40)

where 𝑓(𝑥) = 𝑥+𝑤2 max(0, 𝑤1𝑥+𝑏1)+𝑏2 is a function of a single variable 𝑥, and 𝑤1, 𝑤2, 𝑏1, 𝑏2

are given real numbers. Then 𝑓(𝑥) = 𝑦 has a unique solution of 𝑥 for any 𝑦 ∈ R if and only

if 1 + 𝑤1𝑤2 > 0. Furthermore, when 1 + 𝑤2𝑤1 > 0, the unique solution is

𝑥 =

⎧⎨⎩ 𝑦 − 𝑏2, if 𝑏1 + 𝑤1𝑦 ≤ 0 or 𝑤2 = 0;

𝑦−𝑏2−𝑤2𝑏1
1+𝑤2𝑤1

, otherwise.
(6.41)

Proof: Theorem 4 implies that Corollary 5 holds when 𝑤1 ̸= 0. When 𝑤1 = 0, the

solution is 𝑥 = 𝑦 − 𝑤2 max(0, 𝑏1) − 𝑏2 which is obviously unique.

For the correctness of (6.41), it is easy to check that, if 𝑤2 = 0 or 𝑏1 + 𝑤1𝑦 ≤ 0, 𝑥 = 𝑦

is a solution to Eq. (6.40). If 𝑏1 + 𝑤1𝑦 > 0 and 𝑤2 ̸= 0, then 𝑥 = 𝑦 is not a solution and

therefore the solution must satisfy 𝑤1𝑥+ 𝑏1 > 0. Hence, Equation 6.40 is then equivalent to

𝑥+ 𝑤2(𝑤1𝑥+ 𝑏1) = 𝑦 − 𝑏2 which implies that 𝑥 = 𝑦−𝑏2−𝑤2𝑏1
1+𝑤1𝑤2

.

�

Next we extend this scalar case to high dimensional cases with a special type of transfor-

mation where the transformation matrices are lower triangular matrices. In Section 6.2.2,

we will show that, when we rewrite the images as vectors, the associated transformation

matrices of convolutions are lower triangular if zero padding is applied on the left and the

top sides of the images. Moreover, the invertibility of the residual units with lower triangular

transforms only depends on the diagonals of the triangular matrices.
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Theorem 6 Assume that 𝑊1 and 𝑊2 are lower triangular matrices. Then Equation (6.34)

has a unique solution x for every y if and only if 𝐼 + 𝑊2𝑊1 is a 𝑃 matrix or equivalently

1 +𝑊2[𝑘, 𝑘]𝑊1[𝑘, 𝑘] > 0 for any 𝑘 = 1, 2, · · · , 𝑛 where 𝑊1[𝑘, 𝑘] and 𝑊2[𝑘, 𝑘] denote the 𝑘𝑡ℎ

diagonals of 𝑊1 and 𝑊2 respectively.

Proof: Let 𝑥𝑘, 𝑏1,𝑘, 𝑏2,𝑘 be the 𝑘𝑡ℎ elements of x, b1 and b2 respectively, and

𝑊𝑖 =

⎡⎢⎢⎢⎢⎢⎢⎣
𝑊𝑖[11] 0 · · · 0

𝑊𝑖[21] 𝑊𝑖[22] · · · 0
...

...
. . .

...

𝑊𝑖[𝑛1] 𝑊𝑖[22] · · · 𝑊𝑖[𝑛𝑛]

⎤⎥⎥⎥⎥⎥⎥⎦ , 𝑖 = 1, 2. (6.42)

The proof is proceeded by mathematics induction. We will first prove that Theorem 6

holds when 𝑛 = 1. From (6.34), we have

𝑥1 +𝑊2[11] max(0,𝑊2[11]𝑥1 + 𝑏1,1) + 𝑏2,1 = 𝑦1 (6.43)

which, by Corollary 5, has a unique solution for any 𝑦1 if only if 𝑊2[1, 1]𝑊1[11] > −1.

Now assume that Theorem 6 holds for 𝑛 = 𝑘 − 1, that is, the solutions of 𝑥1, · · · , 𝑥𝑘−1

to Eq. (6.34) for any 𝑦1, · · · , 𝑦𝑘−1 are unique if only if 𝑊2[𝑖𝑖]𝑊1[𝑖𝑖] > −1 holds for any

1 ≤ 𝑖 ≤ 𝑘 − 1. Next we prove that Theorem 6 holds when 𝑛 = 𝑘. From (6.34), we have

𝑥𝑘 +
[︁
𝑊2[𝑘1] · · · 𝑊2[𝑘𝑘]

]︁⎡⎢⎢⎢⎣
max(0,𝑊1[11]𝑥1 + 𝑏1,1)

...

max
(︁

0,
∑︀𝑘

𝑖=1𝑊2[𝑘𝑖]𝑥𝑖 + 𝑏1,𝑘

)︁
⎤⎥⎥⎥⎦ + 𝑏2,𝑘 = 𝑦𝑘 (6.44)

which is equivalent to

𝑥𝑘 +𝑊2[𝑘𝑘] max(0,𝑊1[𝑘𝑘]𝑥𝑘 + �̂�1,𝑘) + �̂�2,𝑘 = 𝑦𝑘 (6.45)

where
�̂�2,𝑘 , 𝑏2,𝑘 +

∑︀𝑘−1
𝑖=1 𝑊2[𝑘𝑖] max

(︁
0,
∑︀𝑘−1

𝑗=1 𝑊1[𝑘𝑗]𝑥𝑗 + 𝑏1,𝑖

)︁
�̂�1,𝑘 , 𝑏1,𝑘 +

∑︀𝑘−1
𝑖=1 𝑊1[𝑘𝑖]𝑥𝑖.

(6.46)

Hence, when 𝑥1, · · · , 𝑥𝑘−1 are given, by Corollary 5, the solution of 𝑥𝑘 to Eq. (6.45) is

unique for any 𝑦𝑘 if and only if 1 + 𝑊2[𝑘𝑘]𝑊1[𝑘𝑘] > 0. Since the solutions of 𝑥1, · · · , 𝑥𝑘−1
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to Eq. (6.34) for any 𝑦1, · · · , 𝑦𝑘−1 are unique if only if 𝑊2[𝑖𝑖]𝑊1[𝑖𝑖] > −1 holds for any

1 ≤ 𝑖 ≤ 𝑘− 1, Theorem 6 holds for 𝑛 = 𝑘. By mathematical induction, Theorem 6 holds for

any positive integer 𝑛.

�

The Inverse Algorithm

Based on Eq. (8) in Corollary 3 and Eqs. (10, 12, 13), we present the pseudo code of the

proposed inverse algorithm below.

Algorithm 1 Inverse algorithm for a residual unit described in Eq. (1).

Require: y =
[︀
𝑦1, 𝑦2, · · · , 𝑦𝑛

]︀⊤ and 𝑊1,𝑊2,b1,b2.
1: Compute the first element: 𝑥1, by solving Eq. (10).
2: if 𝑊2[11] = 0 or 𝑊1[11]𝑦1 + 𝑏1,1 ≤ 0 then
3: return 𝑥1 = 𝑦1 − 𝑏2,1
4: else
5: return 𝑥1 =

𝑦1−𝑏2,1−𝑊2[11]𝑏1,1
1+𝑊2[11]𝑊1[11]

.
6: end if
7: Compute the rest elements:
8: for 𝑘 = 2, 3, · · · , 𝑛 do
9: Compute �̂�1,𝑘 and �̂�2,𝑘 using Eq. (13)

10: Compute 𝑥𝑘, by solving Eq. (12).
11: if 𝑊2[𝑘𝑘] = 0 or 𝑊1[𝑘𝑘]𝑦1 + �̂�1,𝑘 ≤ 0 then
12: return 𝑥𝑘 = 𝑦𝑘 − 𝑏2,𝑘
13: else
14: return 𝑥𝑘 =

𝑦𝑘−𝑏2,𝑘−𝑊2[𝑘𝑘]𝑏1,𝑘
1+𝑊2[𝑘𝑘]𝑊1[𝑘𝑘]

15: end if
16: end for
Ensure: The recovered x̂ =

[︀
𝑥1, 𝑥2, · · · , 𝑥𝑛

]︀⊤.

6.2.2 Invertible Residual Blocks for Convolutions

Consider the convolution

𝑌 = 𝑋 * 𝐹 (6.47)

where

𝐹 =

⎡⎢⎢⎢⎣
𝑓11 𝑓12 𝑓13

𝑓21 𝑓22 𝑓23

𝑓31 𝑓32 𝑓33

⎤⎥⎥⎥⎦ . (6.48)
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In order to make the size of the output 𝑌 equal to the size of the input 𝑋, zero padding

is required. There are different ways of zero padding such as zero padding on 1) the top

and the left sides; 2) the top and the right sides; 3) the bottom and the left sides; 4) the

bottom and the right sides; and 5) all the four sides surrounding the images. In this chapter,

we will consider the first zero padding method. For zero padding methods 2), 3) and 4),

similar results can be obtained following the same procedure to transform the convolution

of matrices into a triangular linear transform of vectors. However, for zero padding method

5), the convolution of matrices cannot be transformed into triangular linear transforms of

vectors.

Now let

�̂� =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

0 0 0 0 · · · 0

0 0 0 0 · · · 0

0 0 𝑥11 𝑥12 · · · 𝑥1𝑛

0 0 𝑥21 𝑥22 · · · 𝑥2𝑛
...

...
...

...
...

...

0 0 𝑥𝑛1 𝑥𝑛2 · · · 𝑥𝑛𝑛

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(6.49)

be the zero-padded matrix of 𝑋, and let y𝑇
𝑘 ,x

𝑇
𝑘 denote the 𝑘𝑡ℎ row of 𝑌 and 𝑋 respectively

(i.e., y𝑇
𝑘 = [𝑌𝑘1, · · · , 𝑌𝑘𝑛], x𝑇

𝑘 = [𝑋𝑘1, · · · , 𝑋𝑘𝑛]), we have

y1 = 𝑊1x1

y2 = 𝑊2x1 +𝑊1x2

y𝑘 = 𝑊3x𝑘−2 +𝑊2x𝑘−1 +𝑊1x𝑘, 𝑘 > 2

(6.50)

where

𝑊𝑖 ,

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

𝑓𝑖1

𝑓𝑖2 𝑓𝑖1

𝑓𝑖3 𝑓𝑖2 𝑓𝑖1
. . . . . . . . .

𝑓𝑖3 𝑓𝑖2 𝑓𝑖1

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, 𝑖 = 1, 2, 3. (6.51)

Therefore the convolution (6.47) of a matrix 𝑋 is equivalent to the following linear

transform of a vector x:

y = 𝑊x (6.52)
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x ,

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

y1

y2

y3

...

y𝑛

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
𝑊 ,

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

𝑊1

𝑊2 𝑊1

𝑊3 𝑊2 𝑊1

. . . . . . . . .

𝑊3 𝑊2 𝑊1

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
y ,

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

x1

x2

x3

...

x𝑛

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
. (6.53)

Note that 𝑊𝑖, defined in (6.51), are lower triangular matrices and all the diagonals of 𝑊1

are 𝑓11. Thus, the equivalent linear transform (6.52) of the convolution (6.47) is a triangular

linear transform and all the diagonals of 𝑊 are 𝑓11.

Batch normalization (BN) is another essential layer in residual blocks. BN can be de-

scribed as

𝑌 = 𝑠𝑋 + 𝑏 (6.54)

where 𝑋 is the input, 𝑌 is the output, 𝑠 is the scaling factor and 𝑏 is the bias. If we

transform the matrices 𝑌 and 𝑋 into vectors y and x similarly as that in the discussion of

convolution, we have y = 𝑠x + 𝑏 which is a special type of lower triangular transform with

a diagonal transformation matrix, namely 𝑠𝐼, where 𝐼 is an identity matrix.

To summarise the discussions above, we have

Lemma 7 Let y𝑇
𝑘 ,x

𝑇
𝑘 denote the 𝑘𝑡ℎ row of 𝑌 and 𝑋 respectively, and let y,x,𝑊 be defined

as in (6.53). Then

i) The BN transform in (6.54) is equivalent to y = 𝑠x + 𝑏.

ii) The convolution in (6.47) is equivalent to y = 𝑊x where 𝑊 is a lower triangular

matrix whose diagonals are all 𝑓11.

Now consider the residual block in Figure 6-5 (b) where the BN layer and the CONV

layer are described as in (6.54) and (6.47). From Lemma 7, the transformation of the residual

block in Figure 6-5 (b) is equivalent to the residual block in Figure 6-4 with𝑊1 = 𝑠𝐼,b1 = b,

𝑊2 = 𝑊 (where 𝑊 is defined in 6.53), b2 = 0. From Theorem 8, it follows

Theorem 8 Consider the residual block in Figure 6-5 (b), and let 𝑠 and 𝑏 be the scaling

factor and bias of BN layer and 𝑓11 be the element in the top left corner of the convolution

filter. If we use zero padding on the top and left sides to implement the convolution, the

residual block in Figure 6-5 (b) is invertible for any output 𝑌 if and only if 𝑠𝑓11 > −1.
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Figure 6-5: (a) A residual network; (b) A residual block with one ReLU layer.

6.2.3 Experimental Results

In this section, we first design a residual network for digit recognition and conduct experi-

ments on MNIST [62] dataset to check the invertibility condition and verify the effectiveness

of the inverse algorithm. We will also show how to initialize the filters to obtain invertible

residual blocks. Next, we conduct experiments on a SHM dataset of a beam structure (pre-

sented in Section 2.5.1) to further demonstrate the discriminative ability of the proposed

network for structural damage identification.

The Network Architecture: We construct an invertible residual network using the

invertible residual blocks described in Section 6.2.2. The architecture of the proposed in-

vertible residual network is illustrated in Figure 6-5. The first layer of the proposed network

is a general convolution (CONV) layer, followed by a bidirectional ReLU (Bi-ReLU) layer,

a BN layer, and a 1 × 1 convolution layer. The BN layer can be inverted directly by sub-

tracting the bias and then multiplying the inverse of the scaling factor. Bi-ReLU and 1 × 1

Convolution are also invertible. The Bi-ReLU activation placed after the first convolution

aims to preserve all the information of the input x by concatenating both the positive and

the negative parts of x. Thus, we can easily restore x from the output of the Bi-ReLU layer

through x = max(0,x) − max(0,−x). The 1 × 1 convolution is a linear transform which

can be formulated as y = Wx whose inverse function is simply x = W−1y when 𝑊 is

nonsingular.

Following the Bi-ReLU activation layer, an invertible residual unit and a 1×1 convolution

are repeatedly stacked 𝑛 times where 𝑛 is the required number of residual blocks. BN and
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ReLU layers are placed after the last 1 × 1 convolution in the last residual block, followed

by a dropout layer to avoid over-fitting. Finally, a dense layer with a lower dimension (e.g.,

500) is used before the output layer with softmax.

Figure 6-5(b) shows the residual block with a number of BN+ReLU+CONV in the

residual path. In the CONV layer, depthwise convolution is applied where the spatial con-

nvolution is conducted channel-wise. That is, each channel has a separate filter. Depthwise

convolution has been widely used in deep learning networks (e.g., in MobileNet [44] and

Xception [20]) to reduce the number of parameters. A 1 × 1 convolution is usually used

after the depthwise convolution layer to mix the channels. In the proposed residual network

architecture, we adopted this idea in a novel way. Instead of placing both depthwise convo-

lution and 1× 1 convolution in the residual unit, we place the depthwise convolution in the

residual unit but the 1 × 1 convolution is placed out of the unit so that each channel of the

residual block can be inverted separately. It should be noted that the network preserves all

the information of input until the last BN layer if the invertibility conditions are satisfied

for each residual block.

Experimental results on MNIST: The following experiments use the same settings

of database partition as in Section 6.1.4. Three experiments are conducted with two residual

blocks in the proposed residual network in Fig 6-5 where each block has one ReLU layer in

the residual block. In the first experiment, we check whether the trained models with the

Glorot uniform [33] initialization, a default initialization implemented in TensorFlow [1], are

invertible.

In the second experiment, we check how to initialize the filters so that the trained models

are invertible. As the invertibility requires 𝑠𝑓11 > −1, the 3 × 3 filters are initialized with

𝑓11 = 1 and 𝑓12 = 𝑓13 = 0 so that the invertibility conditions are satisfied at the beginning.

In the third experiment, the filters are initialized with 𝑓11 = −2 and 𝑓12 = 𝑓13 = 0 so

that the invertibility conditions are not satisfied at the beginning. This experiment aims to

check whether this initialization leads to a trained model which is not invertible and how

such models performs for classification accuracy.

For each experiment, we train 30 classification models each trained with random initial-

ization on the weights other than the convolution filters. For all the experiments, 60 epochs

are conducted with the Adam optimizer. The learning rate is set to 0.001 and decayed by a

factor of 0.5 once learning stagnates. The condition 𝑠𝑓11 > −1 is checked for each residual
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block in the classification models. For the first experiment, 10 out of the 30 trained models

are invertible, which shows that the condition of invertibility is not very strict as nothing is

enforced to constrain the filters. Moreover, the selected model with the best performance

on the validation data is invertible. For the second experiment, all the trained models are

invertible. This means the invertibility condition can be easily imposed by this simple ini-

tialization. Although this initialization cannot guarantee to result in an invertible residual

network, intuitively, a bigger value of the initialisation of 𝑓11 increases the chance to train

an invertible model. For the third experiment , none of the residual blocks are invertible.

This experiment and the second experiment demonstrate that the invertibility of the trained

neural network can be imposed by proper initialization on the convolution filters.

To check the classification performance for each initialization, we choose the model with

the smallest validation error and get the test errors of 0.71%, 0.72%, and 0.76% for the

Glorot Uniform initialization, the initialization with 𝑓11 = 1, and the initialization with

𝑓11 = −2, respectively.

To check the effectiveness of the proposed inverse algorithm, we inverse the classification

models by recovering the input images from the last invertible layer (i.e., the last BN layer).

For each model, 100 samples per digit class are randomly selected and recovered from the

last BN layer. For both models from experiment 1 and 2, all the 1000 images can be perfectly

recovered by the proposed inverse algorithm.

Experimental results on an SHM dataset: To demonstrate the discriminative abil-

ity of the proposed residual network for structural damage identification, we conducted an

experiment on a beam structure, which is described in Section 2.5.1. Acceleration responses

generated via the finite element model of the beam structure are used as the input. While

the stiffness reductions are used as the output. Details of the data generation and data pre-

processing are described in Sections 5.4.1 and 5.4.2, respectively. Four datasets generated

with four scenarios are used to evaluate the performance:

• Scenario 1: Baseline dataset without considering any measurement noise or modelling

uncertainties.

• Scenario 2: Measurement noise dataset includes 30dB of white noise in the acceleration

responses.

• Scenario 3: Uncertainty dataset includes 1% - 3% modelling uncertainties in the stiff-
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ness parameters.

• Scenario 4: Measurement noise + Uncertainty dataset includes both modelling uncer-

tainties (1% - 3%) and measurement noise (30dB).

27,182 samples are generated for the first two datasets, and 59,700 samples for the rest

two datasets, respectively. The datasets are randomly split into three subsets, namely, 70%

for training, 15% for validation, and another 15% for testing. The metrics, MSE and R-value,

are used to report the performance of the invertible networks.

The test results are shown in Tables 6.1 and 6.2, respectively. A standard residual net-

work (ResNet) is trained and compared with the proposed invertible ResNet. In terms of

both MSE and R-value, the proposed invertible ResNet has achieved marginally improve-

ments for the noise datasets in comparison with the standard ResNet. Moreover, it is

observed that in general, the proposed invertible ResNet can provide accurate structural

damage identifications. Thus, the proposed invertible ResNet preserves the discriminative

ability for this regression task.

It should be noted that the proposed SDI-DenseNet in Chapter 5 performs the best for

structural damage identification, even though the proposed invertible ResNet has marginally

improved the results over the standard ResNet. Despite this, the proposed invertible ResNet

may be used to generate adversarial examples that will help to increase the robustness and

security of SHM frameworks. The invertible DenseNet will also be investigated for future

studies.

Table 6.1: Performance evaluation on the Baseline dataset and the Measurement noise
dataset.

Methods Metrics Baseline Measurement Noise

ResNet MSE 9.6 × 10−6 1.9 × 10−4

R-value 0.999 0.986

Invertible ResNet MSE 1.9 × 10−5 1.5 × 10−4

R-value 0.999 0.989

6.2.4 Discussion on adversarial attacks via invertible neural networks

Deep neural networks have been discovered to be vulnerable to adversarial examples, i.e.,

fabricated samples that are often barely recognizable by humans but can fool deep neural
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Table 6.2: Performance evaluation on the Uncertainty dataset and the Measurement noise
+ Uncertainty dataset.

Methods Metrics Uncertainty Measurement Noise
+ Uncertainty

ResNet MSE 4.9 × 10−5 3.2 × 10−4

R-value 0.996 0.968

Invertible ResNet MSE 3.9 × 10−5 2.1 × 10−4

R-value 0.997 0.979

networks easily. For instance, by introducing small perturbations to an original clean image,

one can generate an adversarial image to misguide the image classifier and make an incorrect

label. It is also known as adversarial attacks.

This vulnerability to adversarial attacks can introduce real-world threats to systems

relying on deep neural networks, such as deep learning-based SHM systems. In the aspect

of adversarial falsification [108], adversarial attacks can be categorized into false-positive

attacks and false-negative attacks. For a structural damage identification task, a false-

positive example can be defined as the false labelling of the undamaged state as damaged,

whereas the false labelling of the damaged state as undamaged is a false-negative example

[15]. Falsely labeling damaged structures as healthy poses a serious concern. This type of

attack may lead to critical failure or worsening of structural health if it is left undetected.

Many research showed that adversarial training could improve the robustness of deep

neural networks by injecting adversarial examples in the training stage [35, 46, 105]. [8] re-

cently explored to achieved a deep understanding of adversarial examples through Invertible

Residual Networks (i-ResNets) [12]. For the majority of classifiers that map high-dimensional

input images to low-dimensional outputs, i.e., the classification logits, most information is

discarded during this mapping. However, their bijective network preserves all the classifi-

cation irrelevant information in the latent representation, i.e., non-logits. Though the goal

of adversarial examples attacks is only to modify the logits, their results suggest that the

current attack methods indeed also modify non-logits. In this regard, they propose a novel

approach to generate high-quality adversarial examples using the bijective network by first

modifying the latent representation and then using the invertibility property to obtain ad-

versarial images in the input space. This research opens up the door for effective adversarial

training via invertible neural networks. The proposed invertible residual network has the
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same bijective mapping property as i-ResNets but presents weaker conditions under which

a residual block is invertible. Therefore, the proposed invertible residual network can also

be used for adversarial example generation and training, which in turn can improve the

robustness and performance of deep learning-based SHM frameworks.

6.3 Summary

The invertibility of the residual networks with rectifier as activation functions has been inves-

tigated and conditions are presented for the residual units to be invertible. The conditions

are addressed for general rectifier linear units and can be used to analyse the invertibility

of other deep rectifier networks. A new fixed-point algorithm is also proposed to invert

hidden layers of residual networks, and a simple residual neural network is designed in our

experiments to validate the invertibility. The experimental results demonstrate that the

proposed fixed-point inverse algorithms can be used to invert more general residual units

which cannot be inverted by the existing fixed-point algorithm presented in i-ResNets [12].

After that, tight conditions have been presented for a residual block to be invertible. Com-

pared with the Lipschitz-constant constraints imposed in i-ResNets, the presented condition

is much weaker and easier to check. Experimental results demonstrate that the required

conditions can be easily imposed through proper initialization on the convolution filters. In

addition, experimental results show that the proposed invertible residual network preserves

the discriminative ability which performs well for both image classification and structural

damage identification. Moreover, recent studies show that invertible neural networks such

as i-ResNets and AdvFlow [26] have been explored to generate adversarial examples. Thus,

it is promising to apply the proposed invertible residual network to investigate adversarial

attacks or generate adversarial examples, thereby improving the robustness and security of

the deep learning-based SHM frameworks.
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Chapter 7

Conclusion and Future Works

7.1 Conclusions

In this thesis, we have developed advanced deep learning models for vibration-based struc-

tural damage identification. Vibration signals such as frequencies, mode shapes, and ac-

celeration responses are used as the input while the structural properties such as stiffness

parameters are the output. The underlying relationship between the input and output are

learned to perform efficient and effective damage identification. However, such vibration sig-

nals are often high-dimensional and noise-contaminated, and sometimes in multiple scales

or have multiple physical meanings. Thus, we propose comprehensive studies on this spe-

cific application to overcome the above-mentioned obstacles. Further, we investigate the

invertible conditions on residual neural networks. The invertibility property enables us to

have a better understanding on the deep representations in the hidden layers and can be

potentially used to generate adversarial examples to improve the robustness and security of

deep learning-based SHM frameworks.

Below we summarise the contributions of this thesis along with each objective stated in

Chapter 1, respectively.

• In Chapter 3, we proposed a parallel sparse autoencoder framework (Para-AF) that

is feasible to deal with multi-scale data or data of multiple physical meanings. This

framework consists of two main components: a parallel architecture-based dimension-

ality reduction component followed by a relationship learning component. The 1st

component consists of multiple sparse autoencoders that performs dimensionality re-
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duction and feature learning on the frequencies and mode shapes separately. The

learnt features from the frequencies and mode shapes are then concatenated as one

vector, which is used as the input to the relationship learning component. This compo-

nent is a deep autoencoder with multiple hidden layers that captures the relationship

between the learnt features and the structural stiffness parameters. Experiments are

conducted on both the clean dataset and noise dataset to evaluate the performance of

the proposed method. Also, the proposed Para-AF is compared with the state-of-the-

art approach, SAF, which is a sequential model processing the frequencies and mode

shapes together. The experimental results show that the proposed Para-AF provides

a more reasonable process to normalize and extract features separately from frequen-

cies and mode shapes, which significantly improves the accuracy and robustness of

structural damage identification.

• In Chapter 4, we exploit a convolutional neural network (CNN) based method, that is,

deep residual neural network (ResNet), to build a more efficient and effective structural

health monitoring framework. Compared to the autoencoder-based model presented

in Chapter 3, the proposed ResNet framework performs feature extraction and dam-

age identification in the end-to-end learning process, where pre-training and two-stage

learning strategies are no longer needed anymore. The framework makes use of the

advantages of CNN such as sparse interactions, parameter sharing, and equivariant

representations, which can be used for efficient feature learning from high-dimensional

data. Moreover, skip connections adopted in this framework solves the gradient van-

ishing/exploding issues in very deep architectures. Comprehensive performance evalu-

ation including numerical studies and experimental verifications are conducted to show

the effectiveness of this framework for damage identification. Evidently, the proposed

method shows high accuracy and good robustness, even when the data contains both

modelling uncertainties and measurement noise. Moreover, significant improvements

of this framework over the SAF and the well-known CNN methods are observed in

experiments.

• In Chapter 5, we present a novel structural damage identification framework termed

as SDI-DenseNet. Dense connectivity and feature concatenation are adopted in this

framework. It also mitigates the gradient vanishing problem via dense connections,
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while further strengthens feature propagation and information flow. Diverse levels of

features are preserved and reused during training, which fits well to tasks using time-

domain vibration response data, e.g., acceleration responses. A large number of sensors

are required to obtain the mode shapes used in Chapters 3 and 4, whereas a reduced

number of sensors are needed to collect the acceleration responses explored in this

study. Thus, it is of great practical value to conduct damage identification by using the

time-domain vibration responses. A simply supported beam structure is investigated

in the numerical study for structural damage identification considering both modelling

uncertainties and measurement noise. A seven-storey steel frame structure tested in

the laboratory is employed to evaluate the performance of the proposed SDI-DenseNet,

in comparison with the CNN and ResNet. Both the numerical and experimental studies

demonstrate the superior performance of the proposed SDI-DenseNet for identifying

structural damage locations and quantifying damage severities. It is observed SDI-

DenseNet outperforms other deep learning frameworks proposed in this thesis.

• In Chapter 6, an novel fixed-point algorithm is first proposed to invert hidden lay-

ers of residual networks, and a simple ResNet is designed to validate the invertibility

without sacrificing the discriminative performance. Next, tight conditions for a resid-

ual block to be invertible are presented. Experimental results demonstrate that the

required conditions can be easily imposed through proper initialization on the convo-

lution filters. A new invertible ResNet is constructed and shown to perform well on

both image classification and structural damage identification. It should be noted that

the proposed tights conditions are muck weaker and easier to check compares to the

Lipschitz-constant constraints imposed in i-ResNets. The proposed invertible ResNet

has potential to be applied to increase the robustness and security of the deep learning

SHM framework against adversarial attacks.

7.2 Future works

Despite the satisfactory performances achieved by all of the proposed approaches, there are

still possible extensions and unaddressed problems that can be studied for future works:

• As presented in Chapter 3, the proposed Para-AF framework is feasible to deal with

multi-scale data. Currently, we apply the framework to an SHM application, i.e., struc-
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tural damage identification. This framework can also be applied to other applications

(not limited to SHM applications) where the input features are also in multiple scales

or have multiple categories. Also, sparse autoencoders are used as the basic building

blocks in this framework, in which the hidden layers are dense layers. It would be

interesting to explore other types of autoencoders, such as convolutional autoencoders

in the framework.

• The proposed deep ResNet framework in Chapter 4 performs a comprehensive study

on the structural damage identification problem using modal information of structures.

Compared to the previous study proposed in Chapter 3, this deep ResNet framework

more efficient and robust to noise effects. To measure mode shapes used in this chapter,

however, it is usually necessary to have a large number of sensors covering the entire

structure, which is high-cost and impractical for large-scale structures. Future studies

on exploring other types of vibration signals that require less sensors, e.g., time-domain

responses will be investigated.

• The proposed SDI-DenseNet framework in Chapter 5 exploits another type of vibration

signal, i.e., time-domain acceleration response for structural damage identification.

This framework is superior to all the other methods proposed in this thesis. However,

all these studies are limited to numerical modelling and laboratory test. Future studies

on applying the proposed advanced deep learning based approaches for large-scale

structures in the wild will be conducted. Besides, an invertible ResNet is proposed in

this thesis and it marginally outperforms the standard ResNet for structural damage

identification. The investigation of invertible DenseNets will also be considered as our

future goal.

• The novel invertible ResNet proposed in Chapter 6 shows good discriminative per-

formance on SHM datasets, which is competitive with the performance of the non-

invertible ResNet. Though the proposed invertible ResNet indeed exhibits effective

invertibility, the benefits of this property need to be further exploited for SHM ap-

plications. In real-world applications, if deep learning SHM frameworks are to be

adopted, security is of the utmost importance. Some recent works discuss the invert-

ibility may help people to have a better understanding of the distribution of adversarial
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examples and improve the robustness of classifiers. In this case, we can apply the in-

vertible ResNet further to improve the robustness and security of the SHM frameworks

against adversarial attacks.

• The structural damage identification frameworks proposed in this thesis are basically

deterministic point prediction models. For the SHM applications, Bayesian neural

networks have great potentials because they account for uncertainties in model pa-

rameters (i.e., weights and bias) and propagate this into the predictions. Uncertainty

management is critical to support the decision-making in SHM applications. We con-

sider applying the Bayesian neural networks for structural damage identification as

one of our future research goals.
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