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Abstract

Computer vision is a quite popular field involving many disciplines. The knowl-

edge and technologies in computer vision provide a basis for other more complex

and more advanced computer applications such as automation and intelligence.

A basic branch in the computer vision field is the image matching domain relating

to varieties of algorithms, which is used for seeking similar parts between images

through the analysis of the correspondence, similarity, and consistency from fea-

tures, structures, relationships, etc. Currently, one of the hottest directions is

applying drones with computer vision to realize autonomous navigation.

An unmanned aerial vehicle (UAV) or known as drone, refers to a class of un-

manned aircraft operated by radio remote control equipment or its program con-

trol device. Because of such advantages as small size, low cost, and convenient

usability, UAV has acquired more and more applications in recent years. More-

over, with the development of computer vision technology, there is an increasing

demand that requires drones to integrate computer vision knowledge in order to

handle more difficult tasks independently without human intervention.

This thesis is mainly composed of two parts.

In part one, we analysed various computer vision algorithms and selected a suit-

able algorithm as the basic algorithm under the consideration of calculation speed

and accuracy. In the meanwhile, we discussed the characteristic of UAV images:

aerial images are of large scale disparity compared with satellite map and we also

have examined the matching difficulties brought by the scale differences. Then

we improved the basic algorithm and proposed a new method that could resolve
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this type of matching problem. The new algorithm is coined as “A fast match-

ing algorithm for the images with large scale disparity”. Finally, we conducted

extensive experiments to demonstrate the effectiveness of the proposed method.

In part two, we applied the fast image matching algorithm on the autonomous

navigation of UAV. Firstly, we briefly introduced some preliminary concepts of

UAV navigation. Then we discussed the conditions of UAV navigation and de-

termined the essential parameters and navigation rules. Thirdly, we designed

two algorithms to verify our conceptions: the first algorithm is to test the ef-

fectiveness of the conceived navigation regulations and to search for the critical

parameters; the second algorithm is to simulate the real navigation purely based

on computer vision, especially, the fast image matching algorithm. Finally, we

also compared the proposed method to another navigation algorithm to show a

better performance of the proposed navigation method. Furthermore, these re-

sults and conclusions could be combined with other methods to provide further

support for UAV’s navigation applications and expansions.

In this thesis, the fast matching algorithm for images with large scale disparity is

proposed. The new method is of better matching performance and faster match-

ing speed, which provides a possible solution for UAV navigation by means of

computer vision. Then the UAV autonomous navigation algorithm is designed

and the effectiveness is proved in the following experiments. Therefore, this the-

sis provides a smart and feasible navigation method for broader applications of

UAVs in the future.
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Chapter 1

Introduction

1.1 Background

Computer vision is an interdisciplinary science which studies how to make ma-

chines “see”. More precisely, it refers to the utilization of cameras and computers

instead of human eyes to identify, track, and measure targets (1; 2). Most of the

information that humans receive about the world comes from the vision. Simi-

larly, computer vision has become the basis of machine cognition to the world (3).

And the ultimate goal is to make computers “understand the world” like humans

(4). Computer vision does not have a strict definition and the similar and not

often distinguished are machine vision and robot vision (5; 6). In a narrower

sense, computer vision can be equivalent to image processing, image analysis, or

pattern recognition (7). Figure 1.1 shows that computer vision interacts many

disciplines, and it provides the basis for other domains.

The pioneers in the field of computer vision could date back to earlier times,

but it did not gain much attention and development until the late 1970s when

computers performance improved enough to handle large-scale data such as im-

ages (8). However, these developments often originate from the needs of solving

problems in other fields, and what is meant by computer vision has not been

formally defined. Often, there is no formula for how computer vision problems
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Figure 1.1: Computer vision is an overlapping field and it plays supportive role
for other areas.

should be solved (9). Nevertheless, people have begun to master some methods

for solving specific computer vision tasks.

With the performance improvement of computer hardware and the further devel-

opment of brain science and neuroscience, recently, a kind of traditional method

is renaissant, which is called Artificial Intelligence (AI) or Deep Learning (DL)

(10; 11; 12). The basic idea behind AI and DL is utilizing computers to simulate

the structure of the brain or the hierarchy of nerves, then using such a system to

make decisions and judgments. Therefore, AI is widely applied to object recog-

nition and pattern matching, which belongs to the central questions in computer

vision (13). As one of the representative methods in deep learning, Convolutional

Neural Networks (CNN), for example, is constructed by counterfeiting the visual

perception mechanism of animals. The better performance is acquired by CNN

in face recognition, fingerprints, text, and so on (14; 15).

The significance of computer vision is reflected in the problem it could solve.

Computer vision enables the digital world to interact with the real world. It

can equip many self-driving devices such as driverless cars, planes, and ships to

make them conduct the senior operation without human assistance (16; 17). The

autonomous equipment could greatly liberate human productivity. For instance,

UAVs are increasingly applied in agriculture, infrastructure inspection, and por-
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traying the three-dimensional map of cities (18). The Global Position System

(GPS), which is often used as navigation guidance, however, may not be always

available everywhere for the buildings’ occlusion and the limited GPS receiving

region (19; 20). Therefore, computer vision provides a possible solution for UAVs

to address such trouble – GPS failure. Nowadays, a few explorations are devel-

oped in order to make UAV navigate and control themselves more smoothly and

intelligently through computer vision technologies (21; 22).

Unfortunately, these computer vision methods including CNN are usually only

applicable to resolve some specific problems. They cannot be widely applied in

different situations. Normally, the application of these methods is a fundamental

part of the large scale systems that solve more complex problems such as medical

image processing, quality control, and measurement in industrial manufacturing

(23). In most practical applications of computer vision, computers are pre-set to

resolve specific tasks. Nevertheless, some algorithms based on machine learning

are becoming popular. Only when the research on brain science is much more

deeply developed and verified, the generic computer vision methods may come

true in the future (24).

1.2 Related work

Image matching is a fundamental task of computer vision. Image matching refers

to the procedure which identifies regions or structures with the same characteristic

between two or more images through certain feature detection and description

algorithms (25). For example, the matching between two grey images is achieved

by comparing the correlation coefficient between the target area and the searching

area within the same size window. By moving the searching window, the centre

point of the window can be selected as the Eigen point when the correlation

coefficient reaches the maximum compared to other places and this window could

represent the most similar area (26). Its essence is the optimal searching problem

based on similarity.
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1.2.1 Classification of image matching

According to the characteristic of the image and the purpose of matching, image

matching can be divided into different categories. Along with the different match-

ing methods, many corresponding image processing algorithms also appeared.

Pixel value-based matching. This type of matching is commonly carried on

grey images. The basic idea is that images are taken as two-dimensional signals,

and then the statistics information is utilized to find the correlations between

these signals. Grey matching often uses below similarity measurement functions

such as correlation function and covariance function to evaluate the similarity

and finally to determine the corresponding relationship between images (27).

A classic grey image matching algorithm is the normalization grey image match-

ing method (28). And the core procedure is that we take the pixel values within

a fixed window as a matrix so that the searching for matching is converted to

measuring the similarity between two window matrices separately in the target

image and searching image. The advantage of grey matching is that the principle

is simple and easy to realize in coding, but the disadvantage is that the com-

putation is complex and time-consuming. So, it is not suitable for applying in

real-time tasks. Nowadays, however, some acceleration methods appeared such

as FFT algorithm (29) and amplitude sorting algorithm (30).

Feature-based matching. This type of matching is commonly carried on a

colour image. Image features mean some representative structures such as points,

lines, areas, or senior features. The procedure of feature-based matching is that

firstly extract some special features from two or more images separately; then de-

scribe these features and finally use those described parameters to establish the

matching correspondence of features between images. Feature matching relates

to many mathematical operations such as matrix operations, gradient solving,

Fourier transforms, and Taylor expansions (31; 32; 33).

Accompanying different feature types, a lot of classic algorithms are proposed:

Harris, SITF, ORB, and BRIEF, which are based on point feature (34; 35; 36; 37);
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Figure 1.2: Harris corner detection.

edge feature algorithms include LoG operator and Sobel operator (38; 39). Re-

gional feature algorithms include LC and HC (40; 41). Formula (1.1) displays

the classic Harris corner detection algorithm, where w(x, y) is the window func-

tion and represents the image gradient, [u, v] represents the offset, and [x, y] is

each location within this window. Therefore, Harris equation could compute the

changing of gradient and the place where prominent changing occurs is selected

as a feature point. Figure 1-2 displays three conditions. In the first and second

scenarios, there are no gradient changes. Only when the green window moves

nearing the corner, the prominent gradient change will be detected in the third

condition.

Harris(u, v) =
∑
(x,y)

w(x, y)[I(x+ u, y + v)− I(x, y)]2 (1.1)

Relationship-based matching. Image matching based on a relationship is

an exploring domain and it booms with the development of artificial intelligence

on image processing. The normal solution is establishing a semantic network

(42). It has made great progress but has not made a breakthrough.

1.2.2 Matching methods

Normally matching method is an independent part of computer vision. Different

matching algorithms can be combined with different detection and description

algorithms under specific demands (43; 44). For example, matching based on

similarity is to calculate the distance among description vectors. Some classic
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matching algorithms include the sum of squared difference (SSD), the sum of

absolute difference (SAD), and RANSAC (45; 46). Furthermore, some classifica-

tion algorithms can also be used to a matching method such as SVM and KNN

(47; 48).

1.2.3 Procedure of image matching

There is no fixed model of image matching procedure. The specific image match-

ing process may vary according to the different characteristics of image features

and different matching targets, but the basic procedure is as follows (49; 50).

Image obtaining. Digital image is generated by one or more image sensors.

The sensors here can be various light-sensitive cameras including remote sens-

ing equipment, X-ray tomography, radar, and ultrasonic receiver. Depending on

sensors the generated picture can be a common two-dimensional image, a three-

dimensional image group, or an image sequence. The pixel value of the picture

often corresponds to the intensity of light in one or more spectral bands (grayscale

or colour map).

Examination or division. Sometimes it is necessary to segment the image at

first in order to separately extract more valuable parts for subsequent processing.

Pre-processing and features extracting. Some pre-processing are often

adopted to make the images meet the requirements of features extracting methods

and then certain feature or the feature combinations are extracted by implement-

ing specific computer vision methods.

Matching. Take a comprehensive consideration of sample size, feature dimen-

sions, matching efficiency and accuracy then select a suitable matching algorithm

or choose a combination of multiple matching algorithms to do the matching.
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1.3 Significance and contribution

With the development of computer vision and the emergence of civil unmanned

aerial vehicles, a fresh demand is proposed - realizing the autonomous navigation

of drones via CV technology. Computer vision could reduce the weight of a UAV

and increase its battery life. Moreover, UAVs equipped with computer vision can

cope with advanced tasks independently without human intervention. The ideal

navigation reference image is the satellite map so the question of UAV navigation

with the help of computer vision is converted to searching for correspondences

between UAV aerial image and satellite map. However, there is a huge scale dis-

parity for the same scenery between them for UAVs that normally fly at about

five hundred meters while the satellite flies at several thousand meters above the

ground.

In this thesis, firstly we propose a fast image matching algorithm, which is ap-

plicable to search for correspondences between images with large scale disparity.

In other words, the fast matching method could bridge the huge scale gap for

the same scenery separately exists on UAV aerial image and satellite map. In

the meanwhile, the proposed method should be fast and accurate in order to be

furtherly applied in real-time navigation.

Moreover, we extend the contents of the fast matching algorithm to make it pos-

sible to calculate the direction and the location of UAV which is the core concept

in the navigation domain. We also propose the autonomous navigation rules for

UAVs to simulate the navigation of drones based on the computer vision method.

Finally, we apply the fast matching algorithm and the proposed navigation rules

on the real UAV aerial images and google satellite map to realize the autonomous

navigation of UAV.
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1.4 Structure of this thesis

The remainder of this thesis is organized as follows:

In Chapter 2, firstly we discuss the pros and cons of several classic image match-

ing algorithms then we select an algorithm as the basic method by balancing on

time and accuracy in real-time processing. Secondly, we discuss the character-

istics of UAV and satellite images and the matching difficulties due to the large

scale disparity. Finally, we propose a novel fast image matching algorithm and

present the pseudocode, and the flowchart. Furthermore, in order to utilize this

method in navigation, we extend it with other functions to compute the location

and orientation of the UAV.

In Chapter 3, we firstly review some basic concepts of UAV and explained several

related and easily confusing terminologies in the UAV navigation domain. Then

we describe the simulation environment and the navigation rules. Finally, we

propose two simulation algorithms to imitate the UAV flying within a satellite

map. In this process, we also apply the fast matching algorithm proposed in

Chapter 2 to simulate autonomous navigation based on computer vision.

Chapter 4 is the experimental part. Firstly, the performance of the fast matching

algorithm is verified and is compared with an alternative method. The compar-

ison results show the proposed method is faster and more accurate in terms of

image matching. Secondly, we verified the navigation algorithms and combined

them with the fast matching method to simulate the autonomous navigation of

UAVs. Again, we use an alternative method to acquire the results for comparison

and the simulation experiments illustrate that the fast matching algorithm is of

better performance.

Chapter 5 concludes the whole thesis, where we summarize the achievements and

provide the direction of future research.
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Chapter 2

A Fast Matching Algorithm for

Images with Large Scale

Disparity

2.1 Introduction

Object recognition and matching is a basic problem in the field of computer vision

(25). Given two images with the same scenery but photographed under different

circumstances such as illumination changes and camera variances, it is needed

to find out the correspondences of the same objects separately existing in two

images. This procedure is also applied in image retrieval, camera calibration,

and image registration, etc.

In order to realize object recognition and matching, some classic algorithms are

invented. D. Lowe proposed SIFT, which is famous for its accuracy and robust-

ness (35). However, SIFT is time-consuming, so it cannot be applied in reality

directly. Recently S. Katta and S. Pabboju etc. introduced PCA into SIFT which

downgrades the dimension of SIFT descriptor to accelerate the matching speed

(51; 52). However, the detector of SIFT remains low efficiency. Speeded-Up

robust features (SURF) is originally proposed by H. Bay (53). Several differ-
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ent versions of SURF are also proposed (54). The principle of SURF is similar

to SIFT but the former utilizes filtering to replace the convolution. Therefore,

SURF acquires great computation efficiency by sacrificing a little accuracy. ORB

algorithm is famous for the speed, which is even faster than SURF (36; 55). How-

ever, the scale tolerance of ORB is much worse, resulting in unstable matching

performances. Salient detection is another classic object recognition algorithm,

but normally it cannot achieve satisfactory results when the object is of complex

structure (56).

AlexNet achieved great success on image identification in 2012, which leads to

Convolutional Neural Networks’ revive in the computer vision domain (57). Based

on the thought indicated by CNN, a lot of improved frames and algorithms are

proposed in recent years (58; 59). Generally, CNN needs huge data to train the

model and to adjust many parameters, therefore, it is good at resolving problems

with big datasets such as face recognition and semantic analysis. There are also

a lot of comparison researches between CNN and traditional methods (60; 61).

Furthermore, some mixed methods are proposed by integrating traditional meth-

ods with CNNs, such as CNN-SIFT and SurfCNN (62; 63; 64).

This thesis aims to seek a possible solution to realize autonomous navigation of

small civil drones. Considering the cost, the lightweight of the drone, and the

current trends about UAV, applying computer vision technologies is a desirable

way to achieve that goal. Although, deep learning obtains more and more inter-

est, however, it is far from mature and it has not become a common method (65).

The algorithm based on image matching and adopted by UAV navigation needs

comparative efficiency and accuracy on speed, better tolerance on the scale, and

rotation invariance. therefore, the SURF algorithm is chosen as a preliminary

method in this thesis. Nevertheless, the generic SURF cannot be directly applied

in UAV navigation because there exists a characteristic difference between UAV

aerial images and map. Compared with a satellite map, the aerial image taken by

a flying UAV is of relatively narrow vision and the objects on drone image have a
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higher clarity. On the contrary, the map photographed by a satellite has a much

broader vision, but the scenery is extremely small with worse clarity. The scale

and quality disparity greatly exceed the scale tolerance of default SURF. Fur-

thermore, the exhaustive searching for optimal scale ratio damages the efficiency,

as the UAV navigation requires real-time processing (66). In the following, we

firstly introduce the SURF for completeness.

2.2 Principles of SURF algorithm

Generally, SURF is a combination of two parts: detector and descriptor. For the

detector part, SURF utilizes the Hessian determinant to find the place and the

scale of blob-like structures; for the descriptor part, SURF utilizes Haar wavelet

to preserve the neighbour information. This kind of feature makes SURF have a

tolerance for brightness change and it can be further extended (67; 68).

2.2.1 Detection of interest point

SURF utilizes filtering operation applied on integral image to replace convolution

operation carried on normal image to acquire the speed. Let I(X) be a normal

gray image and then its integral image I∑(X) is defined as below. Given a

location X(x, y), the pixel value at this point X on I(X) equals to the summation

of all pixel values which are confined by a rectangle region with the original point

on the left-up and this point X on I(X) and the formula is as formula (2.1). So

for a given area
∑

, the area value can be easily calculated by three additions∑
= A−B − C +D as shown in Figure 2.1.

I∑(X) =
x∑
i=1

y∑
j=1

I(x, y) (2.1)

The Hessian matrix is used to find blob-like structures and it can also be used to

select the appropriate scale. Given a point X(x, y) on a grey image I, the Hessian
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Figure 2.1: A region of intensities can be calculated in three additions on the
integral image.

Figure 2.2: Left to right: templates of Gaussian second order partial derivative
Lyy and Lxy separately; Approximations of corresponding box filters Dyy and Dxy

respectively.

matrix formula with σ scale at X is defined as formula (2.2): where Lxx(X, σ), is

the convolution of Gaussian second order derivative ∂2

∂x2
g(σ) with the image I at

point X. Lxy(X, σ) and Lyy(X, σ) have the similar meanings.

H(X, σ) =

Lxx(X, σ) Lxy(X, σ)

Lxy(X, σ) Lyy(X, σ)

 (2.2)

In order to simplify the computation, box filters can be applied on the integral

image. Because box filter is the approximation of discretised and cropped the

second order of Gaussian partial and mix-partial derivatives, thereby the convo-

lution calculation could be reduced as filtering the integral image with box filters

displayed in Figure 2.2. We denote Dxx, Dxy and Dyy as the filtering results

which is separately corresponding to Lxx(X, σ), Lxy(X, σ) and Lyy(X, σ), then

the Hessian matrix (2.2) could be simplified to formula (2.3). The approximate

determinant is acquired by formula (2.4).
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Figure 2.3: Filters Dyy (above) and Dxy (below) with two size: 9 × 9 templates
(left) and 15× 15 templates (right).

Happrox =

Dxx Dxy

Dxy Dyy

 (2.3)

Det(Happrox) = DxxDyy − w2Dxy2 (2.4)

It is worthy to point out that the initial size of box filters is 9 × 9 and the

corresponding scale is σ = 1.2 as shown in Figure 2.2. In order to obey energy

conservation and balance the approximation error, there is a weight w in formula

(2.4) derived from formula (2.5). Furthermore, the filter responses need to be

normalised to balance different sizes of box filters.

w =
|Lxy(1.2)|F |Dyy(9)|F
|Lyy(1.2)|F |Dxy(9)|F

(2.5)

After above computations on integral image I∑(X), at any point X(x, y) with a

given scale σ, we can figure out the approximation determination of point X(x, y).

By increasing the template size of box filters which is equivalent to increasing the

scale σ as shown in Figure 2.3, for the same integral image I∑(X) we can get

different Hessian determination at point X(x, y) on a higher scale. Now we can

construct the scale pyramid. According to the size of filter template, normally

SURF groups these filters into three octaves and each octave contains four layers.

The permutation is shown in Figure 2.4. The gradually increased filter size is an
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Figure 2.4: Filters and octaves permutation.

Figure 2.5: Scale space.

analogue to the increasing scale, and the image downgraded is as shown in Figure

2.5 (69). The first octave is composed of 9×9, 15×15, 21×21, and 27×27 filters,

and the corresponding scale σ is 1.2, 2.0, 2.8, and 3.6. The second octave starts

from 15 × 15 and the third starts from 27 × 27 which guarantees the continuity

of scale change and accuracy.

When the filter’s scale is comparable to the object’s scale and the centre of filter

is near to the interest point, the determinant achieves its extreme. As Figure 2.6

shown, we need to search for the extreme points in a 3 × 3 × 3 neighbourhood

in the scale pyramid then use non-maximum suppression (70) to select out these

points whose determinants are extreme among its surrounding points as interest

points then we use interpolation to get the accurate location and scale space

information (71).
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Figure 2.6: 3× 3× 3 neighbourhood non-maximum suppression.

Figure 2.7: Haar wavelet templates in X and Y directions.

2.2.2 Description of interest point

In order to acquire the rotation invariance, a reproducible dominant orientation

needs to compute for each interest. Firstly, we compute Haar wavelet response in

horizontal and vertical directions within a circular region. Take the interest point

as the circle centre and select 6s as the radius. The sampling step is s. The side

length of Haar wavelet template is 4s as shown in Figure 2.7. Secondly, all these

responses are weighted by Gaussian σ = 2s centred at the interest point. A sec-

tor window with an angle of π
3

is gradually rotated around the interest point and

within each sliding sector we sum up all the horizontal and vertical responses to

get a local orientation vector and this procedure can be seen in Figure 2.8. Finally

we choose the longest vector among all local vectors as the dominant orientation

of current interest point. Now that the unique dominant orientation is defined,

we could construct a rectangular with length 20s, centred at the interest point and

rotated to align with the dominant orientation. This rectangular is then divided

into 4 × 4 sub-regions as shown in Figure 2.9. The sampling step is still s but

the Haar wavelet template side length in the descriptor is chosen to 2s. Again we

calculate the horizontal and vertical responses (here the horizontal and vertical

means align with the dominant orientation) and the responses are then weighted
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Figure 2.8: A sliding sector is used to find out dominant orientation.

Figure 2.9: Descriptor and sub-region divisions.

with Gaussian σ = 3.3s centred at the interest point. In each sub-region there is

a four-dimensional descriptor vector v = (
∑
dx,

∑
dy,

∑
|dx|,

∑
|dy| .The sum-

mation of the horizontal responses is represented as
∑
dx, the summation of the

vertical responses is represented as
∑
dy, the summation of the horizontal and

vertical absolute responses is separately represented as
∑
|dx| and

∑
|dy|. Figure

2.10 displays that these responses represent different image local characteristic.

Therefore, there are 4× 4 sub-regions and each sub-region contains four param-

eters, totally 4× 4× 4 = 64 dimensional vector is generated. Finally, this vector

is divided by its length to get the unit descriptor vector for interest point.

Figure 2.10: Different local characteristics.
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2.3 Fast matching algorithm for images with large

scale disparity

The flying height of a civil drone is commonly a few hundred meters, but the

track height of the satellite is much higher from a few kilometres to thousands

of kilometres. This makes a huge difference between the UAV aerial images

and the satellite maps. Therefore, without any image pre-processing, it is not

realistic to do matching among them by immediately using SURF (72). In order

to simplify and clarify the discussion in the following, the aerial images captured

by drones are taken at 500 meters above the ground. The satellite map which is

composed of tiles is downloaded from Google satellite database level 15 which is

equivalent to the vision height of 9600 meters. The website can be referred from

(https://developers.google.com/maps/documentation/javascript/maptypes).

2.3.1 Optimal scaling ratio and matching criteria

After seriously analysing the UAV aerial images and satellite map, two critical

differences are found. The first difference is that the perspective of the UAV is

much bigger than the satellite’s, which means the UAV image contains fewer ob-

jects, therefore the best matched objects on the aerial image only locate in a small

and limited region on the satellite map. Indeed, the satellite map is composed of

tiles so the seeking for optimal matching between UAV image and satellite map

is converted into searching for best matching between UAV image and each tile

consisting of satellite map (73). Hence, we need to define an evaluation formula

to select out the best matched tile.

The second difference is there are a huge scale and resolution disparity between

the UAV image and the satellite map or the tiles. The scale of the UAV image

is much smaller, and the resolution is much higher. However, the tiles are of a

much larger scale and terrible picture quality. Thus, before applying the SURF

algorithm on the UAV aerial image and each tile, we need to balance both to a

17



similar level.

On the one hand, in order to enhance the quality of tile and increase the number

of interest points detected on tile, we double the size of each tile; on the other

hand, we decrease the UAV image to make it compete with the double-sized tile

to bridge the large scale disparity. For instance, the perimeter of a stadium takes

up about 1172 pixels on UAV image, while the same perimeter only occupies

about 141 pixels on the double-sized tile. That means the best scaling ratio

maybe 141/1172 ≈ 0.12. More generally, the actual ground distances represented

by each pixel on the UAV aerial image and tiles are different.

αbest =
DUAV

Dmap

× C (2.6)

The formula (2.6) is defined to calculate the optimal scaling ratio, where DUAV

is the ground distance represented by each pixel on UAV image, and Dmap is the

ground distance represented by each pixel on the tile or satellite map. C is used

to determine the quality of tile and in this thesis, we set it as two. If the drone’s

flight altitude is relatively stable, this ratio can be seen as a constant within a

flying area. This fast matching method directly gives out the best scaling ratio

thereby speeds up the whole algorithm.

Then the scaled UAV image Iscaled by the ratio αbest is matched to every tiles.

The optimally matched tile is selected according to below formula (2.7) as the

final matching criteria, where V alue is the evaluation index, i refers to the serial

number of tiles, Ni refers to the number of matched pairs and D̄i is the total

average matching distances for matched pairs on each tile.

V aluei = argmini(
D̄i

Ni

) (2.7)

Based on above two improvements, we could conceive the fast matching algorithm,

and the pseudocode is listed in Algorithm 2.1 (74). Figure 2.11 displays the

flowchart of this method.
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Algorithm 2.1 Fast matching algorithm for images with large scale disparity

Require:
UAV aerial image IUAV , satellite tiles Tilei, i = 1,2,...,n and C = 2;

Ensure:
Best matching tile Tileb with Iscaled;

1: αbest = DUAV

DTile
× C;

2: Reduce IUAV with αbest to get Iscaled;
3: Let V aluei represent the corresponding matching performance between Iscaled

and Tileb;
4: for i := 1 to n do
5: Double the size of Tilei;
6: Do the matching between the doubled Tilei and Iscaled;
7: Matching performance is valued by V aluei;
8: end for
9: b = argmaxiV aluei and Tileb is the best matching tile with Iscaled;
10: return .

Besides, Ao used to propose an alternative method that uses a range of ratios

to search for the optimal scaling ratio (66). In his algorithm, the initial value

scale α0 starts with the division of UAV flying height 500 meters to satellite vision

height 9600 meters, that is α0=500/9600≈0.05. And the range αn is from 0.05

to 0.2 with step 0.01. In the process of gradually zooming out the UAV image -

it is equivalent to technically elevating the height of the UAV up to the height of

satellite - to find out the most suitable scaling ratio. Ao’s method is exhaustive

and it is time-consuming, so it is not suitable in navigation scenarios. However,

as the recently only one method coping with a similar condition, we will use that

method in comparison experiments.

2.3.2 Orientation and location

In order to apply the fast matching algorithm in the UAV navigation, acquiring

the orientation and the location of the UAV is indispensable. Generally, the UAVs

fly high so the aerial image can be assumed to be parallel to the satellite map.

In other words, the rotation of the aerial image belongs to the in-plane rotation

problem. We assume that the lens of the UAV is fixed on its body. Hence
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Figure 2.11: Flowchart of the fast matching algorithm

the rotation of the UAV is synchronized with the rotation of the aerial image

photographed by the lens. Furthermore, we assume that the lens is perpendicular

to the ground and the UAV is of little size. Thereby the centre of the aerial image

can be seen as the location of the UAV.

The difference between αtile and αUAV separately existing in tile and UAV image

can reflect the direction of UAV as shown in Figure 2.12, under the assumption

that the satellite map occupies stable orientation as reference. The basic angle

calculation is the arctangent function in formula (2.8) and the explanation is

shown in Figure 2.12. For the image processing in computer vision, the top left

corner is usually seen as the origin by convention. Points A(a1, a2) and B(b1, b2)

define a straight line that conforms an Angle with the X-axis.

Angle = arcTan(
b2 − a2
b1 − a1

) (2.8)

Given that the location of the matched interest points on a tile is known, the
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Figure 2.12: The angle can be calculated by arctangent value of two points coor-
dinates.

orientation of the aerial image could be derived and the best scaling ratio can

also be acquired by formula (2.6), then the corresponding location of each pixel

on the aerial image can be computed. For convenience and representative, by

assuming that the camera lens of the UAV is perpendicular to the aerial image,

so the project location of the UAV is on the aerial image center. Then the lo-

cation of the center can be calculated by the following formula (2.9), where Θ is

the orientation of the UAV aerial image, x and y denote the coordinate on the

rotated image, Cx and Cy denote the location point of rotation,

 x′

y′

 is the

coordinates on the unrotated image, and the final location needs to be weighed

by the optimal scaling ratio.

 x′

y′

 =

 cosΘ(x− Cx)− sinΘ(y − Cy) + Cx

sinΘ(x− Cx) + cosΘ(y − Cy) + Cy

× αbest (2.9)

Now that the orientation and the location of the UAV can be acquired, it is

possible to implement UAV navigation by these measurements (75; 76).

2.4 Summary

In this chapter, we first reviewed the SURF algorithm because we take SURF as

the base algorithm. Then we discussed the matching difficulties introduced by
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large scale disparity, especially in this scenario, the UAV aerial image and google

map are taken for examples. Thirdly we proposed the corresponding methods to

cope with each difficulty and finally we integrated these improvements to form

a new algorithm: A fast matching algorithm for the images with large scale

disparity. In order to apply the new method to UAV navigation, it is furtherly

extended with another function to acquire the orientation and the location of the

UAV.
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Chapter 3

A Novel UAV Autonomous

Navigation Approach

3.1 Introduction

An unmanned aerial vehicle (UAV), commonly known as a drone, is an aircraft

without a human pilot onboard and a type of unmanned vehicle. UAVs first ap-

peared in the 1920s and they originated mostly in military applications (77; 78).

Nowadays their use is rapidly expanding to civil, commercial, scientific, recre-

ational, agricultural, and other applications, such as policing and surveillance,

product deliveries, aerial photography, etc. Technically, UAVs can be divided

into fixed-wing UAVs, vertical take-off and landing UAVs, unmanned airships,

unmanned helicopters, and unmanned parachute aircraft, and so on (79; 80; 81).

Figure 3.1 displays four types of UAVs. Compared to crewed aircraft, UAVs are

more suitable for dull and dangerous missions. In the past few decades with the

development of automatic control theory and communication technology the au-

tonomous navigation of UAV by Global Positioning System (GPS) has achieved

a satisfactory level, however, along with the boom of computer science, there is

a higher level of demand on realizing the self-contained autonomous navigation

by means of computer vision knowledge (82). The self-contained autonomous

23



Figure 3.1: Different kinds of UAVs.(The picture is from Journal of Civil Engi-
neering: Utilizing drone technology in the civil engineering.)

navigation is of anti-interference and more intelligence which could be applied in

a more complex circumstance to finish a more difficult task.

3.2 Terminologies and concepts relating to UAV

navigation

Speaking of UAV navigation, in order to have a better understanding, it is needed

to introduce some basic ideas and sometimes easily confusing terminologies: guid-

ance, navigation, and control, which has an abbreviation GNC (83). GNC is a

branch of engineering dealing with the design of systems to control the move-

ment of vehicles, especially, automobiles, ships, aircraft, and spacecraft. In the

following, the relating concepts of GNC targeted in the drones domain are briefly

introduced (84).
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3.2.1 Guidance, navigation and control

Guidance: the main task of guidance is “knowing where the goal is and how to

reach it”. UAV obtains the commands of position or speed required to reach the

target, in the meanwhile the UAV needs to consider its current status and exter-

nal environment. For example, when flying according to a planned route, UAV

calculates the instructions for itself to go in straight or in a bent path along that

route. What’s more, if there are obstacles or no-fly zones, UAVs need to calculate

the feasible circumvention route or speed command, based on the drone’s flight

performance (85; 86).

Navigation: the main task of navigation is ”knowing where you are and knowing

your posture”. UAV obtains its current position, velocity, and other information

(under a certain reference frame). If necessary, the drone also needs to acquire

the current posture, attitude, and angular velocity. For example, a pure inertial

navigation system can obtain the position, velocity, and acceleration of the drone

in an inertial system, as well as the attitude angle and angular velocity relative

to the inertial system. Figure 3.2 shows a common inertial navigation system

with large volume and mass, which is not suitable for drones with small size. The

GPS navigation system can provide information such as the speed, position, and

heading angle of the drone in the World Geodetic System 1984 coordinate sys-

tem (87). VICON and UWB belong to indoor positioning systems which could

provide the speed and position information for reference (88; 89).

Control: the main task of control is “changing the flying posture and following

the guidance instructions”. According to the current speed, posture, and other in-

formation, the UAV changes the following posture and speed parameters through

specific manipulations, thereby the drone can achieve stable flying or track under

the guidance instructions (90). For example, when a fixed-wing drone needs to

climb at an altitude, UAV needs to issue a command to calculate the required

pitch angle and pitch angular speed, at the same time the throttle command is

required to keep the drone speed from decreasing significantly. Another example,
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Figure 3.2: Common inertial navigation system with large volume and mass.(The
picture is from the restored Litton LN3-2A inertial navigator platform—Showcase
by TJvV—1990.)

if there is a crosswind, UAV needs to issue a command to calculate the required

yaw angle and then use side slip to offset the effect of crosswind (91).

Theoretically, navigation, guidance, and control are dividable and responsible for

different functions separately - they have an inheritance relationship in the calcu-

lation and execution of instructions. However, in actual systems, the three parts

may have many overlapping areas and in the computer vision domain, the three

parts are gradually melting together to make the UAV smarter and resolve the

problem automatically (92; 93).

3.2.2 Categories of navigation

Although there are many different navigation principles, a UAV navigation sys-

tem can be roughly divided into three classifications.

Navigation based on an absolute frame of reference. Inertial navigation

and magnetic compass navigation are representative of this type. Inertial navi-

gation utilizes the principles of Newtonian mechanics and constructs an inertial
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Figure 3.3: Navigation based on machine vision to capture and compare landform
features.(The picture is from General Dynamics - Cruise Missiles 1985.)

platform that is stably connected to the aircraft (94). The speed, position, and

posture angle information of an aircraft are derived from high-precision equip-

ment. Although the accuracy of the platform inertial navigation is very high, it

is not convenient to equip it on a small aircraft for the complex and bulky sys-

tem. Besides, the error accumulation is hard to avoid, usually, inertial navigation

needs other navigation information to amend the result (95).

Navigation based on distance measurement. Satellite navigation and in-

door positioning belong to this category. This type of navigation method cal-

culates the aircraft position by measuring the distance between the aircraft and

a series of known precise locations. The popular WIFI positioning uses signal

strength and the time difference between sending and receiving to compute the

distance between the aircraft and each reference point, to calculate the real-time

position of the aircraft (96).

Navigation based on features. Such as terrain matching, motion capture

systems, and so on. This type of navigation method usually uses the real-time

geomagnetic, geomorphological, and image features extracted by UAVs and then
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compares this information with the feature database or performs corresponding

calculations to obtain the position and speed of aircraft and to realize the naviga-

tion function. For example, the terrain matching method used in cruise missiles

and the currently popular Synthetic Aperture Radar (SAR) landform matching

method, both extract one- or two-dimensional terrain and landform information

on the flight path and then compare them with the digital elevation map library

thereby know the current position, speed and other information, which is of great

significance for long-term navigation when the satellite navigation signals may be

lost (97). Figure 3.3 displays the cruise missiles navigate themselves according

to the image or landform features. The methods of applying computer vision

technology - identifying the features of markers at known locations - to estimate

the position and velocity also fall into this category (98; 99).

Currently, most UAVs still use inertial navigation and satellite navigation com-

bination as the basic navigation method, which can ensure stable navigation in

most scenarios. However, more and more small-size civilian drones appear, and

they are playing an increasingly important role in harsh environments such as

earthquakes and disaster rescue. With the development of computer vision, more

and more research concerns the intelligence and autonomous navigation of drones.

This mode of navigation based on image features is our navigation method in this

thesis.

3.3 An UAV visual autonomous navigation method

Traditionally, UAVs are big and heavy, as the navigation of them often relies

on inertial equipment with larger volume and mass. Moreover, sometimes the

navigation also needs the cooperation from humans and machines on the earth

(100). In recent years, with the appearance of light and small drones and the

development of computer technology, there is a rising demand to realize drone

navigation in more intelligent and self-contained ways (101; 102). In the follow-

ing, we attempt to utilize computer vision techniques to simulate the autonomous
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navigation of drones. Specifically, some landmarks are assumed as known loca-

tions on the map, and the drone is navigated by using these landmarks with the

aid of captured images by the drones. The drone takes a photo of the scene

underneath regularly and maps the objects to the known landmarks by the fast

matching algorithm proposed previously. Ideally, once there are two pairs of cor-

rect matching, the orientation and location of the drone can be calculated so that

the navigation of the drone towards the target landmark is feasible.

3.3.1 Simulation environment and navigation rules

The assumptions of this navigation simulation contain below five parts.

Reference map. There is a standard map as a UAV navigation reference map.

In the lab, we place 10 toys in order as shown in Figure 3.4. The starting point is

the left corner of the map (landmark 1), and the destination is the bottom right

corner (landmark 10), with the requirement that the drone has to go through

all landmarks one by one. It is assumed that the locations of all landmarks are

known on the map, and the landmark is properly chosen so that all photos taken

by the drone cover at least two neighbour landmarks. In this way, we can always

navigate the drone using each photo taken. This is easy to achieve if the height

of the drone and the distance of landmarks are known.

Speed and orientation correction angle of UAV. Assuming that the UAV

is flying with a stable scaler speed and each time it only changes its direction with

certain degrees – orientation correction step - to approach the right angle as the

drone has some inertial so it can not adjust the right direction immediately. If

the angle between the objective orientation and the orientation of the UAV is less

than the orientation correction step, the UAV will adjust the orientation to align

with the objective orientation. Normally the UAV needs to turn its direction

several times and finally fly straight to the objective landmark.

Landmarks matching. Based on sampling rate, which is equivalent to the

speed of UAV, in each step the UAV takes an aerial image and compares it with
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the standard map. The closest landmark except those already visited will be se-

lected as the next flying target. Then we use the matching algorithm to calculate

the distance and angle to the next target landmark. If the distance is smaller

than a threshold, the UAV is assumed to have already passed in the current land-

mark then the next near landmark is selected as the future target landmark. If

the distance is bigger than the threshold, the UAV will move one step and repeat

the matching procedure. Here the threshold is 1.5 times the UAV speed.

Projective location of UAV on map. For convenience, we assume that the

lens of the UAV is perpendicular to the map and the location of the UAV is

simplified to the location of the centre of the lens. Therefore, the location of the

UAV is located in the centre of its captured aerial image. Thanks to the extension

part of the fast matching algorithm explained in the previous thesis, we could get

the projective location and the orientation of the drone on the reference map as

illustrated in Chapter 2.

Navigation trajectory. Finally, each projected location of the UAV is con-

nected to get the entire route of the UAV. To compare the result, the method pro-

posed by Ao is used to compute the projected location (66). A ground truth route

is obtained by assuming all landmarks having been already perfectly matched.

3.3.2 Autonomous navigation algorithms of UAV

In order to realize simulations of UAV navigation based on the above assumptions

and navigation rules, below two types of simulation algorithms are designed.

Algorithm 3.1: In the first algorithm, there are two purposes: one is to verify

the effectiveness of our assumptions and rules – the UAV could arrive at each

landmark with order sequence and the other one is to search for the suitable pa-

rameters on the UAV speed (V elocity) and orientation correction step (Stepangle)

– the UAV would arrive landmark without detouring too much. In algorithm 3.1,

the real image matching method is omitted, we assume that the matching is per-

fect therefore an ideal navigation route can be acquired, and then the route is
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Figure 3.4: A sequence of landmarks as reference.

taken as the reference trajectory to evaluate the real navigation performance in

the second algorithm. The first algorithm pseudocode is shown in Algorithm 3.1.
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Algorithm 3.1 Fast matching algorithm for images with large scale disparity

Require:
Reference map, initial orientation and location, the sequence of Landmarki,
i = 1, 2, ..., N with coordinates, V elocity, Stepangle and Dis− threshold;

Ensure:
Trajectory of UAV flying on reference map;

1: Let Place represent the final trajectory and Location denote trajectory piece
between each landmark;

2: Specify Place1 with Location1;
3: for i = 1 to N do
4: Input Location1 with Landmarki;
5: j is assigned by 1;
6: while distance(Locationj, Landmarki) > Dis− threshold, do
7: j is added by 1;
8: Locationj records new position after UAV forwards by V elocity with orien-

tation;
9: if difference(orientation, direction of Landmarki) > Stepangle, do
10: Adjust orientation closer to direction of Landmarki by Stepangle;
11: else
12: Adjust orientation align to direction of Landmarki;
13: end if
14: Calculate distance(Locationj, Landmarki);
15: end while
16: Append Place with Location;
17: Location1 is initialized by Locationj;
18: end for
19: Outline the whole trajectory on map based on Place;
20: return .

Algorithm 3.2: The second algorithm will simulate the real navigation of

the UAV. In this procedure we input the UAV aerial image which is taken at the

initial place then the UAV would match this captured image with the objective

landmark to acquire its projective location and orientation. If the orientation is

not aligned with the landmark, UAV would also adjust its direction with orien-

tation correction step nearer to the landmark, in the meanwhile, if the distance

between the projective location and landmark location is larger than the distance

threshold, the UAV would fly a stable distance along with the adjusted orien-

tation. And then at the new place, the UAV would take another aerial image

and match the newly captured image with a landmark to get the updates of the
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current location and orientation. If the orientation is in accord with the land-

mark’s, the UAV direction would not change, besides, if the distance is smaller

than the distance threshold, we assume that the UAV has already arrived at the

current landmark and the next landmark is assigned as the objective landmark.

The above procedure is processed automatically, and projective location series

are recorded by the second algorithm therefore it can simulate the real UAV nav-

igation route. The real navigation simulation algorithm pseudocode is displayed

in Algorithm 3.2 and in order to highlight the simulation procedure by integrat-

ing the matching method, the matching part is written in function as shown in

Algorithm 3.3.

Algorithm 3.2 UAV Navigation Algorithm in Real Matching Mode

Require:
Reference map, initial image, the sequence of Landmarki, i = 1, 2, ..., N with
coordinates, V elocity, Stepangle and Dis− threshold;

Ensure:
Trajectory of UAV flying on reference map;

1: Let Place represent the final trajectory;
2: for i = 1 to N do
3: Call navigation function and deliver aerial image, Landmarki, V elocity,
Stepangle and Dis− threshold;

4: Aerial image is updated which is taken near to Landmarki;
5: Append Place with Location;
6: end for
7: Outline the whole trajectory on map based on Place;
8: return .
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Algorithm 3.3 Fast matching algorithm for images with large scale disparity

Require:
Image, Landmark, V elocity, Stepangle and Dis− threshold;

Ensure:
Aerial image taken near Landmark and Location;

1: Let Location denote projective locaion;
2: Location1 and orientation are acquired by matching aerial image with map;
3: j is assigned by 1;
4: while distance(Locationj, Landmark) > Dis− threshold, do
5: j is added by 1;
6: Locationj records new position after UAV forwards by V elocity with orien-

tation;
7: if difference(orientation, direction of Landmark) > Stepangle, do
8: Adjust orientation closer to direction of Landmark by Stepangle;
9: else
10: Adjust orientation align to direction of Landmark;
11: end if
12: Take an aerial image and match it with map;
13: Locationj and orientation are updated according to matching result;
14: if difference(Locationj, Landmark) < Stepangle, do
15: Aerial image is updated with new aerial image;
16: end if
17: end while
18: return Aerial image and Location.

3.4 Summary

In this chapter, we first introduced the different types of UAVs and several similar

and easily confusing terminologies to make the illustration of navigation clearer

and more prominent. Secondly, we described navigation rules and simulation sce-

narios where the UAV is navigated only by computer vision techniques. Finally,

we proposed two algorithms to verify the legitimacy of the navigation rules and

to apply the fast matching algorithm in simulation. The experiment results are

listed in the next chapter because these experiments utilize the fast matching

algorithm and there are coherent links between each experiment.
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Chapter 4

Experimental Results and

Analysis

In chapter 2, we proposed the fast matching algorithm for the images with large

scale disparity, which is suitable for seeking matching between images with the

same scenes but without compatible scales. One of the actual applications to

exploit this method is that matching the aerial images taken by the UAV with

the satellite map. If the performance of this algorithm is acceptable, the UAV

navigation based on the computer vision is expectable. Furthermore, we could

achieve this goal: the drones can realize autonomous navigation without external

input and assistance.

In chapter 3, we proposed the navigation rules of UAV and designed two navi-

gation simulation algorithms. The first algorithm is conceived to verify the ef-

fectiveness of the navigation rules and search for suitable simulation parameters,

and the second one is conceived to combine with the fast matching algorithm to

achieve autonomous navigation only by utilizing computer vision technologies.

Therefore, this chapter can be divided into two phases. The first part presents the

experimental results of the fast matching algorithm, which is shown to be better

than an existing algorithm. The second part displays the comparison results of

navigation simulation by two methods – the fast matching algorithm and Ao’s
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method. The first phase illustrates the concrete matchings between UAV aerial

images and satellite maps, which provides the basis for the whole navigation tra-

jectory simulated in the second phase. In the following, the main algorithms are

operated on the MATLAB platform.

4.1 Experiments for the fast matching algorithm

In order to verify the matching accuracy and the speed improvement of the fast

matching algorithm proposed in chapter 2, we design the following two exper-

iments. For comparison, the experiment data are accord with Ao’s data: the

satellite map is Google map with 15th level and four aerial images are provided

by Ao’s paper.

Matching in unrotated condition: In this scenery, UAV images are parallel

to the corresponding Google map. This condition is also verified by Ao’s method.

So, we expect to see that the correct tile could be selected out by the proposed

method, i.e., the correct scenery is located. In the meanwhile, the computation

time could be shortened dramatically compared with Ao’s algorithm. The match-

ing results, computation time, and the paired numbers of interest points will be

recorded.

Matching in rotated condition: This scenario is that UAV images will be ro-

tated with some angles before matching while the direction of the corresponding

google map or tile is unchanged. Therefore, the effectiveness of the fast matching

method can be tested on any angle and this is the common condition because

actually, affected by the airflow or other factors, the direction of UAVs cannot

be strictly parallel to the ground. In this experiment, the true direction and the

orientation calculated by the fast matching algorithm will be recorded.
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(a)

(b)

Figure 4.1: The same tile is selected and matched with the same aerial image. 6
matched pairs are found by the proposed fast algorithm as shown in Image (a), in
the contrast, only 3 matched pairs are found by Ao’s method as shown in Image
(b).

4.1.1 Matching in unrotated condition

In this experiment, we would like to compare the performance between the fast

matching algorithm and Ao’s method applied in this scenario: the orientation

of the aerial image taken by UAV is aligned with the direction of the satellite

map. Figure 4.1 to Figure 4.4 displays four groups of image matching results:

the matched tiles are on the left and the UAV aerial images are on the right. Each

group contains two image matching results: the upper one is acquired by using

the fast matching algorithm and the lower one is achieved by using Ao’s method.

It can be seen clearly that all UAV aerial images are respectively matched with

correct small regions - tiles - on the satellite map.
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(a)

(b)

Figure 4.2: The same tile is selected and matched with the same aerial image.
Both methods find 6 pairs of matched points. The scale ratio searched by Ao’s
method as shown in Image (b) is larger than the scale ratio adopted by the fast
matching algorithm as shown in Image (a).
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(a)

(b)

Figure 4.3: The different tile is selected and matched with the same aerial image.
7 matched pairs are found by the proposed fast algorithm as shown in Image
(a), in the contrast, only 3 matched pairs are found by Ao’s method as shown in
Image (b).

(a)

(b)

Figure 4.4: The same tile is selected and matched with the same aerial image.
The scale ratio searched by Ao’s method as shown in Image (b) is larger than the
scale ratio adopted by the fast matching algorithm as shown in Image (a).
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The detailed comparison is summarised in Table 4.1. The first column is the

serial number of images separately matched with tiles by using the fast method

proposed and Ao’s method. The second column is the time consuming with

metric unit second, and the third column is the number of matched pairs with

different methods.

As Table 4.1 shows, the average matching time for each UAV image is 23.4

Table 4.1: Comparisons on time-consuming and numbers of matched pairs.

Image No. Matching time (second) Numbers of matched pairs

Image A using our method 23.0 6
Image A using Ao’s method 703.7 3
Image B using our method 24.1 6
Image B using Ao’s method 749.9 6
Image C using our method 23.1 7
Image C using Ao’s method 738.1 3
Image D using our method 23.3 7
Image D using Ao’s method 697.5 9

seconds when applying the fast matching method. In the contrast, an average of

722.3 seconds is consumed by Ao’s method. The proposed fast matching method

is approximately thirty times faster than Ao’s method, so it illustrates a huge

improvement in the speed. Moreover, the overall numbers of the matched pairs

applied with the fast method are better especially on image A and image C.

As shown in Figure 4.1 and Figure 4.3, the numbers of the matched pairs are

doubled. And these matched pairs are more centralized. The new fast algorithm

not only maintains the accuracy of matching but also accelerates the matching

speed greatly which means that it could be expected to be applied on practical

application.

4.1.2 Matching in rotated condition

In this experiment, we would like to verify the capacity of the fast matching al-

gorithm on the images with the same scene but with different directions. The

first work is to verify whether the correct matched tile can also be selected out
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by using the new algorithm when the given UAV image is not parallel to the tile.

The second work is to estimate the direction of the given UAV image according to

google’s satellite map. Figure 4.5 and Figure 4.6 display two groups of matching

results: the matched tiles are on the left and the rotated UAV aerial images are

on the right. Each group contains three image matching results. It can be seen

clearly that all rotated UAV aerial images are respectively matched with correct

small regions - tiles - on the satellite map.

Limited by space, only six rotation matching results are displayed in Figure 4.5

and Figure 4.6. The detailed orientation estimation in image rotation matching

is summarised in Table 4.2. Here we test the first two UAV aerial images A and

image B which are the aerial images displayed on the right parts in Figure 4.1 and

Figure 4.2. The number of Image A and B is denoted in the first column in Table

4.2. The second column is the sequence of real rotation angles in degree. The last

column is the corresponding average angle calculated by selecting three couples of

matched pairs randomly. It can be seen clearly that the accuracy of the calculated

rotation angle or direction is competitive close to the real image rotation angle:

the average deviation in the image A rotation sequence is 1.768 degrees and the

average deviation in the image B rotation sequence is 0.993 degree. The fast

matching method can acquire the direction angle by the meaning of matching

pairs, so it is further expected to be applied in UAV autonomous navigation.
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(a)

(b)

(c)

Figure 4.5: The correct tile is selected and matched with the rotated aerial image
A on three angles separately, in anti-clockwise. Image (a) displays the match-
ing result of rotation 15 degrees. Similarly, Image (b) and (c) demonstrate the
matching results under 45 and 75 degrees rotation.
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(a)

(b)

(c)

Figure 4.6: The correct tile is selected and matched with the rotated aerial image
B on three angles separately, in anti-clockwise. Image (a) displays the matching
result of rotation 120 degrees. Similarly, Image (b) and (c) demonstrate the
matching results under 140 and 160 degrees rotation.
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Table 4.2: Comparisons of real scene direction with calculated scene rotation
direction.

Image No. Real image direction (degree) Calculated image direction (degree)

15 16.44
30 29.57

Image A 45 49.10
60 59.82
75 76.25
90 93.21

110 109.07
120 117.15

Image B 130 130.09
140 138.96
150 149.41
160 159.54

4.2 Experiments for UAV navigation simulation

In order to verify the effectiveness of the proposed navigation algorithms pro-

posed in chapter 3, four experiments are conducted in this section as described

below. As not having enough real UAV images with real captured images at each

location along with the flying trajectory, the first three experiments are based

on the simple simulated environments in our lab and only the last experiment is

based on the real data from the authors.

1) Searching for appropriate speed and correction angle of the UAV:

the first experiment aims to verify the effectiveness of our Algorithm 3.1 and to

search for two key parameters: the line speed and rotation correction angle of the

UAV. The simulated trajectory of the UAV should be effective which means the

routine should connect each landmark effectively without unnecessary detours.

Meanwhile, the navigation trajectory should display that the drone can correct

its orientation several times before it flies straight to the next landmark as the

UAV is of some inertial. The unacceptable simulation is that the UAV takes a

huge detour or even flies out of the map. To this end, different settings of speed

and rotation angle step are tested to find a suitable couple that gives the best
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route.

2) Comparing performance with two image matching algorithms in the

simulated environment: in this experiment, the matching performance based

on our new method – fast matching algorithm for images with large scale disparity

will be compared with another matching method proposed by Ao. The matching

result should be accurate enough to be applied in real navigation. The compar-

ison is based on the same simulation trajectory acquired in previous experiment

1) - the ideal projective location sequence. At each projective spot, first, an aerial

image is taken, and the direction of the image is aligned with orientation defined

by current and next spots, and then the captured image is matched with the map

to calculate the place of UAV in both methods separately; finally, the distance

offset sequence between computed locations and the spot sequence is checked to

get the comparison result.

3) Simulating real UAV navigation based on image matching algo-

rithms: the purpose of this experiment is to verify the proposed navigation

Algorithm 3.2 in the simulated environment. The UAV flies through each land-

mark from the top left landmark 1 to the bottom right landmark 10. In this

simulation procedure, the UAV navigates purely based on the orientation and

location obtained by an image matching algorithm. Also, Ao’s method is taken

as a comparison. The UAV needs to rectify its navigation only based on the

initial aerial image taken at the starting region and the map. At the same time,

the speed and correction angle are according to the ones having been approved

in previous experiments.

4) Navigation simulation based on real aerial images and satellite map:

in the last experiment, the navigation simulation of drones based on a real satel-

lite map is carried on. The orientation is acquired by the matching result between

the real aerial images taken by drones and the Google map. Among landmarks,

the drones would follow the former assumptions having been applied and verified

in the previous experiments – simulating that the drone is of stable speed and
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rotation correction angle. Each landmark region is seen as a calibration region

that provides the references for the UAV to navigate with the order and direct

the drone to arrive at the final destination without losing direction.

4.2.1 Determination of simulation parameters

The purpose of this experiment is to search for the appropriate speed and cor-

rection angle as the simulation parameters. These landmarks are at the centre

of squares with the same length of 480 pixels, so the speed of the UAV could be

reduced as the distance passed by the UAV in each step. Intuitively, the unit

of correction for angles in degrees, not radians. Image (a) in Figure 4.7 shows

the result of simulation with a larger speed of 120 pixels and a smaller rotation

correction of 20 degrees in each step. It can be seen that the UAV takes many

detours. Typically, from landmark 1 – starfish to landmark 2 – tortoise, the UAV

flies over the tortoise three times, and finally flies into the threshold range of

landmark 2, and then the objective landmark is set to landmark 3 – crab. Sim-

ilarly, the UAV also takes a big detour to reach the landmark 4 – octopus, as it

can only adjust its orientation at 20 degrees each time. Image (b) in Figure 4.7

displays the result of UAV simulation at speed 60 pixels and rotation speed 40

degrees. It shows that if the speed of the UAV is relatively small and the rotation

correction angle is relatively big, the trajectory of the UAV is nearly a straight

line. Even though the route looks well, but it is impractical because the drone

cannot change the orientation so quickly during moving forward. Image (c) dis-

plays a preferable realistic trajectory with a speed of 100 pixels and rotation step

30 degrees. The trajectory is smooth with curves, which successfully simulates

the inertial of the UAV and the detour is reasonable: if the orientation of the UAV

has a larger difference in comparison to the orientation of the objective landmark,

the UAV would turn more times. Therefore, in the following experiments, the

below parameter couple are used: speed is 100 pixels, and rotation correction is

30 degrees.
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Figure 4.7: The blue line in Image (a) is the simulation trajectory of UAV with
speed 120 pixels and correction orientation step 20 degrees; the red line in Image
(b) displays the simulation trajectory with speed 60 pixels and the correction
orientation step 40 degrees; Image (c) shows that the simulation result with speed
100 pixels and the correction angle step 30 degrees in green. These routes are the
connection of adjacent locations and each small circle represents the projective
locations of UAV at each step.

Moreover, the above experiments demonstrate that our Algorithm 3.1 is fea-

sible, and our regulations of navigation simulation assumptions are reasonable:

UAV could approach each landmark with the ordered sequence. And its orienta-

tion and speed changing step obey the rules prescribed previously. The following

experiment can be carried on based on this experiment.

4.2.2 Comparison of image matching algorithms

In this experiment, the comparison results are acquired separately by the fast

matching algorithm and Ao’s method. Before applying the orientation and the

location information to navigate UAV, it needs to select out suitable image match-

ing algorithms to acquire both from numerous computer vision technologies. In

comparison with similar research, Ao’s method is the only recent approach to in-

vestigating a similar problem. Image (a) in Figure 4.8 demonstrates the ground-

truth path generated by assuming the landmarks matching is perfect which is the

same as Image (c) in Figure 4.7. It can be seen that the green line is smooth

and perfectly connects each landmark. The green circles represent each location
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Figure 4.8: Image (a) displays the ideal path simulated by assuming perfect
matching; Image (b) shows the trajectory generated by applying the fast matching
method; the trajectory generated by Ao’s method is displayed in Image (c). The
blue trajectory is better without deviations compared to the red trajectory.

of the UAV. And at each green spot, a rectangular image is taken whose orien-

tation is determined by the current spot and next spot. Therefore, a sequence of

images is acquired to simulate the UAV aerial images taken along with this ideal

path. The blue line on Image (b) is the route formed by connecting each calcu-

lated projective place by means of the fast matching algorithm to match with the

above simulated aerial images. Compared with the ideal path, each computed

projective place is relatively close to the spot where the aerial image is taken.

In the contrast, the red line on Image (c) is obtained by the connection of each

calculated projective place with Ao’s method. The shape of the red trajectory

is much worse than (b) based on the ground truth (a), the location deviation is

larger, and it has a larger jump due to the matching error between the landmarks

1, 2 and landmarks 8, 9.

Table 4.3: The Euclidean distance difference of real location and estimated posi-
tion with two methods.
Landmarki 1 2 3 4 5 6 7 8 9 10 Average

Dist(b, a) 7.39 3.65 13.57 7.45 39.32 13.43 6.04 11.02 7.91 7.74 14.25
Dist(c, a) 9.03 3.57 24.41 6.61 67.85 14.39 4.93 30.23 7.14 10.07 24.41

The detailed comparison by using two image matching algorithms is sum-
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marised in Table 4.3, and the Euclidean distance is utilized to calculate the devi-

ations. Table 4.3 shows the errors between these trajectory spots. Typically, here

this table only displays the comparison result on 10 sample spots that are corre-

sponding to 10 landmarks, as shown from 1 to 10 in the first row. The second

row displays the distance between the ground truth location and the computed

place obtained by the fast matching algorithm. The third row shows the distance

between the ground truth location and the calculated place obtained by Ao’s

method. The average column is the average of all the spots’ location distance

differences along the simulation trajectory. In Table 4.3, it can be seen that at

landmarks 3, 5, and 8, there are larger deviations computed by Ao’s method.

The speed of the ideal simulation is 100 pixels, so the overall error of our method

is about fourteen percent deviation. In contrast, a twenty-four percent average

deviation is generated by Ao’s method. Therefore, our method is preferable in

the following navigation simulation experiment.

4.2.3 Simulation based on image matching algorithms

In this experiment, real UAV navigation based on image matching algorithms are

simulated and the Algorithm 3.2 will be verified. The parameters are the same

as the settings in experiment 1) – the speed of the UAV is 100 pixels each time

and the correction angle step is 30 degrees. Similarly, in the matching procedure,

Ao’s method is utilized to get another comparison trajectory and the ideal path

is seen as the ground truth of the reference route displayed in Image (a) in Figure

4.9. Image (b) in Figure 4.9 shows the simulation trajectory of UAV navigation

adopted by the fast matching algorithm. The blue circles represent the sequence

of each matched and calculated projective location of the UAV. Compared with

Image (c), the blue trajectory is relatively better for there is no big jump. The

UAV could navigate itself from the starting landmark to the final landmark, in

the meanwhile, it can adjust its orientation with the stable angle correction step.

The path in Image (b) presents that “this drone flies smoothly.” And the reason
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Figure 4.9: Image (a) is the ideal navigation path marked with a green line which
is the same as previous experiments; Image (b) is the navigation route generated
by the fast matching algorithm and the colour is marked with blue; Image (c)
displays the simulation result obtained by Ao’s method, the UAV arrives at the
final landmark, however, the comparatively large error may lead navigation failure
in reality.

is that the fast matching algorithm is suitable, and the calculated location is

accurate.

Image (c) in Figure 4.9 displays the navigation result obtained by Ao’s method.

The red circles denote the computed locations after matching the UAV aerial

image with the map. In Algorithm 3.1, the matching method is used to calculate

the position of the UAV and by assuming that the UAV locates on the calculated

positions, so there are jumps in the simulation trajectory. The jumps occur on

Image (c) between landmarks 1, 2, landmarks 6, 7, and landmarks 8, 9. The

reason is that it is indispensable to have two couples of interest points, in order

to calculate the orientation as the previous illustration. In this experiment, two

pairs of interest points are selected randomly, so this may lead to the location

computation error. But this problem is built into the matching algorithm itself

– bad matching may also be regarded as good matching. Such trouble is not

discussed in this thesis. If the number of matching pairs is less than two, the

orientation is set to 90 degrees for convenience in this thesis. In this experiment,

our navigation rules are effective. The red trajectory in Image (c) shows that the

drone could navigate to the final landmark successfully. This simulation result is
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Figure 4.10: Simulation result with real Google map. The order of landmarks is
as shown from the region (a) to region (b) and (c) and finally stop at region (d).
The UAV starts flying from the top left corner with zero degrees to the horizontal
line as default orientation.

achieved for these features of landmarks are prominent, in reality, image features

may not be salient, and so the navigation could fail by using Ao’s method.

4.2.4 Navigation simulation based on aerial images

Recently, the regulations targeted on UAVs are becoming more and more rigor-

ous, and most regions of a city are forbidden to fly UAVs. So it is not realistic

to test the civil drones’ navigation on a larger and continuous region in a city.

Moreover, the duration time of a civil UAV is comparatively short which makes

it impossible for testing the navigation in a long and complete route. Therefore,

in this experiment, the following procedure is designed to simulate the navigation

of UAVs in the real environment.

Firstly, four regions are selected in the real city as landmarks (a), (b), (c), and

(d) as shown in Figure 4.10. Secondly, the UAV is controlled to fly up to about

500 meters, then take some aerial images with different orientations. Thirdly,

the matching result between aerial images and the satellite map is computed for

the real orientation and location of the UAV. Fourthly, the navigation trajectory

among landmarks is simulated according to the previous algorithm. Finally, the

complete trajectory of UAV is formed by these simulated trajectories’ connection.
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Figure 4.11: Image (a) (b) (c) and (d) display the matching results on four
calibration regions (a) (b) (c) and (d) marked with red rectangular in Figure
4.10.

Figure 4.12: Image (a) displays the bad matching in Ao’s method, and the correct
matching is Image (a) in Figure 4.11 with fast matching algorithm; Image (b)
displays the wrong matching in Ao’s method, and the right matching is Image
(b) in Figure 4.11 acquired by the fast-matching algorithm.
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The regions where the real aerial images are taken can be seen as the calibration

regions based on the above rules, which not only provide the calibration informa-

tion as the ending for the previous simulated trajectory part but also offer the

orientation and location as the starting for the following simulation trajectory

part. The result of such navigation simulation is displayed in Figure 4.10. It

can be seen that the proposed algorithm can smoothly navigate the UAV flying

through each landmark, the whole trajectory is of high quality and the UAV

acquires the right orientation at each region by applying the fast matching algo-

rithm for images with large scale disparity.

Because only having four aerial images, this simulation can be called half-simulation

– the real aerial images function as calibration images for the whole navigation

trajectory. Nevertheless, the trajectory shown in Figure 4.10 illustrates that if

the quantity of “calibration regions” is increased this simulated trajectory would

approach the real navigation route. And this is the core meaning of navigation.

The matching results at each landmark are displayed in Figure 4.11. It can be

seen each landmark is successfully matched, and thus provides the correct lo-

cation and orientation information. The Google satellite and four UAV aerial

images are provided from Ao’s paper. For comparison, the matching utilized by

Ao’s method on the four aerial images is also carried on. Image (a) and (b) obtain

the wrong matching result and the other two images don’t match any region in

the satellite map displayed in Figure 4.12. Ao’s method cannot find the right

matching in the calibration regions, so the simulation fails. It is impossible to

draw its trajectory on the satellite map.

4.3 Summary

In this chapter, we conducted two groups of experiments. The first group tests

the fast matching algorithm which accelerates the matching speed and conserves

the matching accuracy. At the same time, Ao’s method which is the only recent

algorithm coping with similar tasks is carried on in the same condition as a
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comparison to make these experimental results more convincing. The second

group applies the proposed matching algorithm to the autonomous navigation of

drones. The fast matching algorithm could compute the location and orientation

of UAV by matching the aerial image with the satellite map which is the core

element in “navigation”. Therefore, this experiment provides a new possible

method for UAV navigation using only computer vision technology.
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Chapter 5

Conclusions

Advancements in sensing systems and storage technology have created lots of

high-resolution images with abundant information, which provides a steady flow

of materials for processing and analysing by means of computer vision knowledge.

Similarly, the developments of computer technology and chip technology have

extended computer vision applications to a variety of aspects. In the meanwhile,

more and more UAVs appear in various environments. Therefore, there is an

increasing demand to combine UAVs with computer vision which could reduce

the weight of UAVs and make them more intelligent to cope with more complex

tasks without human intervention.

The image matching algorithms of computer vision in the past, either focus on

the matching accuracy or pay attention to the computation overhead. In order to

resolve one computer vision task, normally, the combination of several algorithms

is required, and many methods need to be modified in advance then be utilized in

specific problems. There are two challenges in applying computer vision to UAV

navigation. One is the huge scale gap between an aerial image taken by drone and

an image or map taken by satellite, which often leads to matching failure. The

other one is computation efficiency as the UAV needs to adjust its orientation as

soon as possible to avoid unnecessary detours and to conserve its energy.

Therefore, the fast matching algorithm for images with large scale disparity is
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proposed in this thesis, which could compute the orientation and location of

UAV with a much faster speed. Furthermore, this method is applied in relatively

simplified environment settings to verify its navigation performance in simulation

mode and achieves expected results.

5.1 Fast matching algorithm

This thesis proposes a fast matching algorithm, which can be applied to the

images with huge scale difference. In order to bridge the huge scale gap, the pro-

posed method firstly introduces a scaling factor to downgrade UAV aerial image

and at the same time to enhance the satellite map quality. Secondly, the proposed

algorithm gives matching criteria used for the searching matching region on the

satellite map for the vision of satellite is much wider which causes the satellite

map is much spacious. According to the above two improvements, the fast match-

ing method acquires efficiency on speed and accuracy on matching. Furthermore,

the orientation evaluation and the location computation methods are presented,

which makes this method can be applicable to navigation applications.

5.2 Autonomous navigation of UAV

Before applying the fast matching algorithm in the autonomous navigation simu-

lation, at first, we conceive a set of rules and the simulation environment. Next,

we design two algorithms: the first one is to verify the feasibility of the presumed

navigation rules and the second one is to introduce the fast matching method to

acquire the real-time orientation and location of UAV when it flies over each land-

mark region and arrives at final place. The simulation result is acceptable: by

continuously matching, the UAV could navigate itself through these landmarks

with priority order – the fast matching algorithm successfully provides the lo-

cation and direction information. At last, we simulate navigation based on the

real aerial and satellite images and achieve acceptable results. The navigation
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simulation of UAV conversely demonstrates the performance of the fast matching

algorithm for image matching with large scale disparity.

5.3 Future work

The proposed algorithm could be further optimized in a specific task or a par-

ticular environment. For example, according to different topography, we could

pre-process the aerial images to extract different and more salient features to

increase the matching performance. Besides for a fixed satellite map which is

used as the reference, we could store its features in a database. Therefore, the

procedure of searching could be combined with other indexing methods and the

matching efficiency is improved. Recently the artificial intelligence is hot, the

ideas proposed in this thesis could integrate A.I. to enhance the capability and

make the navigation acquire higher intelligence and resolve harder tasks.

57





Appendices

59





Appendix A

Attributions

1. Chen, S., Wang, Z., and Ren, Y. (2020). A fast matching algorithm for the images

with large scale disparity. Mathematical Foundations of Computing, 3(3), 141-155.
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