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ABSTRACT 

Automation alleviates some of the safety concerns in conventional construction 

enhances several aspects of existing practices. However, it presents intricate scenarios 

involving the machines and the workers requiring an efficient monitoring system for 

safe implementation. The crucial steps in construction monitoring are activity 

recognition and fault detection. Existing studies on construction equipment monitoring 

have focused mainly on activity recognition and tracking; fault detection has been 

seldom explored.  

The overall aim of this research is to develop a robust monitoring system for automated 

construction.  The methodology adopted for the current research is quantitative theory 

building based on case studies. This research methodology involves the development 

of a conceptual framework followed by empirical verification and iterative 

modifications. This study proposes a novel activity recognition and fault detection 

framework called HUS-ML (Hybrid Unsupervised and Supervised Machine Learning). 

The critical conceptual components of the framework comprises a sensor placement 

strategy, an operation identification methodology, and a fault detection method. The 

implementation of this monitoring framework starts with the measurement system 

design using the preliminary measurements during automated construction. The 

configuration of the measurement system is determined through the sensor placement 

methodology proposed in this study. Then the responses from the structure during the 

Automated Construction System (ACS) operations are measured and supplied to the 

HUS-ML framework. A hierarchical arrangement of the identification problems in this 

framework extracts the high-level operation details. Supervised learning and 

unsupervised learning ensure accurate identification of normal operations and faulty 
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condition. First, identification is attempted through supervised learning using training 

data of previous operations. Then an anomaly detection algorithm is applied to spot any 

unseen faulty conditions. If the identified operation is normal, the progress of 

construction is updated in the database. If the operation is identified as faulty during 

supervised learning (known faulty operations), corrective actions can be taken after 

completing hierarchical identification. If the faulty conditions are detected through 

unsupervised learning (unforeseen faulty operations), further investigation is needed 

before corrective actions.  

The proposed framework has been validated on an automated construction system that 

was custom designed and fabricated as part of this research. This system has been 

developed for low rise building construction that follows an automated top-down 

construction method. Acceleration measurements from the structure were used for 

identifying operations and faulty conditions. The experiments were conducted in a 

controlled laboratory condition under the supervision of trained experts. It involves 

normal operation cycles and potential faulty conditions in the automated construction. 

The HUS-ML framework and its components were independently validated. The 

performance of the proposed framework was benchmarked by comparing it with 

conventional approaches. The algorithms for operation recognition and fault detection 

were iteratively modified to obtain the desired performance. In addition to conventional 

machine learning algorithms, advanced deep learning classifiers such as LSTM (Long 

Short-Term Memory) networks and various data augmentation methods were explored 

for identifying automated construction activities. The generalizability of the proposed 

framework was assessed through its application on a benchmark dataset. The HUS-ML 

framework shows promising results in identifying normal automated construction 

operations. The framework also detects early signs of failure, even with limited data. It 
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outperforms the conventional approach in activity recognition and fault detection. The 

proposed framework demonstrates its potential for developing a robust monitoring 

system. 

KEYWORDS: Construction Monitoring, Machine Learning, Automated Construction, 
Sensor Placement, Activity Recognition, and Fault Detection. 
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CHAPTER 1 

INTRODUCTION 

1.1 RESEARCH MOTIVATION 

Growing demand for complex and quality infrastructure, improved working conditions, 

high productivity, and economy make automation and robotics in construction 

imperative (Castro-Lacouture, 2009; Harichandran et al., 2021). Besides, workplace 

accidents and fatalities in the construction industry are alarmingly high (Bureau of 

Labor Statistics, 2018, 2020). Automating construction activities can alleviate most of 

the safety incidents in conventional construction. Researchers have studied automation 

of various aspects of construction such as planning and scheduling (Kim et al., 2013; 

Sheikhkhoshkar et al., 2019; Wang and Azar, 2019), construction materials and 

methods (Tamayo et al., 2018; Lemke et al., 2019; Men and Zhang, 2019), construction 

progress monitoring (Golparvar-Fard et al., 2009; Harichandran et al., 2018; Mahami 

et al., 2019), resource allocation and tracking (Azar, 2016; Kargul et al., 2017; Hongjo 

Kim et al., 2018), quality assurance and quality control (Zhong et al., 2018; Kazemian 

et al., 2019; Lakhal et al., 2019), improving safety at the worksite (Park et al., 2017; 

Wang et al., 2017; Yang and Ahn, 2019), assessing labour productivity (Joshua and 

Varghese, 2014; Akhavian and Behzadan, 2016; Cheng et al., 2017), and structural 

health monitoring (Alavi et al., 2016; Liu and Zhang, 2019; Valero et al., 2019). 

However, the application of automation and robotic technologies in actual construction 

sites is still at the early stages. In particular, automated systems for the construction of 

low-rise buildings are limited. A vast majority of Automated Construction Systems 

(ACS) and related technologies were developed for high rise buildings (Hamada et al., 

1998; Gassel, 2005; Bock and Linner, 2016b). System Skanska, J-up and NCC 
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Komplett are the three low-rise Automated Construction Systems (ACS) out of thirty 

ACS available in published literature (Bock and Linner, 2016b). None of these low-rise 

ACS has implemented an integrated automated monitoring system for ensuring 

construction safety. 

Urgent relocation, treatment or temporary accommodation of a large population 

affected by natural calamities or pandemics are examples of situations that demand 

rapid construction of low-rise buildings. In this context, automation and robotic 

technologies for low-rise buildings are gaining increasing attention. Raphael et al. 

proposed a top-down construction method for low-rise buildings with automated 

coordinated lifting (Raphael et al., 2016). This method is further developed into an 

automated top-down construction system for modular construction of low-rise 

buildings (Harichandran et al., 2019b, 2019a, 2020b, 2021).  

 

Figure 1.1 Role of the current study on the context of automated/robotic construction 
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Even amidst rapid technological advancements, the construction industry is far from a 

fully automated or robotic construction site (Melenbrink et al., 2020). Until we reach 

this stage, automation systems, robots and workers need to coexist on construction sites 

(Bock and Linner, 2016a). These scenarios involve complex interactions between 

machines and workers and have risks associated with unsafe conditions. This 

necessitates the development of an automated monitoring system for safe operations 

(Figure 1.1). The challenges in this context lead to the following research questions and 

objectives. 

• How to monitor automated construction operations for ensuring safety? 

• How to systematically collect useful data from the structure under automated 
construction? 

• How to make sense of data from the monitoring system to make decisions about 
the construction process? 

 

1.2 OBJECTIVES AND SCOPE  

1.2.1 Research objectives 

The overall goal of this research is to develop a robust monitoring system for automated 

construction.  This requires accurately identifying construction activities and associated 

faulty conditions. The specific objectives addressed in this research are the following. 

1. Develop an automated operation recognition and fault detection framework which 
takes into account specific requirements of the automated construction domain, 
such as:  

1.1. High accuracy of identification 

1.2. High level of details of activities 

1.3. Ability to detect early signs of failure with limited data 

2. Design algorithms and methodologies for the efficient implementation of the 
framework. This includes algorithms for: 
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2.1. Sensor placement 

2.2. Operation identification 

2.3. Fault detection 

3. Design the experimental setup and evaluate the feasibility of the application of the 
framework on a full-scale automated construction system. 

1.2.2 Scope of the research 

The broader context of the current study is illustrated in Figure 1.2, and the scope is 

highlighted in green. An automated construction monitoring system consists of several 

components such as measurement, operation identification, and fault detection. The 

framework and algorithms for construction monitoring are developed in the pre-

commissioning phase and implemented in actual construction sites in the execution 

phase. The methodologies developed in this study are evaluated in a controlled 

laboratory environment. 

The scope of the study is automatically identifying the operations and detecting the 

faulty conditions during the construction of a low-rise structural frame through an 

Automated Construction System (ACS). Automation is involved in two parts of the 

study: 1) operation identification and fault detection through intelligent algorithms, 2) 

construction method. The first part of the study contributes to the vast body of literature 

in the domain of construction informatics, especially in the area of construction 

equipment monitoring. Inferences pertaining to the second part of the study contribute 

to the emerging field of low-rise rapid construction methods. The Automated 

Construction System (ACS) developed in this study is similar to the ‘ground factory - 

building push-up’ system (Bock and Linner, 2016b). However, the current method is 

used to build the structural frame of low-rise buildings. It is a modular construction 

method and uses light construction equipment, unlike the ‘building push-up’ system. 
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1.3 SIGNIFICANCE OF THE STUDY 

The idea of automated construction monitoring dates back to several decades (Sacks et 

al., 2002). Emerging technologies have been explored for monitoring various 

construction resources (Roberts and Golparvar-Fard, 2019; Chen et al., 2020; 

Langroodi et al., 2021). However, the construction industry is still in the early stages 

of implementing automated equipment monitoring. Several pilot studies from actual 

construction sites have been reported from various parts of the world; some examples 

from the USA can be seen in (Fard, 2021).  

Construction monitoring using sensor data involves several challenges, such as 

designing an optimal sensor configuration and data interpretation. There have been 

several studies on sensor placement, both in construction and other domains. For 

example, see (Papadopoulou et al., 2016; Yu et al., 2018; Goyal et al., 2019; Mahami 

et al., 2019; Mahjoubi et al., 2020; Pachón et al., 2020). The current study proposes a 

method to determine optimal sensor configuration for automated construction 

monitoring. While challenges related to sensor placement are not fully solved yet, 

greater challenges exist in data interpretation. Whether construction activities can be 

accurately identified using sensor data is an interesting question.  

The three major components of an automated construction monitoring system are 

operation identification, operation tracking and performance estimation (Sherafat et al., 

2020). The present study addresses the operation identification and fault detection 

components essential for the development of a monitoring system. Generally, kinematic 

measurements, sound, images or videos of the construction equipment are collected for 

activity recognition. The present study uses the vibration data from the structure for 

operation identification. While there are several model-based methods like system 
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identification (Goulet et al., 2013; Soman et al., 2017) for estimating the actual 

condition from sensor data, the model-free method based on machine learning 

(Golparvar-Fard et al., 2013; Ahn et al., 2015) is adopted for this study.  

The current study focuses on developing a monitoring framework for low-rise 

automated construction systems. Operation identification and fault detection are some 

of the critical tasks in an automated monitoring system (Sherafat et al., 2020). The 

monitoring system must identify operations in progress and possibly discern faulty 

operations to warn the operator on time. To identify faulty operations, precise 

identification of the operating states is necessary. The initial stage of this research 

focuses on identifying the normal operations followed by detection of faults in an 

Automated Construction System. Finally, the HUS-ML (Hybrid Unsupervised and 

Supervised Machine Learning) framework is developed by combining operation 

identification and fault detection methodologies. 

The Automated Construction System developed for this study is for the construction of 

low-rise buildings (Harichandran et al., 2020b). However, the monitoring framework 

proposed in this study can be applied to traditional, automated or robotic construction 

(Figure 1.1). Sensors measuring structural responses are installed on the structure 

during the construction. The interactions between labour, materials, equipment, and the 

structure will be reflected in the structural responses. These responses reveal the 

operation being carried out. Deviations from the normal responses are used to estimate 

the faulty conditions. This is the central idea of the operation identification and fault 

detection framework proposed in this study (Harichandran et al., 2018, 2019b, 2019a, 

2021).  
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The HUS-ML (Hybrid Unsupervised and Supervised Machine Learning) framework is 

most beneficial for the operators of automated equipment in the construction work. It 

helps them to ensure the safety and stability of the structure being constructed. For 

example, consider the coordinated lifting operation in an Automated Construction 

System. During coordinated lifting, all supports should lift simultaneously to move the 

structure upwards. Suppose one of the supports moves faster due to some internal error 

in the machine. A part of the structure will be lifted faster than the other and eventually 

overturn the entire structure. Situations like these will cause catastrophic accidents in 

real construction scenarios. Hence the monitoring system should be trained to recognise 

each activity accurately to detect any early signs of anomalies. Early signs in the current 

study refer to the ‘early signs’ in the pattern of the sensing data that indicates deviation 

from normal operations, detected using an anomaly detection algorithm. It is not 

referring to a warning sign for action. However, warning signs can be given to the 

operator based on the faulty condition detected.  This data corresponding to the 

anomalous pattern (‘early signs’) is further analysed using the HUS-ML algorithm to 

extract more information about the faulty condition. Based on the available information 

on the type and location of the fault, the operator can take appropriate corrective actions. 

The final goal is to develop an integrated automated construction monitoring system. 

Such a system will provide real-time information about all the construction activities. 

This will help to ensure the correct execution of the operations. Even though the 

identification framework is validated on a top-down construction case study here, it can 

be applied to any type of construction system. However, the hierarchy of learning tasks 

varies with the chosen construction method. 
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The proposed operation identification and fault detection framework is novel in several 

aspects compared to existing methods. Early detection of faults is necessary for accident 

mitigation in automated construction. The monitoring framework proposed in the study 

detects early signs of failure during operation. Besides, the model-free method of fault 

detection based on machine learning identifies known and unknown categories of faulty 

operations. 

1.4 THESIS OUTLINE 

The objectives of this research are addressed in nine chapters of this thesis. A brief 

description of the contents of each chapter is given below. 

• Chapter 2 presents the review literature related to automated construction 

monitoring. This includes studies on Automated Construction Systems, activity 

recognition of construction equipment, fault detection methods, and 

measurement system design. In addition to that, a brief introduction to machine 

learning and deep learning methods are also included. 

• Chapter 3 describes the methodology of the research. This chapter starts with 

an overview of the research methodology, followed by a detailed description of 

how each objective is achieved. Besides, the experimental evaluation of the 

developed framework is provided. 

• Chapter 4 presents the theoretical framework and algorithms developed in the 

study. The HUS-ML framework and algorithms are introduced first, followed 

by the methodologies developed for sensor placement and operation 

identification.  
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• Chapter 5 contains the description of the experimental evaluation of the 

developed framework and algorithms. Initially, the automated construction 

method adopted in the study is described. Then the experimental setup, 

experiments, data collection and pre-processing are presented.  

• Chapters 6 to 8 present the analysis of the experimental data and discussion on 

the results. Chapter 6 focuses on the evaluation of the sensor placement 

methodology, while chapter 7 on the operation identification methodology. 

Chapter 8 covers the validation of the HUS-ML framework. 

• Chapter 9 concludes the thesis with significant outcomes. This chapter starts 

with a summary of the study followed by conclusions, contributions and 

limitations of the research 
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CHAPTER 2 

REVIEW OF LITERATURE 

2.1 INTRODUCTION 

This chapter presents a review of literature that covers various aspects of automated 

construction monitoring. The current study is interdisciplinary research that contributes 

towards the theory of computing applications in construction. The background 

knowledge in the state-of-the-art automated construction methods is necessary to set 

the context of this study. Therefore, an overview of existing Automated Construction 

Systems and monitoring methods are described in Section 2.2. Subsequently, machine 

learning and deep learning algorithms applied are briefly described in Section 2.3 and 

Section 2.4. This section is followed by the description of the existing studies on 

construction equipment activity recognition in Section 2.5. Then, fault detection 

methods for machine and construction equipment are presented in Section 2.6, followed 

by the studies on measurement system design in Section 2.7. Finally, a summary of the 

reviewed literature and gaps in the research are presented in Section 2.8. 

2.2 AUTOMATED CONSTRUCTION SYSTEMS 

Even though automated construction systems were not widely adopted in the 

construction industry, it has been successfully implemented in several high rise 

construction projects in Japan (Cai et al., 2019). However, a few of the studies related 

to these projects were disseminated in academic publications. Bock and Linner present 

a comprehensive analysis of ACS and classify them based on the construction scheme 

(Bock and Linner, 2016b). The main operation unit of the ACS is referred in the 

literature as ‘factory’. If the factory is located at ground level during construction, it is 

called the ground factory. If the factory is placed on the top of the building under 
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construction and sequentially lifted with the progress of construction, it is termed the 

sky factory.  

 

Figure 2.1 Subsystems, components and evolution scheme of Automatic Up-Rising 
Construction by Advanced Technique (AMURAD), developed by Kajima 

Corporation, Japan (Bock and Linner, 2016b) 

2.2.1 Ground factory systems 

The ground factory systems are categorised into three: 1) fixed ground factory that 

pushes the buildings up, 2) combined on-site and off-site factory, and 3) horizontally 

moving self-supported factory (Bock and Linner, 2016b). The construction progress 

from the top floor to the bottom floor in ground factory systems with building push-up 

method. The floors will be completed at the ground level and lifted upwards while the 
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ground factory remains in a fixed location. The orientation of the buildings is vertical 

in high-rise buildings (for example, AMURAD) and horizontal in low-rise buildings 

(for example, System Skanska and J-up). Automatic Up-Rising Construction by 

Advanced Technique (AMURAD) is a ground factory system developed by Kajima 

Corporation, Japan (Sekiguchi et al., 1997). The subsystems, components and evolution 

scheme of  AMURAD is illustrated in Figure 2.1. The ground factory occupies the first 

four floors. It contains subsystems such as push-up mechanism (Z-Up), main robot (Z-

carry main system), robots for horizontal logistics (Z-carry subsystem),  vertical 

delivery system (Mighty hand) and other subsystems for material handling, storage and 

monitoring. The completed floors were pushed upwards by ten automatic controlled 

jacks (Z-Up), each having the capacity in the range of 400 tons to 600 tons. The 

AMURAD was used to construct high-rise concrete structures up to 20 floors high. 

Besides, implementation of AMURAD achieved an overall 20 per cent reduction in 

workforce, a 50 per cent reduction in industrial waste and 20 per cent reduction in 

construction time.  

The ground factory systems with a building push-up method developed for low-rise 

construction (System Skanska and J-up) comprise more simple sub-systems than high-

rise construction (AMURAD). These systems build long horizontally oriented 

residential buildings. The System Skanska developed by Skanska Group, Sweden 

deploys rail-guided robots similar to that of AMURAD for assembling the building 

components (Bock and Linner, 2016b). However, the building components are 

comparatively heavier and larger. The subsystems consist of a fixed ground factory, 

lifting system, assembly robots, controlling system, and systems for delivering, 

handling, and storing materials. First, the ground factory and assembly robots are 

installed at the ground level. Then each floor is assembled at ground level and 
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sequentially lifted using the lifting system until the completion of the building. The 

lifting system comprises heavy-duty hydraulic cylinders capable of lifting heavy 

concrete floors. The System Skanska reduces construction complexity by standardising 

80 percentage of the concrete building components.  

Another low-rise construction system that adopts the ground factory with building 

push-up method is the J-up system developed by Sekisui House, Ltd., Japan (Bock and 

Linner, 2016b). This is a simple and cost-effective system for constructing residential 

buildings up to three floors high. The J-up system comprises two main subsystems: 1) 

hydraulic jacks for pushing the building up and 2) steel frames for supporting the 

structure temporarily. This construction system also starts by constructing the roof and 

temporarily supporting it on the structural frame. The completed roof is then lifted using 

the hydraulic jacks through a computer aided control system. The lower floors are 

constructed and lifted one by one in a similar manner. The building components are 

prefabricated in an off-site automated factory and supplied to the construction site. The 

process of pushing up the building is automated in the J-up system, while the building 

components are connected manually. This avoids the use of heavy and complex rail-

guided mechanisms resulting in a considerable cost reduction. Besides, the flexibility 

of construction is increased since the building configuration can be varied by the 

placement of the hydraulic jacks. 

The second category of ground factory systems implemented for low-rise construction 

is combined on-site and off-site factory systems. NCC Komplett, developed by NCC, 

Sweden belongs to this category; this system involves the synchronised operation of 

two factories (Bock and Linner, 2016b). The on-site factory consists of a self-

supporting hall structure that provides weather protected environment and subsystems 
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for handling and connecting high-level building components. The off-site factory 

prefabricates and finishes concrete building components and transports them to the on-

site factory through delivery trucks. The finished products are delivered just in time and 

just in sequence for assembly. Good coordination between the two factory units is 

essential for this system. The maximum allowable height of the building was limited 

by the on-site factory structure to eight floors.  

The third ground factory system, the horizontally moving self-supported factory, is 

mainly developed for long horizontally oriented buildings. The ground factory covers 

the structure and moves horizontally on a rail with construction progress. These systems 

belong to the mechanized category rather than automated systems. Some examples of 

these systems include Bauhelling Summerfield developed by AHAG-Sommerfeld, 

Germany and; Bauschiff developed by Neufert, Germany (Bock and Linner, 2016b). 

The ground factory system has several advantages and ease of construction since the 

main operations are performed at the ground level. However, the building height is 

limited by the capacity of the lift-up systems. The sky factory systems surpass this issue. 

2.2.2 Sky factory systems 

The majority of the ACS implemented in high rise construction belong to the sky 

factory systems. These systems follow a variety of construction schemes. In most sky 

factory systems, the factory is supported by the building under construction and moves 

upwards as the work progresses. Automated structural steel Building Construction 

System (ABCS) developed by Obayashi, Japan (Wakisaka et al., 2000) and Shimizu 

Manufacturing System by Advanced Robot Technology (SMART) developed by 

Shimizu, Japan (Yamazaki and Maeda, 1998) are some of the examples. In another 

construction scheme, the sky factory is supported by stilts of its own independent of the 
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building structure. The sky factory provides a weatherproof working environment like 

the earlier construction scheme. However, the synchronisation of construction works 

was simplified since the sky factory moves upwards on the extending stilts instead of 

supported by the structure. BIG CANOPY developed by Obayashi, Japan (Hamada et 

al., 1998) is an example.  

 

Figure 2.2 A view of the sky factory construction system BIG CANOPY developed 
by Obayashi Corporation, Japan (Bock and Linner, 2016b) 

The third construction scheme involves a sky factory and a core factory, both moving 

upwards with the construction progress. The sky factory is pulled upwards along the 

core structure, which is built in advance by the core factory. Robotic and Crane based 

Automatic Construction System (RCACS) developed by Korean Consortium, South 

Korea, belong to this construction scheme (Kang et al., 2011). The core factory with 
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limited functionality follows a simple construction scheme for building the structural 

core. The main sky factory deals with significant construction operations. Other 

categories of sky factory systems include a combination of conventional construction 

and centralized or decentralized sky factories (Bock and Linner, 2016b). 

2.2.3  Monitoring in Automated Construction Systems (ACS) 

The development and testing of a new ACS demand high investment in terms of time 

and cost, along with coordination between academic, industrial and interdisciplinary 

subject experts. Hence most of the existing research and developments in ACS is mainly 

for high rise construction (Bock and Linner, 2016b, 2016a; Cai et al., 2019). In a 

comprehensive analysis of ACS presented by Bock and Linner, only five out of the 

thirty Automated Construction Systems are developed for low-rise buildings (Bock and 

Linner, 2016b). Two out of these five construction systems are historical prototypes of 

mechanised construction rather than automated construction. System Skanska, J-up and 

NCC Komplett are the remaining three low-rise Automated Construction Systems. 

Each of these ACS has automated subsystems and associated control systems for 

assembly or lifting of building components. However, none of them has a real-time 

monitoring system. System Skanska and NCC Komplett have heavy machinery for 

handling, manipulating, and lifting building components. Therefore, accident potential 

and implementation costs are higher than the J-up system. In the context of rapidly 

rising demand for economic ACS for low rise construction, the author of this study has 

developed an automated top-down construction system with others (Raphael et al., 

2016; Harichandran et al., 2019b, 2019a, 2020b, 2020a, 2021). It has developed 

incrementally through laboratory prototypes, introducing higher complexity at each 

development stage. This ACS aims to incorporate an integrated monitoring system for 

ensuring safety.  
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Table 2.1 Monitoring systems in Automated Construction Systems (ACS) 

Reference ACS Company 

Construction 

scheme(Bock 

and Linner, 

2016b) 

Realtime 

monitoring 

system 

Monitoring 

system 

components 

(Hamada 

et al., 

1998) 

BIG CANOPY Obayashi 

Sky Factory 

moving 

upwards on 

supports 

Yes 

Simulation and 

optimization 

software, 

barcode 

(Wakisaka 

et al., 

2000) 

Automated structural 

steel Building 

Construction System 

(ABCS) 

Obayashi 

Sky Factory 

moving 

upwards 

supported by 

the structure 

Yes 

Sensor system, 

cameras, 

barcode  

(Sekiguchi 

et al., 

1997) 

Automatic Up-Rising 

Construction by 

Advanced Technique 

(AMURAD) 

Kajima 

Ground 

Factory and 

building 

push-up 

Yes 
Sensors, 

control room 

(Yamazak

i and 

Maeda, 

1998) 

Shimizu 

Manufacturing System 

by Advanced Robot 

Technology (SMART) 

Shimizu 

Sky Factory 

moving 

upwards 

supported by 

the structure 

Yes 

Bar code, 

laser, control 

room, 

simulation and 

optimization 

software 

(Kang et 

al., 2011) 

Robotic and Crane 

based Automatic 

Construction System 

(RCACS) 

Korean 

Cons. 

Sky Factory 

pulled up 

along core 

Yes 

Sensor-based 

real-time 

progress and 

visualisation 

system 

 

The ACS for high rise construction is extremely complex and contains several intricate 

subsystems such as factory (or centralised operation unit), manipulators, climbing 
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mechanisms, and real-time monitoring and management system (RTMMS). Each 

subsystem focuses on a particular construction task, and only a few of them are 

introduced with automated monitoring. The development and deployment of RTMMS 

require a high investment of money and computing resources that are often infeasible 

for low-rise construction systems. Since low-rise, ACS has a fairly simple configuration 

and developing an overall automated monitoring system that covers the entire 

construction activities is highly feasible. This integrated monitoring enables better 

control over the overall construction process and improves the efficiency of the ACS 

(Harichandran et al., 2019b, 2019a, 2020a). The current study focuses on recognising 

the automated construction activities and faults, which is an integral part of developing 

an automated monitoring system. 

The RTMMS in a few of the Automated Construction Systems consists of a fully 

computerised on-site control centre. Table 2.1 lists some of the Automated Construction 

Systems and the monitoring systems adopted in them. The components of the 

monitoring system involve sensors, cameras, barcodes, control room, laser, RFID and 

software for data collection and analysis (Sekiguchi et al., 1997; Tanijiri et al., 1997; 

Yamazaki and Maeda, 1998; Wakisaka et al., 2000; Ikeda and Harada, 2006). Some of 

the current ACSs lack real-time monitoring systems (Gassel, 2005; Bock and Linner, 

2016b). However, the monitoring in other ACSs is usually performed for checking 

whether specific tasks have been completed successfully. Most construction systems 

have independent sub-systems focusing on designated tasks like material handling, 

assembling, lifting, etc. (Kang et al., 2011). Hence, collecting integrated information 

about the whole automated construction is highly challenging are often not explored in 

existing ACS. This information is crucial for critical decision making, especially to 

avoid major accidents (Harichandran et al., 2019a). More details on the fault detection 
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methods implemented in these RTMMS are the intellectual property of the companies 

that developed them and are often unavailable in published literature (Bock and Linner, 

2016b, 2016a; Cai et al., 2019). Besides, none of the existing low-rise ACS has a real-

time monitoring system (Bock and Linner, 2016b). Since the studies on monitoring of 

low-rise ACS were unavailable, the studies on monitoring of construction equipment 

were explored (section 2.5 and section 2.6). 

Machines in automated or robotic construction should not be entrusted to make logical 

decisions when there are significant uncertainties in situations that are likely to cause 

accidents. A human operator can act better in those scenarios. However, software 

systems are better equipped for discerning minute variations in patterns of construction-

related data (Harichandran et al., 2019b). If the meaning of these patterns is readily 

interpretable, humans can take quick decisions based on the circumstances. This is why 

an integrated automated monitoring system with a human operator will have better 

control over overall construction than discrete construction sub-systems. Unlike high 

rise ACSs with numerous sub-systems, developing an integrated monitoring system for 

low-rise automated construction is feasible. Presently, there are limited studies in this 

area. The authors of the current study have developed an ACS for low-rise building 

construction  (Harichandran et al., 2019b, 2019a, 2020b). Identifying the basic 

operations of the ACS is the primary step in the development of an automated 

monitoring system. Integrated information about the construction process can be 

obtained from sensor measurements taken from either the structure under construction 

(Harichandran et al., 2019b) or the construction equipment (Soman et al., 2017). The 

present study attempts to identify the operations of an ACS from the sensor data 

collected from the structure and extends it further to detect faulty conditions. This 

approach is applicable to automated and robotic constructions involving different 
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scenarios such as site factories and single or multiple robots on site. The construction 

operation can be identified irrespective of the construction method since the interaction 

of the robots and the structure will create structural responses with characteristic 

patterns. This study uses these patterns to identify normal operations and early signs of 

faulty conditions during automated construction. 

2.3 MACHINE LEARNING  

Machine learning techniques, in a broad context, extract meaningful information from 

data. These techniques have gained increasing attention due to the advent of high 

computing capacity and the availability of large datasets. The machine techniques can 

be classified into two categories: supervised learning and unsupervised learning. 

Supervised learning techniques use examples of input and corresponding output to 

generate predictive models, while unsupervised learning techniques determine inherent 

patterns in the input data. Supervised learning can be applied for developing predictive 

models for classification or regression. The classification models predict discrete 

outcomes to categorise the supplied data into various classes, whereas regression 

models predict continuous outcomes to forecast future trends.  

2.3.1 Classification algorithms 

The current study applies supervised learning algorithms to recognise automated 

construction operations. An overview of the classification algorithms used in the study 

is discussed in this section; for detailed descriptions, refer (Mitchell, 1997; Bishop, 

2006; Shalev-Shwartz and Ben-David, 2014). 
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2.3.1.1 k-Nearest Neighbour (kNN) 

A data point is classified based on its similarity with the nearest neighbours. More 

neighbouring samples are considered for predicting the class label to avoid potential 

misclassifications due to outliers. This algorithm does not assume that the data from 

each class are generated through some underlying statistical distributions. Therefore, it 

develops a simple model for prediction.  

2.3.1.2 Decision Tree (DT) 

The decision trees predict the labels of data points based on a set of rules. The decisions 

are made through various branching conditions to reach the leaf node of the tree from 

the root node. The configuration of the decision tree and weights for comparison are 

estimated during training. The developed model can be simplified by ‘pruning’ the 

decision tree. The prediction models are easily interpretable. 

2.3.1.3 Support Vector Machines (SVM) 

This algorithm separates the classes in a binary classification problem through a linear 

decision boundary (discriminant or classifier). The discriminant is a hyperplane when 

the algorithm separates a high dimensional dataset. The optimal hyperplane for a 

linearly separable dataset is the discriminant that provides the maximum margin 

between the classes. This discriminant has the highest distance to the nearest training 

datapoints. This algorithm classifies the linearly inseparable data points through the 

introduction of a penalty function. Kernel functions are used in nonlinear classification 

to transform the data into a high dimensional feature space, where linear separation is 

possible.  
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2.3.1.4 Discriminant Analysis (DA) 

This algorithm determines the discriminant between the classes by assuming each class 

follows a Gaussian distribution for data generation. The multidimensional normal 

distribution of each class is estimated by computing the mean and covariance matrix.  

The decision boundary is determined through the data points with equal probability for 

the adjacent classes. If the classes are assumed to have the same covariance matrix, the 

decision boundary is linear; otherwise, it is quadratic. The algorithm develops robust 

models since the decision boundary is determined through the distribution of all classes. 

2.3.1.5 Naïve Bayes (NB) 

Similar to discriminant analysis, the Naïve Bayes algorithm assumes that the data from 

each class are generated through a probability distribution. Therefore, the class label is 

predicted based on the probability of the data point to occur in a specific class. The 

algorithm also assumes that the predictors are independent, and the distribution of each 

predictor is calculated independently. The predictive model indicates the confidence of 

the classification and is robust to noise.  

2.3.1.6 Artificial Neural Network (ANN) 

Artificial Neural Network creates a predictive model that comprises several 

interconnected neurons to map the relationship between input and output. The strength 

of the connections is controlled by the numeric values known as weights. The weights 

of the neural network are iteratively modified during training to improve the 

performance of prediction. Feed-forward classification networks are used for 

classification problems. The network architecture comprises the input layer, hidden 

layer and output layer; each layer consists of multiple interconnected neurons. The 

output from each neuron influences the input to the succeeding neurons connected to it. 
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The input to each neuron is computed by applying a transfer function to the sum of the 

product of the output of the predecessor neurons and their weights offset by the biases. 

The values of the weights and biases are learned during training. 

2.3.2 Anomaly detection 

An anomaly detection algorithm is an unsupervised learning algorithm that identifies 

abnormal values in a dataset based on statistical measures. Creating an anomaly 

detection model starts with fitting a Gaussian model to the distribution of the normal 

data points. The unlabelled data set for training, {d(1), …, d(m)} contains only examples 

of the normal class, where m is the number of training instances.  The Gaussian 

distribution for each feature di has to be estimated for the training dataset as given by 

Equation (2.1). 

𝑝𝑝(𝑑𝑑; 𝜇𝜇,𝜎𝜎2) =  
1

√2 𝜋𝜋 𝜎𝜎2
𝑒𝑒−

(𝑑𝑑−𝜇𝜇)2

2 𝜎𝜎2  (2.1) 

The parameters of the Gaussian distribution, mean and variance denoted by µ and σ2, 

are computed as given by Equations (2.2) and (2.3) to fit data in the ith dimension. 

𝜇𝜇𝑖𝑖 =  
1
𝑚𝑚
�𝑑𝑑𝑖𝑖

(𝑗𝑗)
𝑚𝑚

𝑗𝑗=1

 (2.2) 

 

𝜎𝜎𝑖𝑖2 =  
1
𝑚𝑚
��𝑑𝑑𝑖𝑖

(𝑗𝑗) − 𝜇𝜇𝑖𝑖�
2

𝑚𝑚

𝑗𝑗=1

 (2.3) 

After estimating the Gaussian parameters, the probability of each data point in the fitted 

distribution can be calculated.  The data points with very low probability tend to be 

anomalous observations. A threshold is selected based on a cross-validation dataset to 

determine these anomalous observations.  
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Let  {(𝑑𝑑𝑐𝑐𝑐𝑐
(1), 𝑙𝑙𝑐𝑐𝑐𝑐

(1)), … , (𝑑𝑑𝑐𝑐𝑐𝑐
(𝑚𝑚𝑐𝑐𝑐𝑐), 𝑙𝑙𝑐𝑐𝑐𝑐

(𝑚𝑚𝑐𝑐𝑐𝑐))} be the labelled cross-validation dataset where 

(𝑑𝑑𝑐𝑐𝑐𝑐
(𝑖𝑖), 𝑙𝑙𝑐𝑐𝑐𝑐

(𝑖𝑖)) denotes the ith data point and corresponding label, and mcv denotes the 

number of instances in the cross-validation dataset. Anomalous observations in this 

dataset are labelled as one, and normal observations are labelled as zero. Then the 

probability of each data point in the cross-validation dataset 𝑝𝑝(𝑑𝑑𝑐𝑐𝑐𝑐
(𝑖𝑖)) is computed. If 

𝑝𝑝(𝑑𝑑𝑐𝑐𝑐𝑐
(𝑖𝑖))  is less than the selected threshold, T then it is considered as an anomalous 

observation. The probability vector for the cross-validation dataset 

𝑝𝑝(𝑑𝑑𝑐𝑐𝑐𝑐
(1)), … ,𝑝𝑝(𝑑𝑑𝑐𝑐𝑐𝑐

(𝑚𝑚𝑐𝑐𝑣𝑣))  is compared with the ground truth label set 𝑙𝑙𝑐𝑐𝑐𝑐
(1), … , 𝑙𝑙𝑐𝑐𝑐𝑐

(𝑚𝑚𝑐𝑐𝑐𝑐) and the 

F1 score is computed by Equation (2.4). The F1 score shows the fault detection 

performance with the given threshold T. Different values of T were applied on the cross-

validation dataset, and F1 scores were computed to determine the best value of T. The 

selected threshold T is used to determine the anomalous observations in future 

predictions. 

𝐹𝐹1 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 =   
2 𝑥𝑥 𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 𝑥𝑥 𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅
𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 + 𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅

 (2.4) 

 

2.4 DEEP LEARNING 

Deep learning is a subcategory of machine learning where deep neural networks are 

used for facilitating end-to-end learning. This means that deep learning algorithms 

directly learn required information from raw data for performing the assigned task. The 

current study uses Long Short-Term Memory (LSTM) networks for time series data 

classification. 
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2.4.1 Long Short-Term Memory Networks 

Long Short-Term Memory (LSTM) networks identify long term dependency between 

timesteps of sequence data (Hochreiter and Schmidhuber, 1996, 1997; Hochreiter, 

1998; Arras et al., 2019). They belong to the class of Recurrent Neural Networks 

(RNN). The architecture of an LSTM network for a classification problem consists of 

five layers. The first layer is a sequence input layer that inputs the raw sequence data 

into the network. The second layer is an LSTM layer which learns the long-term 

dependency between timesteps of the input data. The last three layers, namely, the fully 

connected layer; SoftMax layer; and classification layer enable the network to predict 

the class labels.  

 

Figure 2.3 Information flow in an LSTM block (Hochreiter and Schmidhuber, 1997) 

The LSTM layer consists of several LSTM blocks; the flow of information through a 

block is illustrated in Figure 2.3 (Hochreiter and Schmidhuber, 1997; MATLAB & 

Simulink, 2021). Hidden state (ht) and cell state (ct) constitute the state of the layer at 

timestep t, and xt denotes the value of the time series at timestep t. The hidden states 

and cell states are controlled by the components such as input gate (i), forget gate (f), 

cell candidate (g), and output gate (o). The update and reset of the cell state are 
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controlled by the input gate and the forget gate, respectively. The information to the 

cell state is added by the cell candidate, while information of the cell state to the hidden 

state is controlled by the output gate. Each of these components can be computed as 

given in (2.5) to (2.8). 

𝑖𝑖𝑡𝑡 =  𝜎𝜎𝑔𝑔(𝑊𝑊𝑖𝑖 𝑥𝑥𝑡𝑡  +  𝑅𝑅𝑖𝑖  ℎ𝑡𝑡−1  +  𝑏𝑏𝑖𝑖) (2.5) 
 

𝑓𝑓𝑡𝑡 =  𝜎𝜎𝑔𝑔(𝑊𝑊𝑓𝑓 𝑥𝑥𝑡𝑡  +  𝑅𝑅𝑓𝑓 ℎ𝑡𝑡−1  +  𝑏𝑏𝑓𝑓) (2.6) 
 

𝑔𝑔𝑡𝑡 =  𝜎𝜎𝑐𝑐(𝑊𝑊𝑔𝑔 𝑥𝑥𝑡𝑡  +  𝑅𝑅𝑔𝑔 ℎ𝑡𝑡−1  +  𝑏𝑏𝑔𝑔) (2.7) 
 

𝑜𝑜𝑡𝑡 =  𝜎𝜎𝑔𝑔(𝑊𝑊𝑜𝑜 𝑥𝑥𝑡𝑡  +  𝑅𝑅0 ℎ𝑡𝑡−1  +  𝑏𝑏𝑜𝑜) (2.8) 

where W, R and b denote the concatenation of the matrices of the learnable weights 

such as input weights, recurrent weights and bias of all the components (i,f,g,o). The 

state activation function and gate activation function are represented by 𝜎𝜎𝑐𝑐 and 𝜎𝜎𝑔𝑔.  

2.5 ACTIVITY RECOGNITION OF CONSTRUCTION EQUIPMENT  

In most of the studies, construction equipment is monitored for calculation of cycle 

time, productivity, cost and fuel consumption, or for optimally allocating resources. In 

such cases, minor mistakes in identification are not critical. Since this work aims to 

develop an automated monitoring system for the safe operation of construction 

equipment, the expected accuracy of identification is high. Majority of existing 

equipment activity identification methods use computer vision, sensor data, audio data, 

or other characteristic measurements from the equipment. Table 2.2 and Table 2.3 

summarise various equipment activity recognition methods and their performances. 

The methods are subdivided based on the data collected for identification (visual data, 

sensor data and audio data). The following paragraphs further examine each of these 
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activity recognition methods and their applicability for identification of automated 

construction operations. 

Table 2.2 Overview of equipment activity identification systems 

Reference 

Purpose of 

activity 

identification 

Equipment 
Data 

collected 

Testing 

environment 

Number and 

type of activities 

Activity recognition based on visual data 

(Golparva

r-Fard et 

al., 2013) 

For 

automating 

construction 

activity 

analysis 

Excavator 

and  

truck 

Videos 

Actual 

construction  

site 

Excavator: 3 

(digging, 

dumping, 

hauling / 

swinging); 

Truck: 3 (filling, 

moving, 

dumping) 

(J. Kim et 

al., 2018) 

Estimating 

cycle time 

and 

equipment 

productivity 

Excavator 

and  

dump truck 

Images 

Actual 

construction  

site 

3 (stopping, 

moving, 

scooping/ 

rotating/ 

dropping) 

(Kim and 

Chi, 2019) 

Estimating 

cycle time 

and 

equipment 

productivity 

Excavator Images 

Actual 

construction  

site 

4 (digging, 

hauling, 

dumping, 

swinging) 

(Roberts 

and 

Golparvar

-Fard, 

2019) 

Estimating 

equipment 

productivity 

Excavator 

and  

dump truck 

Videos 

Actual 

construction  

site 

Excavator: 5 

(idle, swing 

bucket, load 

bucket, dump, 

move); Dump 

truck: 2 (fill, 

move) 
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(Chen et 

al., 2020) 

Estimating 

equipment's 

operation 

time, 

operating 

cycle and 

productivity. 

Excavators Videos 

Actual 

construction  

site 

3 (digging, 

swinging, 

loading) 

 Activity recognition based on sensor data   

(Ahn et 

al., 2015) 

Estimating 

environmenta

l performance 

and 

equipment 

operational 

efficiency 

Excavator 
Acceleration  

data 

Instructed 

operations in 

an actual 

construction 

site (sensors 

inside the 

equipment 

cabin) 

3 (engine-off, 

idling, working 

modes) 

(Akhavian 

and 

Behzadan, 

2015) 

Estimating 

activity 

duration for 

simulation 

input 

modelling 

Front-end 

loader 

Acceleration  

data, 

Gyroscope 

data and 

Positional 

data (GPS) 

Actual 

construction  

site 

(smartphone 

(built-in 

smartphone 

sensors) 

inside 

equipment 

cabin) 

At classification 

level 2: 3 

(engine off, idle, 

busy); 

At classification 

level 3: 4 

(engine off, idle, 

moving & 

scooping, 

moving & 

dumping); 

At classification 

level 4: 5 

(engine off, idle, 

moving, 

scooping, 

dumping) 
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(Hyunsoo 

Kim et al., 

2018) 

Estimating 

equipment 

cycle time  

Excavator 

Inertial 

Measurement 

Unit (IMU) 

data 

Actual 

construction  

site 

(smartphone 

(built-in 

smartphone 

sensor) inside 

equipment 

cabin) 

5 (idle, 

wheelbase 

motion, cabin 

rotation (anti-

clockwise and 

clockwise 

rotation), 

bucket/arm 

movement) 

(Rashid 

and Louis, 

2019) 

Estimating 

the 

performance 

of equipment 

Excavator 

and 

front-end 

loader 

IMU data 

Actual 

construction  

site (sensors 

on different 

articulated 

parts of the 

equipment) 

Excavator: 9 

(engine off, idle, 

scoop, dump, 

swing loaded, 

swing empty, 

move forward, 

move 

backwards, level 

ground); Front-

end loader: 10 

(engine off, idle, 

scoop, raise, 

dump, lower, 

move forward 

loaded, move 

backwards 

loaded, move 

forward empty, 

move backwards 

empty) 

(Shi et al., 

2020) 

Estimate the 

working  

cycle stages 

of equipment 

for energy 

Excavator 

Main pump  

pressure and 

displacement 

data 

Instructed 

operations 

(pressure 

sensors on 

main pump 

5 (pre-digging, 

digging,  

lifting, 

unloading, 

swinging) 
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and fuel 

efficiency. 

outlet, 

displacement 

sensors on 

rod chamber 

of the boom, 

arm, and 

bucket 

cylinders) 

(Slaton et 

al., 2020) 

Estimating 

equipment  

productivity 

Roller 

compactor  

and 

excavator 

Acceleration  

data 

Actual 

construction  

site (sensors 

on arms and 

inside 

equipment 

cabins) 

Compactor: 6 

(combinations 

of forward and 

backward 

movements with 

3 vibration 

modes); 

Excavator: 7 

(idling, 

travelling, 

scooping, 

dropping, 

rotating (left), 

rotating (right), 

various) 

Activity recognition based on sound data 

(Cao, 

Huang, et 

al., 2017) 

Equipment 

recognition 

for 

surveillance 

system 

4 machines 

(Electric 

hammers, 

hydraulic 

hammers, 

cutting 

machines, 

and 

excavators) 

Audio data 

Actual 

construction 

site 

(microphone 

sensors in 

proximity to 

the 

equipment) 

5 (Activities of 

electric 

hammers, 

hydraulic 

hammers, 

cutting 

machines, 

engine of cutting 
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machine, and 

excavators) 

(Cao, 

Wang, et 

al., 2017) 

Equipment 

recognition 

for 

surveillance 

system 

4 machines 

(Electric 

hammers, 

hydraulic 

hammers, 

cutting 

machines, 

and 

excavators) 

Audio data 

Actual 

construction 

site 

(microphone 

sensors in 

proximity to 

the 

equipment) 

4 (Activities of 

electric 

hammers, 

hydraulic 

hammers, 

cutting 

machines, and 

excavators) 

(Cao, 

Zhao, et 

al., 2017) 

Equipment 

recognition 

for 

surveillance 

system 

4 machines 

(Electric 

hammers, 

hydraulic 

hammers, 

cutting 

machines, 

and 

excavators) 

Audio data 

Actual 

construction 

site 

(microphone 

sensors in 

proximity to 

the 

equipment) 

4 (Activities of 

electric 

hammers, 

hydraulic 

hammers, 

cutting 

machines, and 

excavators) 

(Cheng et 

al., 2017) 

Estimating 

equipment 

productivity 

and activity 

analysis 

11 different 

types of 

machines  

Audio data 

Actual 

construction 

site 

(microphones 

in proximity 

to the 

equipment) 

2 (major 

activity, minor 

activity; 

identifying 

operations of 

one machine at a 

time) 

(Sabillon 

et al., 

2018) 

Estimating 

cycle time of 

equipment  

Multiple  

machines 
Audio data 

Actual 

construction 

site 

(microphones 

2 (major 

activity, minor 

activity) 
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in proximity 

to the 

equipment) 

(Cheng et 

al., 2019) 

Estimating 

cycle time 

and 

equipment 

productivity 

Multiple  

machines 
Audio data 

Actual 

construction 

site 

(microphones 

in equipment 

cabin and in 

proximity to 

the 

equipment) 

2 (major 

activity, minor 

activity) 

 

With the advent of low-cost recording devices and better computing platforms, 

computer vision-based methods of activity identification become extremely popular. 

Golparvar-Fard et al. (Golparvar-Fard et al., 2013) used Spatio-temporal features from 

video recordings to identify activities of excavator and dump truck with Support Vector 

Machines (SVM). They focus on identifying the single actions of earthmoving 

equipment. The problems due to noisy feature points, varied background, poses of 

equipment and levels of occlusion were addressed. Kim et al. (J. Kim et al., 2018) 

included the interactions between excavators and dump trucks to identify their 

operations by a method called tracking-learning-detection. They showed that the 

incorporation of domain knowledge in problem formulation considerably improved the 

identification accuracy. Kim and Chi (Kim and Chi, 2019) considered the sequential 

working pattern of excavators for improving vision-based action recognition. They 

have used a hybrid of two deep learning methods for classification. The activities of 

heavy equipment and labours were identified by the bag-of-video-feature-words 

framework and overcame the limitations of variations in scale, partial obstruction and 
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point of view (Gong et al., 2011). All of these methods show promising results. 

However, the construction site is a complex environment with various disturbances and 

obstructions. The dynamic nature of operations cannot be fully captured by still cameras 

(Sherafat et al., 2020). The applicability of computer vision-based methods is limited 

in this aspect. Most of these studies identify activities of earth excavation or moving 

equipment. This equipment has articulating parts or movements which can be clearly 

captured through visual data. Identification of minute variations in the parts of 

equipment during various operations is extremely challenging by computer vision-

based methods. Hence, activity recognition based on visual data will not be suitable for 

identifying operations of ACS. 

Sensor-based activity recognition methods rely on a wide range of characteristic 

measurements from the equipment. Most popularly used data include acceleration or 

vibration, location of the equipment or a combination of these. Ahn et. al. (Ahn et al., 

2015) demonstrated the feasibility of using the low-cost accelerometer for identifying 

the operations of an excavator with machine learning classifiers and achieved 93% 

identification accuracy. Akhavian and Behzadan (Akhavian and Behzadan, 2015) used 

accelerometer and gyroscope data for predicting the operations of a front-end loader 

with machine learning classifiers. The identified operations were used to estimate the 

activity duration for simulation input modelling. Even though the identification of 

major classes of operations was highly accurate, the performance reduced while 

identifying finer classes. For cycle time measurement of equipment, Kim et. al. 

(Hyunsoo Kim et al., 2018) used IMUs embedded in a smartphone. With the help of 

the dynamic time warping algorithm, they achieved 91.83% accuracy in cycle time 

estimation. Rashid and Louis (Rashid and Louis, 2019) placed inertial measurement 

units (IMUs) on the articulated part of the equipment to identify their operations using 
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deep learning methods. The improvement of prediction results with various types and 

levels of data augmentation is explored in this study. Shi et. al. (Shi et al., 2020) 

considered the working stages of an excavator and main pump pressure for operation 

identification. Instead of using complex deep learning methods, they have applied 

machine learning classifiers for identification. The domain knowledge is introduced in 

the problem formulation employing a rule-based intelligent calibration system to obtain 

a prediction accuracy of 93.82%. The location of the equipment and vibration patterns 

captured by sensors have the potential to identify operations better compared to limited 

visual data. The sensor-based activity recognition methods are capable of delivering 

high performance in real-time. Most of these methods are unaffected by ambient or 

climatic conditions. These serve as promising attributes for identification of automated 

construction operations. 

Audio-based activity recognition methods are mainly suitable for equipment that 

produce significantly measurable sounds. Cheng et al. (Cheng et al., 2017) used audio 

signals and SVM classifiers to identify various construction equipment activities. This 

method attempts to address the limitations of computer vision methods and sensor 

methods by capturing the sound patterns of heavy equipment to identify its activity. 

Similar studies have been carried out for equipment activity recognition using audio 

data as listed in the last sections of table 2 and 3. Audio-based methods can identify 

multiple machines at once. However, the level of details of the activities identified by 

these methods is minimal. Hence, audio-based activity recognition methods are not 

suitable for developing a monitoring system. 
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Table 2.3 Equipment activity identification methods and performance 

Reference Methods/Algorithms 
Activity detector/ 

Features  

Performance in activity 

identification 

Activity recognition based on visual data 

(Golparvar-

Fard et al., 

2013) 

Support Vector 

Machine (SVM) 

Spatio-temporal visual 

features represented by 

Histogram of Oriented 

Gradients (HOG) 

Average accuracy for 

excavator 86.33%, for 

truck 98.33% 

(J. Kim et al., 

2018) 

Tracking-Learning-

Detection (TLD) 
Proximity threshold 

Average precision 

91.27% and average 

recall 92.42%  

(Kim and 

Chi, 2019) 

TLD, Hybrid deep 

learning algorithm 

(Convolutional 

Neural Network 

(CNN) and Double-

layer Long Short-

Term Memory 

(LSTM)) networks 

Sequential patterns of 

visual features and 

operation cycles 

Average accuracy 

93.8% 

(Roberts and 

Golparvar-

Fard, 2019) 

CNN, Hidden 

Markov Model 

(HMM), Gaussian 

Mixture Model 

(GMM), SVM 

Spatio-temporal 

features  

Average precision for 

excavators 97.43%, for 

dump trucks 75.29%; 

Accuracy for 

excavators 86.8%, for 

dump trucks 88.5% 

(Chen et al., 

2020) 
Faster R-CNN 

Spatio-temporal 

features  
Overall accuracy 87.6%  

Activity recognition based on sensor data 

(Ahn et al., 

2015) 

Naïve Bayes, kNN 

(K-Nearest 

Neighbour), 

Decision tree (J48), 

Multilayer 

Totally 15 time-domain 

features (average 

resultant acceleration, 

mean, standard 

Accuracy over 93% 
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perceptron 

(feedforward ANN) 

deviation (SD), peak, 

correlation) 

(Akhavian 

and 

Behzadan, 

2015) 

Logistic Regression 

(LR), kNN, Decision 

Tree, Neural 

Network (feed-

forward 

backpropagation), 

SVM 

Totally 42 features 

(Time domain features: 

mean, variance, peak, 

interquartile range 

(IQR), correlation, and 

root mean error (RMS), 

Frequency-domain 

feature: signal energy) 

Overall accuracy 

86.09% for the highest 

classification level 

(Hyunsoo 

Kim et al., 

2018) 

Dynamic Time 

Warping (DTW), 

Random Forest, 

Naive Bayes, J48, 

Sequential Minimum 

Optimization (SMO) 

Totally 74 features 

(Time domain features: 

resultant, mean, SD and 

peak of acceleration, 

correlation, zero 

crossing rate, kurtosis, 

skewness, Frequency-

domain features: 

spectral entropy, 

spectral centroid, short 

time energy, and 

spectral roll-off) 

Overall accuracy 

88.61% 

(Rashid and 

Louis, 2019) 

ANN, LSTM 

networks 

18 features (3 IMUs X 

6 data stream per IMU) 

Accuracy for excavator 

97.9%, for front-end 

loader 96.7%; F1 Score 

for excavator 97.6%, 

for front-end loader 

96.3% 

(Shi et al., 

2020) 

SVM, Back 

Propagation Neural 

Network (BPNN), 

LR 

6 features (Mean and 

variance of various 

combinations of main 

pump pressure signals) 

Accuracy 93.82%  
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(Slaton et al., 

2020) 

CNN, Hybrid 

network (CNN and 

LSTM) 

6 features (2 

accelerometers X 3 data 

stream per 

accelerometer) 

Accuracy over 77% and 

up to 96% for 

compactor and up to 

90% for excavator 

Activity recognition based on sound data 

(Cao, Huang, 

et al., 2017) 

A newly proposed 

algorithm based on 

single hidden layer 

feedforward neural 

network and 

Extreme Learning 

Machine (ELM), 

Back Propagation 

(BP), KNN, SVM, 

ELM 

MFCC (Mel-Frequency 

Cepstral Coefficients) 

features and their 

dynamic statistics 

Accuracy over 40%, up 

to 88% 

(Cao, Wang, 

et al., 2017) 

A newly proposed 

Cascade algorithm 

developed in 

MATLAB and 

LabView, ELM, 

SVM 

Short frame energy 

ratio, concentration of 

spectrum amplitude 

ratio, truncated energy 

range, and interval of 

pulse 

Accuracy over 86%, up 

to 99% 

(Cao, Zhao, 

et al., 2017) 

BP, ANN using 

ELM 

First and second order 

MFCC features  

Accuracy over 74%, up 

to 96% 

(Cheng et al., 

2017) 
SVM STFT features Accuracy over 80% 

(Sabillon et 

al., 2018) 
SVM 

Frequency magnitude 

and phase features 

Accuracy of cycle times 

as high as 90% 

(Cheng et al., 

2019) 
SVM 

Sinusoidal frequency, 

magnitude, phase 

content 

Accuracy over 85% 

 

Previous research shows that the operations which involve the limited movement of 

equipment are best identified by sensor-based methods or by characteristic 
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measurements from the equipment. Operations which involve machine vibrations are 

best captured by accelerometers. Development of an automated construction system 

requires a high level of detail about the operations. Sensor measurements have the 

potential to provide detailed information about the equipment. Among all the activity 

recognition methods, sensor-based methods seem to be the best option for identification 

of automated construction operations.  

The existing methods identify high-level construction activities. However, the 

performance of these methods declines while identifying low-level operations. Most of 

the studies were focused on improving the performance, either through the type of data 

collected or by exploring multiple classification algorithms. This study explores the 

possibility of improving the performance of operation identification focusing on the 

problem formulation. The proposed methodology is not similar to the existing methods 

just because it applies machine learning algorithms. The current methodology is a 

much-improved version of the existing methods in the following aspects: 

 Incorporating domain knowledge in operation identification 

 Maintaining performance while identifying low-level operation details 

 Detecting unknown faulty conditions with reasonable accuracy 

 

2.6 FAULT DETECTION METHODS  

Fault detection methods have been vastly studied in various domains such as 

manufacturing (Pu et al., 2020; Quatrini et al., 2020), electrical systems (De Santis et 

al., 2018; Labrador Rivas and Abrão, 2020; Chen et al., 2021), mechanical equipment 

(Alshorman et al., 2020; Gangsar and Tiwari, 2020), High-Performance Computing 

(HPC) systems (Netti et al., 2020), and heating, ventilation, air conditioning, and 
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refrigeration (HVAC&R) systems (Gharsellaoui et al., 2020; Ding et al., 2021; Li et 

al., 2021). A large quantum of monitoring data is available since the advent of low-cost 

sensing technologies.  In addition to that, access to high computing resources shifted 

the focus of fault detection studies in every domain to data-driven methods using 

intelligent algorithms. The fundamental computing research focus on improving the 

learning algorithms and feature engineering (Pang et al., 2021). While, applied research 

on fault detection in each domain  focus on identifying the right algorithm and data (to 

be collected to extract more meaningful information) that improves the performance of 

detection (AlShorman et al., 2021; Xu and Saleh, 2021). Detection of faults in 

mechanical and construction equipment are more relevant to the focus of this research. 

Therefore, these studies are explored in detail in the following sections.  

2.6.1 Machine fault detection 

Mechanical equipment is the backbone of most engineering fields such as 

manufacturing, aerospace, defence, and power sectors. Faults in mechanical equipment 

result in unanticipated downtime, enormous financial loss, disastrous accidents and 

severe injuries (Jiao et al., 2019).  Therefore, fault detection is a highly significant, 

widely explored and continuously emerging research area in machine condition 

monitoring. The current fault detection methods can be divided into four categories as 

per their development approach: 1) fault detection based on signal processing, 2) fault 

detection based on physical models, 3) fault detection based on machine learning, and 

4) hybrid fault detection method (Lei et al., 2014; Yu et al., 2014; Haidong et al., 2020; 

Liang et al., 2020). The signal processing-based methods demand expertise in 

mathematics and theoretical representation of fault characteristics and knowledge in 

estimating the feature frequency of the equipment  (Jiao et al., 2020). The physical 

model-based methods have several drawbacks, such as low accuracy of physical 
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systems of complex machines, need for an in-depth understanding of working 

principles of the machine, and incapability of the physical models to get updated with 

real monitoring data. The data-driven fault detection methods such as machine learning 

overcome many of these issues and deliver remarkable performance. However, 

machine learning-based methods pose another set of challenges related to feature 

extraction, optimisation and dimension of data (Jiao et al., 2020).  

Induction motor (IM) is a crucial component in several mechanical equipment, and 

data-driven fault detection of IM is a widely studied area. Various type of data is 

collected for fault detection such as vibration, sound, pressure, current, chemical 

analysis and oil analysis data (Gangsar and Tiwari, 2020). A machine learning based 

fault detection and diagnosis method typically includes data collection, data pre-

processing, feature extraction, fault classification and decision making (Alshorman et 

al., 2020). Numerous classification algorithms such as ANN (Chow et al., 1991; 

Lashkari et al., 2015), Genetic Algorithm (Nguyen and Lee, 2008; Júnior et al., 2018), 

Support Vector Machines (Rajeswaran et al., 2018; Gangsar and Tiwari, 2019), Deep 

Belief Networks (Shao et al., 2017), Sparse autoencoder (Sun et al., 2016), 

Convolutional Neural Networks (CNN) (Janssens et al., 2018) were implemented for 

this problem. A detailed review on signal-based fault detection of IM is given in 

(Gangsar and Tiwari, 2020); the studies based explicitly on artificial intelligence were 

reviewed in (Alshorman et al., 2020). Current research works in machine fault 

detection, besides those related to IM, which implemented CNN were reviewed in (Jiao 

et al., 2020). 
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2.6.2 Fault detection in construction equipment 

The data-driven fault detection methods are widely adopted in construction for 

structural health monitoring (Jiang and Adeli, 2007; Amezquita-Sanchez and Adeli, 

2015; Rafiei and Adeli, 2017; Raphael and Harichandran, 2020). The existing studies 

in fault detection of construction equipment are limited, and confined to certain specific 

equipment such as tower crane, excavator and dump truck. Radlov and Ivanov analysed 

the sequence of failure of mechanical components, which eventually results in tower 

crane accidents using Fault Tree Analysis (FTA) (Radlov and Ivanov, 2020). The actual 

implementation of this statistical method seems infeasible due to certain complex 

requirements, such as correct identification of causal links between individual events in 

a fault tree and the need for calculating the fault trees corresponds to each operating 

state of the tower crane. Lin et al. identified the irregular earthmoving operation from 

image sequences using Faster Region-proposal Convolutional Neural Network (Faster 

R-CNN) and Long Short Term Memory (LSTM) networks (Lin et al., 2021). They 

generated line charts equivalent to Crew-balance Charts (CBC) in which abnormal 

operations were flagged for further corrective actions. The proposed method is 

applicable only for a limited number of excavator and dump trucks. Besides, the 

corrective actions can be taken only in the upcoming cycles after evaluating the 

available results. Implementation of automated construction methods demands detailed 

investigations on human-machine interaction and fault detection of construction 

equipment. The current study is the first attempt to develop a robust monitoring system 

that encompasses activity recognition and early fault detection of automated 

construction operations. 
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2.7 DESIGN OF MEASUREMENT SYSTEM 

Monitoring and control actions during automated construction are taken based on 

sensor measurements. In most cases, the locations of sensors are selected based on the 

generic knowledge of engineers rather than adopting a systematic method (Robert-

Nicoud et al., 2005). In the case of structural health monitoring, a tendency towards 

over-instrumentation is observed (Brownjohn, 2007). Interpretation of data to take 

appropriate control actions requires the right amount of useful information rather than 

similar interrelated information in excess. Sometimes, too much unusable data might 

be an obstruction in interpreting data (Goulet and Smith, 2013). This might even result 

in an unnecessary increase in the cost of instrumentation as well as interpretation of 

data. Hence systematic selection of sensor locations that give maximum useful 

information is of paramount importance. This can be achieved by designing the 

measurement system. In the design of the measurement system, the type, number and 

location of sensors and configuration of the test are determined systematically.  

The sensor placement is generally a multi-objective optimization problem where the 

cost of sensor deployment needs to be minimized while maximising the performance 

of monitoring (Xu et al., 2022). Sensor placement studies are extensively conducted in 

diverse domains such as structural health monitoring (Mahjoubi et al., 2020; Pachón et 

al., 2020; Yang et al., 2020); aircraft assembly and design (Haniš and Hromčík, 2011; 

W. Yang et al., 2019); fault detection (Goyal et al., 2019; Molnar et al., 2020); 

assessment of indoor air quality (Sharma et al., 2019), and temperature (Arnesano et 

al., 2016); monitoring of fluid distribution systems (Hu et al., 2021; Xing et al., 2022), 

and energy systems (Li, 2011; Mobed et al., 2016); irrigation management (do 

Nascimento et al., 2021); flood detection (Li, 2021) and emergency response planning 

(Ergen et al., 2015). Numerous optimization methods, machine learning techniques and 
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numerical algorithms were being explored for addressing the sensor placement 

problem. The studies applied for infrastructure monitoring, and activity recognition 

relevant to the current research are discussed in the subsequent sections. 

2.7.1 Sensor placement for infrastructure monitoring 

There are several attempts to arrive at the right locations of sensors for infrastructure 

monitoring in different scales and for various purposes (Hasni et al., 2018; C. Yang et 

al., 2019; Yang et al., 2020). Nicoud et al. proposed a multi-model entropy-based 

methodology for placement of sensors which can be specifically useful in structural 

system identification scenarios (Robert-Nicoud et al., 2005). In multi-model system 

identification problems, a measurement system which maximises the separation 

between candidate models are required. Nicoud et al. used an iterative greedy algorithm 

to achieve this (Robert-Nicoud et al., 2005).  They have taken Shannon’s entropy as a 

criterion for measurement system design. This method arrives at number of sensors and 

locations which give maximum reduction in entropy or the locations which leads to 

maximum separation of candidate models. One of the major drawbacks of this method 

is that the user decides the potential sensor locations. They are expected to have prior 

domain knowledge in selection of sensors as well as potential locations of 

measurement. Kripakaran and Smith applied this strategy to instrument bridge and 

showed that after certain threshold, incorporation of additional sensors will not provide 

more information (Kripakaran and Smith, 2009).  Papadopoulou et al. used a sensor 

placement methodology based on joint entropy along with influence of modelling error 

to predict characteristics of wind around buildings (Papadopoulou et al., 2014). 

However, measurement error incorporated in this study is same for all the sensors used. 

Goulet and Smith used expected performance for identification and monitoring cost as 

two parameters to optimize design of measurement system (Goulet and Smith, 2013). 
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Their results also emphasise how over-instrumentation affects the interpretation of data. 

Recently, Bertola and Smith proposed a sensor placement methodology which 

incorporates information gain from static measurements and dynamic measurements 

for the instrumentation of a bridge (Bertola and Smith, 2019).  This method reduces the 

information redundancy caused by model updating with independent load testing.  

2.7.2 Sensor placement for activity recognition 

Most of the exiting studies on designing measurement system configuration are 

developed for infrastructure monitoring. The sensor placement for construction activity 

monitoring includes challenges such as feasibility of uninterrupted data collection, 

comfort of the subject in addition to information content. Joshua and Varghese 

proposed a sensor placement strategy for recognising the activities of bricklayers using 

decision trees (Joshua and Varghese, 2013). The information gain from each sensor 

location is estimated through entropy and the order of their selection is determined 

through decision tree algorithm. The truth table of the movement of the body segments 

is used for computing entropy, while features of the acceleration measurements were 

used for activity classification. Therefore, the information content from the features 

may vary from the initial estimation. Similarly, Kim and Cho used various machine 

learning classifiers to determine the optimal sensor location (Kim and Cho, 2020).  

However, they have applied deep learning classifiers for activity recognition based on 

the selected locations. Consequently, there is inconsistency in the determination of the 

best sensor locations and their eventual application.  

2.8 SUMMARY AND GAPS IN RESEARCH  

The current chapter presents a review of the existing studies on Automated Construction 

Systems, construction equipment activity recognition, machine fault detection methods, 
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and measurement system design. Besides, an overview of the machine learning and 

deep learning algorithms applied in this study are also described. Existing literature is 

missing knowledge related to the following aspects, and these knowledge gaps have 

been bridged in this study: 

1. Frameworks to guide the development of integrated monitoring systems for 
low-rise automated construction 

2. Methods to detect early signs of faulty conditions in construction equipment for 
accident mitigation 

3. Methods to identify low-level operation details that may potentially assist in 
locating the sources of faulty conditions in a low-rise automated construction 
system 

4. Accurate estimation of information content at sensor locations using features 
that have good potential for discriminating low-level operations of a low-rise 
automated construction system 
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CHAPTER 3 

METHODOLOGY OF THE RESEARCH 

3.1 INTRODUCTION 

This research focuses on developing a robust monitoring system for automated 

construction.  The specific research objectives for achieving this aim are the following. 

1. Develop an automated operation recognition and fault detection framework which 
takes into account specific requirements of the automated construction domain, 
such as:  

1.1. High accuracy of identification 

1.2. High level of details of activities 

1.3. Ability to detect early signs of failure with limited data 

2. Design algorithms and methodologies for the efficient implementation of the 
framework. This includes algorithms for: 

2.1. Sensor placement 

2.2. Operation identification 

2.3. Fault detection 

3. Design the experimental setup and evaluate the feasibility of the application of the 
framework on a full-scale automated construction system. 

The research methodology for accomplishing these objectives is described in this 

chapter. The first part of Section 3.2 is an overview of the research methodology, and 

the latter part contains the descriptions of each step. The experimental evaluation of the 

methodology is briefly outlined in Section 3.3, and Section 3.4 concludes the chapter 

with a summary. 
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Figure 3.1 Research methodology 
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3.2 OVERVIEW OF RESEARCH METHODOLOGY 

The methodology adopted for the current study is quantitative theory building based on 

case studies. This methodology involves the development of a conceptual framework 

followed by empirical verification. The proposed framework was validated through a 

case study on an Automated Construction System (ACS). The overview of the 

methodology of this research is presented in Figure 3.1. The research objectives are 

achieved through the following steps in the methodology: 1) Development of the 

framework for operation identification and fault detection, 2) Development of the 

methodology for measurement system design, 3) Design of experimental setup, 4) 

Experimental validation of the developed framework, and 5) Analysis and iterative 

modification of algorithms. Each of these steps is described in detail in the following 

sections. 

3.2.1 Methodology steps for achieving objective 1 

3.2.1.1 Development of the framework for operation identification and fault detection 

Firstly, a methodology is developed for automated operation identification. An initial 

methodology for identifying normal automated construction operations is developed 

based on existing literature and the objective of the study. Exploratory case studies were 

conducted to evaluate the performance of the developed methodology. The exploratory 

case studies include identifying operations of an Automated Construction System 

prototype through machine learning. Sensor measurements from the structure or 

construction equipment are used for machine learning classification. The performance 

of the proposed methodology is evaluated through various performance measures such 

as accuracy, precision, recall and F1 score. The identification methodology is iteratively 

modified to improve its performance. Finally, an identification methodology that 
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delivers high accuracy and a high level of details of construction activity is selected for 

further study. 

Similarly, another methodology is developed for detecting early signs of failure in 

automated construction. The exploratory studies for developing this methodology 

include finding faulty conditions in operations of an Automated Construction System 

prototype. Supervised learning and unsupervised learning methods can be explored for 

fault detection. Faults in construction equipment often occur in unanticipated 

circumstances, and data related to such specific conditions are rarely available. 

Therefore, the developed methodology should be evaluated for its performance with 

limited data. Finally, a framework for automated construction monitoring is developed 

by combining the methodologies for operation recognition and fault detection. The 

framework uses sensor measurements to recognise the normal operations and early 

signs of faults in automated construction.   

3.2.2 Methodology steps for achieving objective 2 

3.2.2.1 Development of the methodology for measurement system design 

Measurement system design comprises the selection of sensors, data acquisition 

systems, sensor configuration and related aspects. First, the type of sensors, data 

collection methods and their constraints are identified from the literature. The sensors 

are selected based on range, sampling frequency and measurement requirements. The 

constraints related to measurement locations and the number of sensors are determined 

based on cost, structural system and construction equipment. The data acquisition 

system is identified based on types of sensors, communication strategy and data storage 

systems. Then sensor placement methodology is formulated. 
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Since this study proposes a data-driven approach for construction monitoring, the 

results are highly influenced by the quality of the data. Therefore, a scientific approach 

is adopted for selecting the location of sensors. Initially, a sensor placement 

methodology suitable for automated construction is selected from the literature. The 

number, characteristics and locations of sensors are determined through the sensor 

placement methodology. This methodology is evaluated for its efficacy in delivering 

relevant information for construction monitoring and selected if it satisfies the research 

requirements. Otherwise, the existing methodology is iteratively modified to develop a 

suitable methodology for sensor placement.  

3.2.2.2 Analysis and iterative modification of algorithms 

The framework for automated construction monitoring consists of methodologies for 

sensor placement, operation identification, and fault detection. The framework is 

validated by experimental evaluation on Automated Construction System prototypes. 

The experiment comprises automated construction in a controlled environment. The 

experimental results are analysed for identifying operations and faulty conditions using 

the proposed framework. Then the performance of the framework is estimated. The 

initial algorithms developed for the methodologies are iteratively modified based on the 

performance of the framework. This process is repeated until the monitoring framework 

delivers the best performance. 

3.2.3 Methodology steps for achieving objective 3 

3.2.3.1 Design of experimental setup 

The experimental setup for validating the proposed monitoring framework consists of 

an Automated Construction System, a structure and a measurement system. Firstly, the 

existing problems in automated construction are identified through an extensive 
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literature review. Then the requirements for a demonstration prototype of an Automated 

Construction System are identified. Subsequently, the Automated Construction System 

is incrementally developed through various laboratory prototypes. The initial prototype 

is developed for the proof of the concept, followed by the prototypes as per the 

construction requirements.  Each iteration of the design addresses the issues in the 

previous prototype and gradually introduce new functions. Simultaneously, structural 

systems are generated by design, fabrication and iterative modification. The structures 

and construction systems should be compatible with each other. The performance of 

the system in terms of ease of construction and cycle time is evaluated to determine 

further modifications.  

The purpose of developing this Automated Construction System is to demonstrate the 

application of the proposed monitoring framework. Besides, the prototypes are 

developed within the constraints of the budget and time allocated for this research 

project. Therefore, the Automated Construction System developed in this study may 

not be optimal or efficient for low-rise automated construction. The development of 

Automated Construction Systems and structures influence the other steps in the 

research methodology. The monitoring framework and the measurement configurations 

are modified based on the changes in the construction systems and structures. 

3.2.3.2 Experimental validation of the developed framework  

The proposed monitoring framework is validated by experimental evaluation on 

Automated Construction System prototypes. First, the designed measurement system is 

established on the Automated Construction System and the structure.  Then a pilot study 

is conducted to verify the measurements and construction operations. After that, actual 

automated construction experiments are conducted. The experiments consist of normal 
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automated construction operations and faulty operations under controlled conditions. 

The proposed framework is validated for recognising operations and detecting faults in 

operations. This step is followed by the analysis of the experimental results and iterative 

modification of algorithms (described in Section 3.2.2.2). 

3.3 EXPERIMENTAL EVALUATION 

The theoretical framework and methodologies proposed in this study are validated on 

an Automated Construction System prototype for low rise building construction. This 

system follows an automated top-down construction method. Acceleration 

measurements from the structure are used for identifying operations and faulty 

conditions. The experiments are conducted in a controlled laboratory condition under 

the supervision of trained experts. It involves normal operation cycles and potential 

faulty conditions in the automated construction. The experiments which cover normal 

operations involve two complete cycles of top-down construction. The experiments for 

faulty conditions are designed to capture the early signs of failure during construction 

within the safety norms.   

First, the sensor placement methodology is validated, and the optimal sensor 

configuration is determined. Then the methodologies for operation identification and 

fault detection are validated. These methodologies are combined after optimising their 

algorithms to generate the framework for automated construction monitoring. The 

performance of the proposed framework and methodologies is benchmarked with that 

of corresponding conventional approaches. The algorithms for operation recognition 

and fault detection are iteratively modified to obtain the desired performance. The 

generalizability of the proposed framework is assessed through its application on a 

benchmark dataset.  
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3.4 SUMMARY 

The overall methodology of this research is described in this chapter. The research 

methodology starts with the development of the monitoring framework. The next step 

is the development of methodology for measurement system design. This step is 

followed by the design and development of Automated Construction Systems and 

structures. Then the developed framework is experimentally validated. The final step is 

the analysis of the experimental results and iterative modification of algorithms. The 

monitoring framework is validated on an Automated Construction System prototype 

for low-rise buildings.  
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CHAPTER 4 

THEORETICAL FRAMEWORK AND ALGORITHMS 

4.1 INTRODUCTION 

The current chapter presents the theoretical framework and algorithms developed in 

this study. Firstly, the framework for automated construction monitoring is presented 

in Section 4.2. Subsequently, Section 4.3 outlines the algorithms for training and testing 

the monitoring framework. Then the methodology for measurement system design and 

sensor placement is described in Section 4.4. This is followed by a description of the 

methodology for operation identification in Section 4.5. Finally, the contents of this 

chapter are summarised in Section 4.6. 

 

Figure 4.1 HUS-ML framework for automated construction monitoring 
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4.2 HUS-ML FRAMEWORK FOR AUTOMATED CONSTRUCTION 
MONITORING 

Activity recognition and fault detection are critical tasks in automated construction 

monitoring. Existing studies on construction equipment monitoring have focused 

mainly on activity recognition and tracking. Fault detection has not been given much 

attention. This is a more challenging task because many unforeseen conditions might 

arise during the actual operation of the construction equipment. This study proposes a 

novel activity recognition and fault detection framework called HUS-ML (Hybrid 

Unsupervised and Supervised Machine Learning). The HUS-ML framework consists 

of three main conceptual components: 1) sensor placement methodology, 2) operation 

identification methodology, and 3) fault detection methodology. The interaction of the 

HUS-ML components and flow of information for automated construction monitoring 

are illustrated in in Figure 4.1. 

Operations of an Automated Construction System induce vibrations on the structure. 

The responses from the structure are measured using a measurement system. The 

configuration of the measurement system is determined through the sensor placement 

methodology based on preliminary measurements. After measurement system design, 

the measured sensor data is supplied to the HUS-ML monitoring framework. A 

hierarchical arrangement of the identification problems in this framework extracts a 

high level of operation details. Supervised learning and unsupervised learning ensure 

accurate identification of normal operations and faulty condition. First, identification is 

attempted through supervised learning using training data of previous operations. Then 

an anomaly detection algorithm is applied to spot any unseen faulty conditions. If the 

identified operation is normal, the progress of construction is updated in the database. 

If the operation is identified as faulty during supervised learning (known faulty 
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operations), corrective actions can be taken after completing hierarchical identification. 

If the faulty conditions are detected through unsupervised learning (unforeseen faulty 

operations), further investigation is needed before corrective actions. The corrective 

actions are executed through the control commands sent to the control system of the 

Automated Construction System. 

The methodology for operation identification and fault detection by the HUS-ML 

framework is presented in Figure 4.2. Each step of the methodology is described in 

detail as given below.     

 Controlled experiments: Controlled experiments consist of automated 
construction operations in normal and faulty conditions. Faulty operations are 
performed in controlled conditions to capture early signs of failure.    

 Collection of sensor data: The sensors are deployed at critical locations on the 
structure or construction equipment. The sensor measurements during 
operations are collected through data acquisition systems.  

 Data pre-processing: The measured data is visualised to check anomalies and 
the correctness of the information. The ground truth labels are generated for 
operations. The labelled datasets are subjected to further cleaning, feature 
extraction, feature scaling, and splitting.  

 Algorithm selection and tuning: The best classification algorithm and its 
parameters are selected for supervised learning through exploration and testing. 
The best features for fault detection are also determined. 

 HUS-ML Training phase: Automated construction activities are divided into 
different identification levels based on their hierarchical relationships. The 
topmost identification level contains abstract classes, and the lower levels 
include the subcategories with more details. The machine learning model for an 
activity recognition problem is termed a classifier; the model for a fault 
detection problem is termed a detector. The machine learning algorithms 
selected at step 4 are assigned to respective activity recognition problems. The 
best features that have been selected are used for fault detection. The classifiers 
and detectors at every identification level are trained with datasets of that 
particular level. More details are provided in section 4.3.1. 

 Optimisation of activity recognition and fault detection models: The initial 
performance of classifiers/ detectors on the training dataset is assessed. 
Hyperparameters of the models are tuned to ensure the best performance for 
identification problems. N-fold cross-validation is performed to avoid 
overfitting, where N is the number of folds.  
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 Actual automated construction: The equipment is used for the actual 
construction on site, and data is collected from the sensors. In this study, an 
Automated Construction System prototype is operated in laboratory conditions 
for the testing and demonstration of the methodology. The construction 
activities used for testing in this study include trained normal operations, trained 
faulty operations, and untrained faulty operations. 

 HUS-ML Testing phase: Unseen data points (test data) generated during the 
actual construction are used to identify operations and faults. The algorithm 
navigates each data point through various identification levels starting from the 
topmost level. The data point is redirected at each identification level to a 
classifier or detector based on the results from the previous identification level. 
A detailed description of the testing phase is given in section 4.3.2. 

 

Figure 4.2 Overview of operation identification and fault detection by HUS-ML 



59 

4.3 HUS-ML: ALGORITHMS FOR OPERATION IDENTIFICATION AND 
FAULT DETECTION 

4.3.1 Training phase  

The training phase of the HUS-ML framework is illustrated in  Figure 4.3. The activity 

recognition and fault detection are performed at multiple identification levels, where 

information gained from a level is fed into the next level for more elaborate and refined 

identification. At each identification level, the data is subjected to supervised learning 

followed by unsupervised learning.  During supervised learning, the construction 

activities or faulty operations are identified using the training dataset. The identified 

activity is then further analysed using an anomaly detection algorithm to spot any 

unseen faulty conditions. Hence, the HUS-ML framework has a two-stage fault 

detection strategy to identify known faulty operations and unforeseen faulty operations.  

The HUS-ML training starts with a hierarchical decomposition of the construction 

activities into various identification levels. After activity decomposition, machine 

learning models are assigned for each identification problem in the hierarchy. Two 

studies were conducted in the pre-design phase of HUS-ML training, each for 

supervised learning and unsupervised learning. These studies were performed for 

algorithm selection and tuning. Then, training data collected from controlled 

experiments or generated by simulation will be supplied as input to the first 

identification level. Once all the HUS-ML models are trained at the first identification 

level, the training is continued for the next identification level. This process is continued 

till HUS-ML training at all identification levels is completed.  
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Figure 4.3 HUS-ML flowchart for training stage 

The HUS-ML training at each identification level consists of supervised learning and 

unsupervised learning. Supervised learning models are trained to recognise actual 

operations or faulty operations from the given classes. Unsupervised learning generates 

probabilistic models by fitting the distribution of the input data. A threshold on the 

probability is used to identify any potential faulty operations. This procedure is 

explained in more detail below.   

The first step for identifying unseen faulty operations is to fit a Gaussian model to the 

distribution of the correct operation. The unlabelled data set for training, {d(1), …, 

d(m)} contains only correct operations, where m is the number of training instances.  
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The Gaussian distribution for each feature di has to be estimated for the training dataset 

as given in Equation (4.1). 

𝑝𝑝(𝑑𝑑; 𝜇𝜇,𝜎𝜎2) =  
1

√2 𝜋𝜋 𝜎𝜎2
𝑒𝑒−

(𝑑𝑑−𝜇𝜇)2

2 𝜎𝜎2  (4.1) 

The parameters µ and σ2 denote mean and variance, respectively. These parameters can 

be computed by Equations (4.2) and (4.3) to fit data in the ith dimension. 
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After estimating the Gaussian parameters, the probability of each data point in the fitted 

distribution can be calculated.  The data points with very low probability tend to be 

faulty operations. A threshold is selected based on a cross-validation dataset to 

determine the faulty operations. Let  {(𝑑𝑑𝑐𝑐𝑐𝑐
(1), 𝑙𝑙𝑐𝑐𝑐𝑐

(1)), … , (𝑑𝑑𝑐𝑐𝑐𝑐
(𝑚𝑚𝑐𝑐𝑐𝑐), 𝑙𝑙𝑐𝑐𝑐𝑐

(𝑚𝑚𝑐𝑐𝑐𝑐))} be the labelled 

cross-validation dataset where (𝑑𝑑𝑐𝑐𝑐𝑐
(𝑖𝑖), 𝑙𝑙𝑐𝑐𝑐𝑐

(𝑖𝑖)) denotes the ith data point and corresponding 

label, and mcv is the number of instances in the cross-validation dataset. Faulty 

operations were labelled as one, and normal operations were labelled as zero. The 

probability of each data point in the cross-validation dataset 𝑝𝑝(𝑑𝑑𝑐𝑐𝑐𝑐
(𝑖𝑖)) is computed. If 

𝑝𝑝(𝑑𝑑𝑐𝑐𝑐𝑐
(𝑖𝑖)) < 𝑇𝑇, then it is considered as a faulty operation, where T is the selected 

threshold. The probability vector for the cross-validation dataset 𝑝𝑝(𝑑𝑑𝑐𝑐𝑐𝑐
(1)), … ,𝑝𝑝(𝑑𝑑𝑐𝑐𝑐𝑐

(𝑚𝑚𝑐𝑐𝑐𝑐))  

is compared with the ground truth label set 𝑙𝑙𝑐𝑐𝑣𝑣
(1), … , 𝑙𝑙𝑐𝑐𝑐𝑐

(𝑚𝑚𝑐𝑐𝑐𝑐) and the F1 score is computed 

by Equation (4.4). The F1 score shows the fault detection performance with the given 

threshold T. Different values of T were applied on the cross-validation dataset, and F1 
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scores were computed to determine the best value of T. The selected threshold T is used 

to determine the faulty operations in future predictions. 

𝐹𝐹1 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 =   
2 𝑥𝑥 𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑖𝑖𝑖𝑖𝑖𝑖 𝑥𝑥 𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅
𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 + 𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅

 (4.4) 

Here a simple probabilistic model is presented for fault detection. In theory, more 

complex models could be used; however, there are several challenges. The 

identification of anomalies in high dimensional space is one of the major challenges in 

anomaly detection. Deep anomaly detection methods were explored for solving this 

issue (Pang et al., 2021). 

4.3.2 Testing phase 

Figure 4.4 shows the flowchart of the testing phase, which is typically performed during 

the actual construction. This stage might involve normal operations and faulty 

operations that the framework trained to identify and unseen faulty operations that the 

framework has never seen before. The input data is redirected at each identification 

level to an appropriate model based on the prediction results from the previous level. 

Therefore, more information about a specific operation is available after the prediction 

at each identification level.  

The input data is subjected to supervised learning prediction followed by unsupervised 

learning prediction at each identification level. If the operation is identified as faulty 

during supervised learning prediction, the algorithm will proceed to further 

identification levels to collect more information. Appropriate control or corrective 

actions can be taken readily since detailed information is available after completing all 

identification levels.  
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Figure 4.4 HUS-ML flowchart for prediction at the operation stage 

If the operation is identified as normal at a specific identification level, the data is 

subjected to unsupervised learning to detect potential unknown faulty conditions. If the 

operation is still identified as normal at this stage, we can proceed to the subsequent 
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identification levels and operations. Otherwise, we need to inspect the ongoing 

operations to identify the faulty condition. Corrective actions need to be taken based on 

the inspection result to rectify the faults. Thus, the HUS-ML framework detects both 

known and unknown faulty operations through a rigorous two-stage fault detection. 

4.4 METHODOLOGY FOR SENSOR PLACEMENT 

The current study adopts a data-driven method for automated construction monitoring; 

the quality of information collected highly influences the findings of the study. 

Therefore, a scientific approach is followed to design the measurement system for 

acquiring relevant and good quality information. The measurement system design 

contains three stages: 1) determining the details regarding data acquisition, 2) 

identifying initial sensor locations, and 3) systematic sensor placement. 

Firstly, the type of measurement or data for construction monitoring is determined. The 

data can be in the form of visuals, audios or kinematic measurements based on the 

construction equipment we intend to monitor. Once the data type is decided, the initial 

constraints related to the measurement system are identified. The initial constraints 

include the practical aspects such as the overall budget of the research project, 

availability, cost and ease of installing the sensors and data acquisition system (Robert-

Nicoud et al., 2005).  

Secondly, the initial locations of sensors are selected from which a scientific method is 

adopted to arrive at the optimal location. The initial locations are determined based on 

domain knowledge and heuristics. The locations for construction monitoring are 

decided by considering the structural behaviour and characteristics of construction 

equipment. The criteria for selection include a) locations where measurement vary with 

changes in construction operations, b) locations that do not interrupt construction 
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operations, c) locations where the entire duration of the construction can be captured, 

and d) locations that give maximum observable measurements during construction 

(high signal to noise ratio). 

Finally, the initial sensor locations are systematically evaluated for their information 

content to determine the sensor configuration. The information content is estimated by 

Shannon's entropy function proposed by Shannon and Weaver (Shannon, 1948; 

Shannon and Weaver, 1964).  The entropy, E, is computed as given in Equation (4.5). 

𝐸𝐸 =  �−𝑃𝑃(𝑣𝑣𝑗𝑗)
𝑆𝑆

𝑗𝑗=1

 𝑙𝑙𝑙𝑙𝑙𝑙2 𝑃𝑃(𝑣𝑣𝑗𝑗) (4.5) 

where P(vj) is the probability of an instance in the jth interval of the distribution of the 

variable, v. The current study proposes a methodology for optimal sensor placement 

based on this entropy function. It is described in the following sections. 

The objective of sensor placement in the current study is to monitor automated 

construction operations. Therefore, the measurements from the sensor locations should 

contain enough information to identify construction operations and potential faulty 

conditions. Data-driven machine learning techniques were adopted to detect operations 

and faults from sensor measurements automatically. Hence, the proposed sensor 

placement methodology uses features extracted from the raw data as variables for 

computing the entropy. The concept of sensor placement based on Shannon's entropy 

was initially proposed by Robert-Nicoud et al.(Robert-Nicoud et al., 2005). The current 

methodology departs from the existing study in terms of variables and the objective of 

measurement system design. The previous studies used this approach to separate model 

classes for falsification, whereas the current study focuses on instance classification.  

While the existing studies use the distribution of raw data for location selection, the 



66 

current study incorporates the features for identification. Figure 4.5 shows the sensor 

placement method proposed in this study, and each step is described as follows. 

 A list of all the subsets of instances that need to be separated, termed 
'Subset_List', is generated. The initial Subset_List contains only one element, 
the set of all the instances for identification. After each iteration, this list 
contains the subsets which were not separated by the information from the 
selected variable.   

 Two lists of variables are created. The first list contains all the variables for 
construction monitoring, termed as the 'Vars_List'. The second list, 'Sel_Vars', 
is created to move the selected variables from Vars_List during each iteration. 
The Sel_Vars is empty before the first iteration. The variables include the 
features of measured data from each sensor location. The name of each variable 
contains the name of the selected feature and the sensor location. For example, 
the variable name 'IQR_AM4' means the feature Interquartile range extracted 
from accelerometer data installed at location number four.  

 Repeat step 7 to step 9 for each subset in Subset_List. 

 Create a histogram of each variable in the Vars_List. The width of the histogram 
is computed as the average range of the variable for operation classes. The 
probability of an interval is the number of instances in an interval divided by the 
total number of instances in the subset.  

 The entropy of variables in the Vars_List is computed from the probability 
values. 

 The variable with maximum entropy is selected for separating the instances in 
a subset. The selected variable is moved from Vars_List to Sel_Vars. 

 Divide each subset into children subsets based on the histogram distribution of 
the selected variable. Update the Subset_List by replacing the current subset 
with its children subsets.  

 Remove the subsets which contain one instance or multiple instances of the 
same operation class from Subset_List.  

 Repeat steps 4 to 7 until all the subsets are completely separated, or the 
Vars_List is empty. 

 Identify optimal locations of sensors and features from the selected variables in 
Sel_Vars. 
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Figure 4.5 Sensor placement methodology 
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The optimal locations of sensors can be determined through this method. Apart from 

these, additional locations could be included in the measurement configuration for 

redundancy. The variables with maximum information content may also indicate better 

features in the feature space. Therefore, the proposed methodology could also be used 

for feature selection. 

4.5 METHODOLOGY FOR OPERATION IDENTIFICATION 

The current research evaluates two different problem formulations for operation 

recognition: 1) the conventional approach adopted in previous studies (Figure 4.6), and 

2) the hierarchical method proposed in the current study (Figure 4.7). The operations 

are classified into finer subclasses from the top level to the bottom level. Classification 

level 1 consists of the operation states of the construction equipment, namely, idle and 

operations. The idle state indicates that the equipment is turned on, but no operations 

are being performed. The data generated in this state is primarily due to ambient 

vibrations. Classification level 2 further divides the operations into major classes. 

Classification level 3 contains the subclasses of operations based on operation sequence 

or machine configuration. All operation subclasses are divided at classification level 4 

based on the stage of construction. Both methodologies are evaluated for their ability 

to identify operations at four classification levels. All the operation classes are supplied 

as a flat list to the conventional approach. However, the identification is separated into 

four levels to compare its performance with the hierarchical identification 

methodology.  

4.5.1 The conventional approach for operation identification 

The conventional approach for operation identification comprises a flat list of classes 

(Figure 4.6). Each classification level contains one identification task (classification 
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problem) and a machine learning classifier assigned to solve this problem. A machine 

learning classifier is defined as a predictive model trained to solve a classification 

problem in this context. The machine learning model at classification level N is termed 

Classifier N. The formulation of the identification problem in the conventional 

approach is shown in Figure 4.6. The grey box represents the classification level N, and 

the blue box represents the machine learning classifier at this level. The operations 

classified by Classifier N is also shown in blue boxes.  

Most previous studies have adopted this problem formulation for operation 

identification (Akhavian and Behzadan, 2015; Rashid and Louis, 2019; Shi et al., 

2020). It does not use any activity relationships or information from the previous 

classification level. The classifiers at each level are optimised independently to ensure 

the best performance.  As the classification level increases, the complexity of the 

learning task also increases. The topmost classification level contains a few operation 

classes, while lower levels contain numerous classes based on the construction tasks. 

The initial operation identification was performed using the conventional approach to 

verify its suitability for identifying a large number of classes. 

 

Figure 4.6 Conventional approach for operation identification 

4.5.2 The hierarchical operation identification methodology 

The hierarchical methodology proposed in this study formulates the identification 

problem based on the hierarchical relationship between construction operations (Figure 
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4.7). The identification task is divided into various classification levels. Each 

classification level uses information from the previous level to simplify the 

identification task. There can be more than one identification task per classification 

level. Accordingly, there is a hierarchy of machine learning classifiers, each assigned 

to solve an identification task. The machine learning classifiers are numbered 

systematically as 'Classifier L.N' where L represents the classification level, and N 

represents the number of the classifier at classification level L. Each machine learning 

classifier classifies similar operations at a particular level. 

 

Figure 4.7 Hierarchical methodology for operation identification 

The formulation of the identification problem in the hierarchical methodology is 

presented in Figure 4.7. The direction of the black arrow shows the logical flow of 

information across classification levels. The data points are redirected at each 

classification level to an appropriate classifier based on the prediction at the previous 

level. Therefore, predictions at each classification level refine the information from the 

previous levels. Each classification level contains multiple classifiers; only one 

classifier is presented in this figure for clarity. The performance of the hierarchical 

methodology in operation identification is benchmarked with that of the conventional 
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approach. The hierarchical operation recognition methodology is adopted for 

developing an automated monitoring framework in this research. 

4.6 SUMMARY 

The methodologies, algorithms, and theoretical framework developed to identify 

operations and faulty conditions in automated construction are presented in this chapter. 

Firstly, the HUS-ML framework for operation recognition and fault detection is 

presented. This framework uses a combination of supervised and unsupervised learning 

strategies for identifying operations and faulty conditions. The algorithms for the 

training and testing of this framework are discussed after that. Subsequently, the 

measurement system design is briefly introduced, followed by the sensor placement 

methodology. Shannon's entropy function is used for finding the optimal sensor 

locations and features for activity classification. The methodologies for operation 

identification are introduced in the end. This includes the conventional approach and a 

newly proposed hierarchical methodology. The hierarchical methodology identifies 

construction operations based on their hierarchical relationships.  
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CHAPTER 5 

EXPERIMENTAL EVALUATION  

5.1 INTRODUCTION 

This chapter describes the experimental evaluation of the developed framework on an 

Automated Construction System (ACS). The automated construction method adopted 

in this study is briefly introduced in Section 5.2. A detailed description of the 

experimental setup is provided in Section 5.3. Then, automated construction 

experiments were presented in Section 5.4. After that, data collection and pre-

processing were described in Section 5.5 and Section 5.6. Finally, the chapter is 

summarised in Section 5.7. 

5.2 AUTOMATED TOP-DOWN CONSTRUCTION 

A vast majority of Automated Construction Systems (ACS) are mainly designed for 

high-rise building construction (Hamada et al., 1998; Gassel, 2005; Bock and Linner, 

2016b). System Skanska, J-up system and NCC Komplett are the existing low-rise 

Automated Construction Systems. The NCC Komplett adopts a construction 

environment similar to a manufacturing factory. However, System Skanska and J-up 

system follow the 'ground factory - building push-up' method (Bock and Linner, 

2016b). The author of this study has developed an automated top-down construction 

system for low-rise buildings with others (Raphael et al., 2016; Harichandran et al., 

2020b). The ACS has been developed incrementally through multiple laboratory 

prototypes with varying complexity in three years. More details on the development of 

the ACS prototypes and their performance are described in 9.4APPENDIX B 

APPENDIX B and APPENDIX C The monitoring framework proposed in this study is 

validated through an experimental setup that comprises the ACS prototype three, 
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hereafter referred to as the Automated Construction System prototype or the ACS 

prototype. 

 

Figure 5.1 Automated top-down construction operations 

The Automated Construction System prototype in this study follows an automated top-

down construction method (Harichandran et al., 2020b). The construction scheme is 

similar to the 'ground factory - building push-up' method (Bock and Linner, 2016b). 

However, the current method is used to build the structural frame of low-rise buildings. 

It is a modular construction method and uses light construction equipment. The main 

operation and controls unit of the construction system is located at the ground level. 

The structure is constructed module by module and lifted progressively by the 

Automated Construction System. The construction starts from the topmost floor, 

followed by the lower floors. The structural frame is supported by the platforms or 

supports at each location of the column. The automated top-down construction method 

can be categorised into two based on the configuration of the structure and the ACS. 

More details regarding these construction categories are described in APPENDIX A  
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The experiments in this study are conducted by the automated top-down construction 

category I, hereafter referred to as the automated top-down construction. 

Figure 5.1 is a simplified illustration of automated top-down construction operations. 

The structural frame is illustrated in black, and the supports of the Automated 

Construction System are in grey. Each column consists of several modules assembled 

at each lift level of construction. All operations starting from a particular lift level 

belong to the same Construction Stage (CS). Several construction stages (CS0, CS1, 

…) constitute the construction of one floor of a structural frame. The stability of the 

structure during top-down construction is ensured by its specially designed 

configuration and additional supports. The major operations in one cycle of automated 

top-down construction are as given below (Figure 5.1). 

[a] Assembling beam modules and the first set of column modules of the topmost 
floor and supporting the assembled structure at the ground level 

[b] Lifting all the supports of the Automated Construction System gradually at once 
to move the partially completed structure to lift level 1 (Coordinated Lifting) 

[c] Lowering one of the supports while the structure is carried by the remaining 
supports (Lowering Support) 

[d] Connecting column module to the unsupported column (Connection of Column 
Module) 

[e] Lifting the support until the load from the structure is transferred (Lifting 
Support) 

[f] Repeating steps [b] to [e] for the remaining columns 

After completing all operations at CS1, the subsequent construction cycle for CS2 

starts. The current example shows the automated top-down construction with a structure 

containing redundant supports as in the present study. For more information on other 

automated top-down construction schemes for low rise building construction, refer 

APPENDIX A  
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Figure 5.2 An overview of the experimental setup 

5.3 THE SETUP FOR AUTOMATED CONSTRUCTION EXPERIMENTS 

The experimental setup is developed to validate the automated construction monitoring 

framework proposed in this study. The scope of the research includes automatically 

identifying the operations and detecting the faulty conditions during the construction of 

a low-rise structural frame through an Automated Construction System (ACS). The 

experimental setup comprises three components: 1) ACS, 2) structural system, and 3) 

measurement system or data acquisition system. An overview of the experimental setup 

is illustrated in Figure 5.2. The measurement system is designed and deployed to collect 

sensor measurements from the structure during the automated construction. The 

measured data is used for automatically identifying the operations and detecting the 

faulty conditions through the intelligent algorithms of the monitoring framework. Each 

component of the experimental setup is described in the subsequent sections. 
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Figure 5.3 The Automated Construction System (ACS) with six lifting machines 

5.3.1 The Automated Construction System 

The Automated Construction System (ACS) in the experimental setup comprises six 

lifting machines, each having a two-ton lifting capacity (Figure 5.3). The construction 

system is controlled by programmable Arduino microcontrollers and operated at an 

average lifting speed of 0.35 m/min. All construction operations except connection are 

automated. The lifting machines can be operated individually and simultaneously. Each 

lifting machine has a supporting platform to support one column of the structural frame. 

An alignment ring is provided on the supporting platform to ensure the correct 

alignment of column modules. The supporting platforms are lifted or lowered through 

a leadscrew connected to a high torque hybrid stepper motor (manufactured by 

Bholanath Precision Engineering Pvt. Ltd., model no.: BH86 SH 118 - 6004 PL).  
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An adequate number of lifting machines can be arranged at the ground level based on 

the size and configuration of the structure. Therefore, this construction system favours 

a high level of flexibility for the building design. The current study is conducted on a 

room-scale structural system. Therefore, the lifting machines in the ACS are closely 

placed to fit the structural configuration. The machines are arranged to face their lifting 

platforms outward to build the structural frame around the ACS (Figure 5.4).  

 

Figure 5.4 Partially constructed structural frame on the Automated Construction 
System (before instrumentation) 

5.3.2 The structural system 

The modular configuration of the structural system in this study is developed based on 

the concept of Robot-Oriented Design (ROD) to facilitate automated construction 

(Bock and Linner, 2015, 2016b). The structural frame comprises several small modules 

made of standard steel tube sections. The tube sections have a 50 mm nominal bore and 

4.5 mm thickness. The plan and elevation of the structural frame are illustrated in Figure 
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5.5 and Figure 5.6. All modules carry eternal threading at their ends. Every module is 

connected by a single coupler or by a combination of couplers and universal joints, 

depending on the location of the module. Couplers are standard steel sockets with a 50 

mm nominal bore and 65 mm length. The universal connectors are custom-made steel 

joints made from the same materials used for the structural modules. The universal 

connectors facilitate connections in all axial directions. 

 

Figure 5.5 Plan of the structural frame. All dimensions are in mm. 
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Figure 5.6 Elevation of the structural frame. All dimensions are in mm. 

5.3.3 The measurement system 

Measurement system design is the fundamental stage for any experimental study. The 

quality and reliability of the data collection depend on the efficiency of the 

measurement system. The initial measurement configuration is designed based on 

domain knowledge and heuristics. After that, optimal sensor locations are determined 

by the sensor placement methodology described in the earlier chapter.  

A vibration-based method is found to be suitable for identifying Automated 

Construction System operations based on an extensive review of equipment activity 
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recognition methods. All operations induce vibrations in the structure which have 

signature patterns associated with them. After careful consideration of the configuration 

and operation sequence of the Automated Construction System prototype, the 

accelerometer is selected for data collection. Figure 5.7 shows the sensor locations on 

the structural frame. The initial sensor locations are selected based on practical aspects 

of ongoing construction; and feasibility for 1) uninterrupted data collection, 2) coverage 

for the complete operation cycle, and 3) maximum measurable vibrations (high signal 

to noise ratio). Accelerometers are numbers as AM1, AM2, …, AM8. 

 

Figure 5.7 Sensor locations on the structural frame (All dimensions are in mm) 

5.3.4 Significance and adequacy of the experimental setup 

The ACS prototype developed for this study can construct the structural frame of a full-

scale three-storey building.  However, the scope of this research is limited to a room-

scale structural frame to evaluate the HUS-ML framework in a controlled environment. 

The J-up system developed by Sekisui House, Ltd., Japan, for low-rise building 
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construction is similar to the ACS discussed in this study (Bock and Linner, 2016b). 

This is a simple and cost-effective system for constructing residential buildings up to 

three floors high. The lifting operations in the J-up system are automated through 

hydraulic jacks. However, the building components connected manually. Therefore, the 

ACS prototype developed for this study adequately represents the existing low-rise 

automated construction methods.  

The experimental setup was designed to simulate an actual construction situation as 

much as possible in the laboratory. In an actual construction site, the equipment might 

be different, and the types of faults might be different. However, the monitoring 

framework can still be applied. This generalizability of the monitoring framework is 

demonstrated using a completely different application in section 8.4. 

 

Figure 5.8 Screenshot of the accelerometer data for two cycles of automated top-down 
construction 

5.4 AUTOMATED CONSTRUCTION EXPERIMENTS 

The automated construction experiments were conducted in a controlled laboratory 

condition. The experiments were planned to capture normal operation cycles and 

potential faulty conditions in an automated top-down construction. Any type of change 

in the part or component of the machinery that prevents it from performing its intended 

function satisfactorily is termed as a machine fault (Jayaswal et al., 2008). Faults in the 

current study is defined as the conditions in the ACS that causes to deviate from its 
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normal operations. The experiments which cover normal operations involve two 

complete cycles of top-down construction. Each of these experiments spans around 30 

- 45 minutes and is repeated six times. More than 19 million measurements were 

collected for normal operations. Figure 5.8 shows raw acceleration measurements from 

one set of experiments. 

 

Figure 5.9 Acceleration measurements from AM1 corresponds to asynchronous 
coordinated lifting 

Coordinated lifting is a critical operation in automated top-down construction. 

Asynchronous coordinated lifting or uneven load distribution during Coordinated 

lifting may result in severe accidents. Therefore, the experiments for collecting faulty 

operation data involves capturing the early signs of two of these faulty conditions. The 

experiments were performed in a controlled condition under the supervision of trained 

experts. Each of these experiments was repeated 12 – 13 times, and more than 3 million 

measurements were collected for faulty operations. The objective of these experiments 
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was to capture early signs of failure during construction. Hence, the experiment 

duration was planned to collect the required data to indicate deviation from the normal 

condition; within the safety norms.   

 

Figure 5.10 Acceleration measurements from AM1 corresponds to coordinated lifting 
with a non-contact support 

The asynchronous coordinated lifting condition is introduced by programming one 

support to move faster than the other supports. Ideally, all supports should rise at the 

same speed during Coordinated lifting. Suppose one of the lifting machines is out of 

synchronisation with the other due to mechanical faults. This may not be easily 

distinguishable at the early stages of operations. But, if allowed to continue, it will result 

in the overturning of the entire structural system in a matter of seconds. Hence, vibration 

patterns from the structure at the beginning stage of Coordinated lifting are captured in 

a controlled manner (Figure 5.9).  
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One of the causes for uneven load distribution is the noncontact of the support and the 

structure after the lifting operation. This condition is introduced by a partial lifting of 

one of the supports so that it does not result in load transfer. Then acceleration 

measurements correspond to one cycle of Coordinated lifting is collected under 

controlled conditions. Figure 5.10 shows acceleration measurements during 

coordinated lifting with non-contact support. The pattern of measurements during this 

faulty condition is highly similar to that of normal Coordinated lifting. 

This study explores whether these early signs of failure can be detected effectively to 

avoid potential accidents. The conditions that lead to failure are carefully introduced 

during experiments to collect data corresponding to these conditions. These data are 

required to develop the machine learning model that predicts the deviations from 

normal behaviour. It is not possible and not necessary to simulate all types of failure 

conditions to create this model. Besides, creating the complete failure of the system and 

potentially endangering people involved are neither necessary nor economically viable. 

Most of the failure conditions are unprecedented. Hence, the current study also explores 

a novel anomaly detection-based method to account for unforeseen faulty conditions. 

An unseen and completely different experimental dataset of faulty conditions is 

introduced during the testing phase to evaluate the efficacy of the HUS-ML framework. 

5.5 DATA COLLECTION 

The control unit of the Automated Construction System and data acquisition system are 

located at the ground level. HBM universal measuring amplifier (model: QuantumX 

MX840B, Number of channels: 8) is used for acquiring accelerometer data with 

timestamps. Based on previous studies on construction equipment activity recognition 

(Akhavian and Behzadan, 2014, 2015; Hyunsoo Kim et al., 2018) and Nyquist criterion 
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(Lyons et al., 2005), the sampling frequency for data collection is set to 200Hz. This 

sampling rate ensured the capturing of minute vibrations during machine operations 

without creating excessive data. The data was collected using CATMAN data 

acquisition software (HBM, 2020) and later imported to Microsoft Excel (XLSX 

format) and MATLAB (mat format) files for further analysis. Separate time tracking 

excel sheets are used for recording timestamps of each operation during the 

experiments. This data is compared with the timestamps from the data acquisition 

system to extract signals corresponding to each operation accurately. The automated 

construction experiments for normal operations involve two complete construction 

stages (CS), as shown in Figure 5.11. A trained operator controls the Automated 

Construction System while two unskilled labours carry out the connection of the 

modules. All other operations and data collection are automated. 

Each operation in the automated top-down construction has a pattern of acceleration 

associated with it. The vibration of the machine and the structure during the operation 

cycle is captured in the acceleration data. Intuitively, all the automated operations 

should have similar patterns irrespective of the repetition of the experiment or operating 

cycle. However, the structure changes with every operation either due to the addition 

of modules or changes in supporting conditions during lifting and lowering. Hence the 

vibration patterns corresponding to these operations will show variations (Figure 5.11). 

This makes the identification problem far more complex than it appears. For example, 

the acceleration patterns of operations at support number 1 for two construction stages 

(CS1 and CS2) can be studied in Figure 5.11. The operations, lowering of support and 

lifting of support are completely automated. However, the patterns in the data for these 

operations do not appear to be similar in the corresponding regions of CS1 and CS2. 

This dissimilarity in patterns can be observed in other operations as well. In the case of 
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the connection of modules, the pattern of measurement and duration of the operation is 

likely to change in every repetition of the experiment and operation cycle. Even though 

these highly depend on the labourer involved in the operation, a general trend can be 

observed. Among the operations, some of them have similar patterns. As the 

classification becomes finer, the complexity of identification increases. 

 

Figure 5.11  Acceleration measurements (unit: g) from AM2 in the normal operations 
experiment involving two complete construction stages (CS). Significant operations 

and states are coloured according to classification level 2. 

5.6 DATA PRE-PROCESSING 

The raw acceleration data were visualised through CATMAN to check for spurious 

patterns or missing data.  After preliminary data cleansing, the time series data were 

compared with the Excel logbook to generate ground truth labels. The labelled datasets 

were then imported to MATLAB for further pre-processing.  

The raw data have to be represented in the form of features to enable better learning. 

Five time-domain features and five frequency-domain features were extracted from the 
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raw data. Totally 80 features (10 features x 8 accelerometers) were extracted. The time 

domain features are mean, variance, root mean square error, interquartile range (IQR), 

and peak values of the acceleration data. The frequency domain features include three 

of the first main frequencies from Fast Fourier Transform (FFT), period of the signal, 

and energy of the signal from autocorrelation. The data segmentation is avoided to test 

the ability of the features to represent the entire construction activity. Instead of 

selecting a subset of features, the entire feature space is utilised for supervised learning. 

Preliminary studies using the current computer system (Processor: Intel(R) Core (TM) 

i7-8700T CPU @ 2.40 GHz, installed memory (RAM): 16GB) showed that this feature 

space would not result in high computational cost and time. Hence the whole feature 

space is preserved for the potential improvement in activity identification. However, 

only selected features were used for fault detection. The datasets were split into 70:30 

for training and testing based on the lowest subcategory of the activity labels. 

5.7 SUMMARY 

The proposed framework and methodologies were evaluated on an automated 

construction system for low rise buildings. The construction system follows an 

automated top-down approach where the topmost building components were 

constructed first and lifted sequentially.  The experiments consist of normal operation 

cycles of automated top-down construction and potential faulty operations in a 

controlled laboratory setup. Acceleration measurements from the critical locations on 

the structure are collected during construction. The raw data is subjected to pre-

processing for further analysis. The timestamps of the measured data are compared with 

the digital logbook to create ground truth labels of operations. Time domain and 

frequency domain features were extracted for machine learning classification. Analysis 
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of the measured data and validation of the proposed methodologies were described in 

the following chapters.  
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CHAPTER 6 

ANALYSIS AND RESULTS: MEASUREMENT SYSTEM 

DESIGN 

6.1 INTRODUCTION 

The configuration of the measurement system influences automated monitoring of 

construction. Several studies have been conducted on various aspects of construction 

monitoring such as data collection, sensor types, algorithms, and equipment to improve 

performance (Ahn et al., 2015; Akhavian and Behzadan, 2015; Golovina et al., 2019; 

Rashid and Louis, 2020). However, systematic methods to determine the measurement 

configuration are limited (Joshua and Varghese, 2013; Soman et al., 2015). Most of the 

time, the engineers decide the measurement locations based on convenience and 

heuristics (Goulet, 2012). This may result in over instrumentation and causes additional 

costs for data collection and computational efforts for cleaning, analysis and 

interpretation of measured data.  

The current study proposes a sensor placement methodology to scientifically determine 

the measurement configuration based on information content. The evaluation of sensor 

placement methodology on the Automated Construction System prototype is described 

in this chapter. The measurement system design for automated construction monitoring 

is described in Section 6.2. Implementation of the proposed sensor placement 

methodology for automated construction is presented in Section 6.3. Section 6.4 

contains the results and discussion of the study, and Section 6.5 concludes the chapter 

with a summary of the findings.  



90 

6.2 MEASUREMENT SYSTEM DESIGN FOR AUTOMATED 
CONSTRUCTION MONITORING 

Kinematic measurements from the structure or construction equipment are selected to 

identify automated construction operations based on an extensive literature review 

(Section 2.5). All operations induce vibrations in the structure which have signature 

patterns associated with them. After careful consideration of the configuration and 

operation sequence of the Automated Construction System prototype, the 

accelerometer is selected for data collection. The initial senor configuration is 

determined based on heuristics and measurement constraints such as a) locations that 

give maximum vibration during construction, b) locations where normal operations will 

not get affected, c) locations where the entire duration of the construction can be 

captured. The initial locations of sensors on the structure are displayed in Figure 6.1. 

Eight monoaxial piezoelectric accelerometers (1000 mv/g sensitivity and -5g to +5g 

measurement range) are fixed on the topmost beam-column assembly of the structure. 

They are numbered as AM_01 to AM_08. AM_07 and AM_08 are positioned at the 

mid-height of the topmost column modules, parallel to ground level and perpendicular 

to each other. AM_01 to AM_06 are placed on different locations on the bottom surface 

of the beam assembly perpendicular to ground level. The optimal locations of sensors 

are determined through the sensor placement methodology developed in this study.  
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Figure 6.1  Sensor locations on the structural frame in the present study (All 
dimensions are in mm) 

6.3 IMPLEMENTATION OF THE SENSOR PLACEMENT METHODOLOGY 

The sensor placement methodology proposed in this study uses entropy to measure the 

information content of the data from a sensor location. Instead of raw data, features 

extracted for machine learning are used as variables for computing the entropy. Figure 

6.2 shows the sensor placement methodology, and each step is described as follows. 

Firstly, the 'Subset_List', which contains all the subsets of instances that need to be 

separated, is generated. The initial Subset_List consist of a single set of all the instances 

for identification (246 No.). Usually, the instances for sensor placement are generated 
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during the pilot study. The current study uses the measurements from the eight initial 

sensor locations.  

After creating the Subset_List, two lists of variables are created: 1) Vars_List for all the 

variables for construction monitoring, and 2) Sel_Vars for the selected variables from 

Vars_List during each iteration. The Sel_Vars is empty while the Vars_List contains 

eighty variables before the first iteration (This include ten distinct features from eight 

sensor locations. The unique features from each location are mean, variance, root mean 

square error (RMS), interquartile range (IQR), peak, three of the first main frequencies 

from Fast Fourier Transform (FFT), signal period, and signal energy). The name of 

each variable contains the name of the feature and the sensor location. For example, the 

variable name 'RMS_AM7' means the feature root mean square error of the acceleration 

data from location number seven. 

The variable with maximum entropy is selected from the Vars_List and moved to 

Sel_Vars. The elements in the Subset_List are divided into children subsets at each 

iteration based on the distribution of the selected variable. Then the Subset_List is 

updated by replacing the current subset with its children subsets. The subsets which 

contain one instance or multiple instances of the same operation class are removed from 

the Subset_List. These steps are repeated until all the subsets are completely separated, 

or the Vars_List is empty. Finally, the optimal locations of sensors and features are 

identified from the selected variables in Sel_Vars. 
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Figure 6.2 Sensor placement methodology 
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6.4 RESULTS AND DISCUSSION 

6.4.1 Optimal sensor locations and features 

The sensor placement methodology has selected eight optimal variables for automated 

construction monitoring. The maximum entropy of the variable at selection is given in 

Table 6.1. The initial subset in the Subset_List, which contained all the instances, has 

been iteratively divided into children subsets. The maximum entropy of a subset 

reduces while it is divided into children subsets. The iterative division continues until 

the children subsets are inseparable. Then the subsequent iteration starts with the 

separation of the next subset in the Subset_List. The maximum entropy of this newly 

selected subset also reduces with division. This trend can be observed in the entropy of 

the selected variable. After finishing all the iterations, 47 instances were completely 

identified. Other instances were separated into numerous inseparable subsets. This 

shows the potential of the selected variables to identify the automated construction 

operations even before complex data analysis.  

Table 6.1 Variables selected by the sensor placement methodology 

Rank Selected variable Maximum entropy of the 
variable at selection 

1 RMS-AM7 2.155 
2 IQR-AM7 2.007 
3 IQR-AM5 3.019 
4 IQR-AM1 3.788 
5 IQR-AM8 3.559 
6 3rd Prominent frequency-AM4 3.459 
7 IQR-AM3 2.500 
8 Mean-AM1 1.585 

The order of selection of the variable with maximum entropy and corresponding 

scenarios are given in Table 6.1. The number of instances completely identified in each 

scenario is illustrated in Figure 6.3. Initially, the number of instances identified 

increased with the addition of variables. Then it decreased steadily after the addition of 
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the fourth variable, except a slight increase with the addition of the sixth variable. The 

identification of instances did not improve considerably beyond four variables.  

Table 6.2 The order of selection of the variable with maximum entropy 

Scenarios Variables used 

1 RMS-AM7 
2 RMS-AM7, IQR-AM7 
3 RMS-AM7, IQR-AM7, IQR-AM5 
4 RMS-AM7, IQR-AM7, IQR-AM5, IQR-AM1 
5 RMS-AM7, IQR-AM7, IQR-AM5, IQR-AM1, IQR-AM8 

6 RMS-AM7, IQR-AM7, IQR-AM5, IQR-AM1, IQR-AM8,  
3rd Prominent frequency-AM4 

7 RMS-AM7, IQR-AM7, IQR-AM5, IQR-AM1, IQR-AM8,  
3rd Prominent frequency-AM4, IQR-AM3 

8 RMS-AM7, IQR-AM7, IQR-AM5, IQR-AM1, IQR-AM8,  
3rd Prominent frequency-AM4, IQR-AM3, Mean-AM1 

 

Figure 6.3 Variation in the number of instances completely identified with the 
addition of variables 

The optimal sensors identified through the sensor placement methodology are presented 

in Table 6.3.  Except for AM_02 and AM_06, all other sensors from the initial list are 

selected (Figure 6.1). The sensor placement methodology in this study considers the 
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mutual information from a sensor and already selected sensors. Therefore, a particular 

sensor is selected only when it offers any new information. This may be the reason why 

AM_03 and AM_05 are selected while the diametrically opposite sensors, AM_02 and 

AM_06, are not selected. AM_02 and AM_06 are positioned at the corners of the long 

beams of the structure.  Notably, the columns connected to this beam does not carry 

any sensors.  

The sensor (AM_07) placed on the column connected to the short span offers the 

highest information for identifying operations. The vibrations from both sides of the 

column are captured effectively at this location. This location is followed by the sensor 

at the corner (AM_05) and midspan (AM_01) of the structure. Different type of 

measurement locations is selected during each iteration of this sensor placement 

methodology. Therefore, adding a new sensor is based on its mutually exclusive 

information content from the previously selected sensors. In addition to AM_07, 

AM_01 is the most frequently selected sensor.  

Table 6.3 Location of sensors selected by the sensor placement methodology 

Serial 
number Sensor Frequency of occurrence  

in the selected variables 
1 AM_07 2 
2 AM_05 1 
3 AM_01 2 
4 AM_08 1 
5 AM_04 1 
6 AM_03 1 
7 AM_02 0 
8 AM_06 0 

The features selected through the sensor placement methodology is presented in Table 

6.4. Interquartile range (IQR) is the most frequently selected feature among the ten 

unique features extracted from a sensor location. The calculation of entropy is based on 
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the histogram of the variables. Therefore, IQR appears to be the most prominent feature. 

However, machine learning classification may demand more complex frequency 

domain features to distinguish the operation categories. One of such features, 3rd 

prominent frequency, is selected by this method. Some of the features such as peak and 

1st prominent frequency are intuitively significant for identifying operation signals. But 

these features are not selected by this proposed method. Therefore, additional 

information may be required to determine the suitable features using this method.  

Table 6.4 Features selected by the sensor placement methodology 

Serial 
number Feature Frequency of occurrence  

in the selected variable 
1 RMS 1 
2 IQR 5 
3 3rd Prominent frequency 1 
4 Mean 1 
5 Variance 0 
6 Peak 0 
7 1st Prominent frequency 0 
8 2nd Prominent frequency 0 
9 Signal energy 0 
10 Main signal period 0 

6.4.2 Validation of sensor placement methodology 

The proposed sensor placement methodology is validated by recognising automated 

construction operations using the derived measurement configuration. Artificial Neural 

Networks are deployed to identify the operations of the Automated Construction 

System prototype. The conventional approach for activity recognition is adopted to 

verify the effectiveness of the proposed measurement configuration. Forty-one 

operation classes at classification level 4 are identified during validation.  Three feature 

selection methods (FS1, FS2 and FS3) based on the information from the sensor 

placement methodology are used for operation identification. The overview of these 

methods is provided in Table 6.5. The purpose of feature selection includes simplifying 
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the prediction model and reducing the computational effort by reducing the number of 

features. The best features that help to create a generalisable model are determined 

through feature selection. The performance of the feature selection methods is 

compared with that of the machine learning classification with all of the variables (FS0).  

Table 6.5 Overview of feature selection methods for the validation of the sensor 
placement methodology 

Serial 
no. 

Total 
no. of  

features  
selected 

Information 
from the 
sensor 

placement 
methodology 

Feature selection 
method 

Unique features  
selected 

Sensors  
selected 

FS0 80 - 
All of the initial 

variables  as  
features  

Mean, variance, 
Peak, IQR, RMS, 

Signal energy, 
Main signal period, 

1st Prominent 
frequency,  

2nd Prominent 
frequency, 

3rd Prominent 
frequency 

1 to 8 

FS1 60 Sensor 
locations 

All of the unique 
features extracted 
from the sensors 
selected through  
sensor placement 

methodology 

Mean, variance, 
Peak, IQR, RMS, 

Signal energy, 
Main signal period, 

1st Prominent 
frequency,  

2nd Prominent 
frequency, 

3rd Prominent 
frequency 

1,3,4, 
5,7,8 

FS2 32 Features 

Features selected 
through sensor 

placement 
methodology 

extracted from all 
sensors 

Mean, IQR, RMS, 
3rd Prominent 

frequency 
1 to 8 

FS3 8 
Sensor 

locations 
and features 

Variables selected 
through sensor 

placement 
methodology as  

features  

Mean, IQR, RMS, 
3rd Prominent 

frequency 

1,3,4, 
5,7,8 
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The results of operation identification are presented in Table 6.6, and the performance 

comparison is illustrated in Figure 6.4. The feature selection method FS1 uses the 

information about sensor locations from the sensor placement methodology. This 

method reduces 25 per cent of features for machine learning classification. However, 

the reduction in F1 score is merely 3.42 per cent, and that of accuracy is 5.28 per cent. 

Thus, the proposed sensor placement methodology effectively selects the appropriate 

measurement configuration for automated construction monitoring.  

Table 6.6 Performance of feature selection methods 

Serial 
no. 

Information from the 
sensor placement 

methodology 

Precision 
(%) 

Recall 
(%) 

F1Score 
(%) 

Accuracy 
(%) 

FS0 - 79.84 84.63 82.12 84.56 

FS1 Sensor locations 77.32 81.71 79.31 80.10 

FS2 Features 68.05 72.68 70.25 71.58 

FS3 Sensor locations and 
features 65.00 72.20 68.37 71.11 

FS2 evaluates the ability of the proposed sensor placement methodology for feature 

selection. FS2 reduces 60 per cent of features with a 14.45 per cent reduction in F1 

score and a 15.36 per cent reduction in accuracy. The results demonstrate reasonably 

good performance for feature selection. However, most of the features selected through 

this method are time domain features, more specifically IQR, as shown in Table 6.4. 

The reason for this selection is attributed to the use of entropy for sensor placement. 

Therefore, additional information about frequency domain features enhance the current 

feature selection.  

The last feature selection method FS1 extracts sensor locations and features from the 

sensor placement methodology and reduces 90 per cent of features. Nevertheless, the 
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reduction in performance is at par with that of FS2 (reduction in F1 score and accuracy 

are 16.75 per cent and 15.91 per cent, respectively). Therefore, the proposed sensor 

placement methodology is beneficial for applications scenarios involving hundreds of 

sensors. The cost of measurement can be considerably reduced with a reasonable 

reduction in accuracy. In addition to determining measurement configuration, this 

method can be applied to select features and improve computational efficiency 

whenever required.  

 

Figure 6.4 Comparison of feature selection methods 

The concept of sensor placement based on Shannon's entropy was initially proposed by 

Robert-Nicoud et al.(Robert-Nicoud et al., 2005). The current methodology departs 

from the existing study in terms of variables and the objective of measurement system 

design. The previous studies used this approach to separate model classes for 

falsification (Kripakaran, Saitta, et al., 2007; Kripakaran and Smith, 2009; 

Papadopoulou et al., 2016; Bertola and Smith, 2019), whereas the current study focuses 

on instance classification.  While the existing studies use the distribution of raw data 

for location selection (Kripakaran, Ravindran, et al., 2007; Soman et al., 2015), the 

current study incorporates the features for identification. Joshua and Varghese used a 
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decision tree algorithm and body segment analysis to determine the measurement 

locations for human activity recognition (Joshua and Varghese, 2013). The average 

accuracy of the measurement configuration proposed by that study for identifying 

construction activities was 77.99 per cent. The current study significantly improves the 

activity recognition performance (80.10 per cent accuracy for FS1) by incorporating 

features for entropy calculation. 

The proposed sensor placement methodology has demonstrated its ability for selecting 

features and determining measurement locations. The final measurement configuration 

has to be decided based on the trade-off between cost and measurement accuracy. The 

current study aims to develop a monitoring system for automated construction; high 

accuracy is crucial for selecting measurement configuration. Besides, the focus of the 

next set of studies is not feature selection. Therefore, all sensor locations and features 

are selected to ensure the highest possible performance for each 

algorithm/identification method. No higher computational cost is incurred by 

incorporating these features. The measurements from the two sensors that are not 

selected are available without additional cost and are included for further analysis. 

6.5 CONCLUSIONS 

The configuration of the measurement system significantly affects the quality of data 

collected for construction monitoring. The current study proposes a sensor placement 

methodology based on information content from the measurement locations. The 

entropy of the features extracted from the raw measurements determines the selection 

of a location.  

1. The proposed sensor placement methodology determines optimal measurement 

locations for identifying automated construction operations. The sensor 
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locations selected based on this methodology delivered a 79.31 per cent F1 score 

and 80.10 per cent accuracy for operation identification. 

2. The proposed sensor placement methodology also demonstrates its potential for 

feature selection. The feature selection method based on this sensor placement 

methodology reduces 90 per cent of the features with merely a 15.91 per cent 

reduction in accuracy. 

3. The addition of variables beyond a certain threshold during sensor placement 

does not improve the identification of instances. A particular sensor is selected 

in an iteration only when it offers any new information. 

4. Each iteration of the sensor placement methodology selects different types of 

measurement locations. The order of selection of new sensors is based on their 

mutually exclusive information content from the previously selected sensors. 

5. The method of calculating the information content of a measurement location 

influences the features selected by the sensor placement methodology. The 

entropy is calculated based on the distribution of the variables. Therefore, the 

interquartile range is the most frequently selected feature among the variables. 
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CHAPTER 7 

ANALYSIS AND RESULTS: OPERATION 

IDENTIFICATION 

7.1 INTRODUCTION 

A fundamental step in developing an automated monitoring system is operation 

identification. The operation identification methodology developed for automated 

construction is discussed in this chapter. In this thesis, the term 'Operation' refers to 

low-level activities related to the use of construction equipment. These low-level 

activities might be considered as subparts in the decomposition of higher-level 

construction activities. The activities of construction equipment were identified for 

various purposes in the existing studies. Some of these include computation of cycle 

time of operations; estimation of fuel consumption, emission rate or productivity of 

equipment; assessment of the condition of equipment and construction progress 

monitoring (Harichandran et al., 2018; Kim and Chi, 2019; Chen et al., 2020). Most 

existing studies consider equipment activity recognition as a classification problem. 

The input consists of a time series of sensor data, and the output variables represent the 

activity classes to be identified. Typically, a flat list of activity classes is used for 

training the machine learning model.  

This study departs from the existing studies in the objective of operation identification 

and its problem formulation. The main objective of equipment operation identification 

for the current study is to develop a construction monitoring system. Therefore, 

accuracy is of the utmost importance. Besides identifying the construction activity, 

detailed information about construction and equipment is essential for corrective 
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measures. Therefore, the current study proposes a hierarchical identification 

methodology for operation identification. This methodology utilises the hierarchical 

activity relationships for the formulation of the identification problem. This modified 

problem formulation simplifies the identification task and improves accuracy. The 

identification methodology is tested on the Automated Construction System (ACS) 

prototype for low rise building construction. The acceleration data from the structure is 

used for supervised learning. Each identification task is solved using six machine 

learning algorithms (k-Nearest Neighbour, Decision Tree, Support Vector Machines, 

Discriminant Analysis, Naïve Bayes, Artificial Neural Network) for determining the 

best classifier. The performance of the proposed methodology is compared with that of 

the conventional approach for equipment operation identification, which involves a flat 

list of classes to be separated. The possibility of using raw measurement data and deep 

learning classifiers for the current identification problem is also explored.  

The rest of the chapter is organised as follows: Section 7.2 presents machine learning-

based operation identification, including selecting the appropriate machine learning 

classifier and the identification methodology. The operation identification based on 

deep learning is described in section 7.3. A detailed analysis of the results and related 

discussions are presented in section 7.4.  The generalizability of the proposed operation 

identification methodology is outlined in section 7.5. Finally, the significant findings 

of the study are concluded in section 7.6. 

7.2 MACHINE LEARNING-BASED OPERATION IDENTIFICATION 

The overall methodology for hierarchical identification of automated construction 

operations is shown in Figure 7.1. First, sensor data from the structure is collected 

during controlled experiments. The raw data are then subjected to pre-processing 
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followed by feature extraction for supervised learning. The next stage is machine 

learning classification and operation identification. The novel hierarchical operation 

identification methodology adopted in this study is described in the next paragraph. The 

output of the hierarchical operation identification is supplied to an automated 

construction monitoring system. The monitoring system further evaluates the identified 

operations for potential anomalies and signals the operator for necessary corrective 

actions. The scope of the current chapter is limited to operation identification. The fault 

detection for automated construction operations is discussed in the next chapter.   

 

Figure 7.1 Methodology for identification of automated construction operations 

Operations are hierarchically decomposed in the proposed identification methodology, 

using domain knowledge about the construction equipment and types of operations. A 

schema containing operations, states of the equipment and their hierarchical 
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relationships is developed first. Activities at the top level are general; specialised 

operations with more details appear at lower levels. Operation identification occurs in 

multiple stages, starting from the topmost level.  The identification methodology uses 

multiple machine learning classifiers at each level. A single machine learning model 

(classifier) is not used to separate all the classes. Instead, a new classifier is used to 

explore the subclasses of a previously identified operation class. 

7.2.1 Selection of machine learning classifier 

Machine learning techniques are widely used for solving activity recognition problems 

using sensor data. Supervised learning methods were observed to deliver better results 

than unsupervised learning methods for activity identification problems (Golparvar-

Fard et al., 2013). According to Akhavian and Behzadan, unsupervised learning 

methods tend to cause overfitting during classification with imbalanced equipment 

activity classes (Akhavian and Behzadan, 2015). The classification of automated 

construction operations is similar to that of construction equipment in imbalanced 

activity classes. Hence supervised learning methods are adopted for this study. Deep 

learning methods show promising results for equipment activity identification. 

However, these methods demand large datasets for training. Automated construction 

experiments are costly and time-consuming. It is not practical to generate large datasets 

by experiments. Augmentation of data also requires expert knowledge, and the 

generated datasets should capture the possible working conditions of automated 

construction. The evaluation of deep learning techniques for this task is discussed in 

Section 7.3. The current section explores the possibility of using a well-established 

machine learning technique for identification of automated construction operations. It 

is essential to evaluate the attributes of the classifier for precise identification of 

automated construction operations. Given the limited experimental data, the classifier 
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should have good generalisability without overfitting. The acceleration patterns 

measured are a complex combination of the vibration from the structure and the ACS 

during construction. The classifier should be able to learn the nonlinear relationship 

between the acceleration measurements from different locations of the structure and the 

automated construction operations. The classifier should have clear parameters to 

indicate the confidence for the predicted results so that necessary control actions can be 

taken during construction monitoring. Based on the above requirements, a study was 

carried out to determine the best learning algorithm for operation recognition. The 

results of this study are presented in section 7.4.1. Artificial Neural Network (Feed-

forward classification network) is selected as the classifier for identification of 

automated construction operations. It was identified that ANN delivers the best 

performance at all classification levels. Therefore, further studies to validate the 

identification methodology was performed using ANN. 

7.2.2 Methodologies for operation identification  

This study evaluates two different problem formulations for the identification of 

automated construction operations. The first is the conventional approach adopted in 

previous studies (Figure 7.2), and the second is the hierarchical methodology proposed 

in the current study (Figure 7.3). Both methodologies are evaluated for their ability to 

identify operations at four classification levels. All the operation classes are supplied 

as a flat list to the conventional approach. However, the identification is separated into 

four levels to compare its performance with the hierarchical methodology. The 

operations are classified into finer subclasses from the top level to the bottom level. 

Classification level 1 consists of the operation states of the ACS, namely, idle and 

operations. The idle state indicates that the automation system is turned on, but no 

operations are being performed. The data generated in this state is primarily due to 
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ambient vibrations. Classification level 2 further divides the operations into four major 

classes. Classification level 3 contains the subclasses of operations. It divides two 

operations (lifting and lowering) into subclasses based on which the lifting machine 

operates. The 'connection of column module' operation is divided based on which 

column is being constructed at that time. All operations are subdivided at classification 

level 4 based on the stage of construction at which the operation was performed. 

7.2.2.1 Conventional approach 

 

Figure 7.2 The conventional approach for operations identification in which the 
classifier uses a flat list of classes. Multiple classification levels were deployed for 

performance comparison with the hierarchical methodology. 

The conventional approach containing a flat list of classes is shown in Figure 7.2. A 

classification level contains one identification task (classification problem). A machine 

learning classifier is a predictive model developed and trained to solve a classification 

problem in the current context. One machine learning classifier per classification level 

is shown in Figure 7.2 (Classifier 1, Classifier 2, …, Classifier 4). The yellow boxes 

represent the classification levels. The grey boxes represent machine learning classifiers 
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at a classification level. The white boxes are the operations classified by a particular 

machine learning classifier. Most previous studies have adopted this problem 

formulation for operation identification (Akhavian and Behzadan, 2015; Rashid and 

Louis, 2019; Shi et al., 2020). It does not use any prior information from the previous 

classification level. As the classification level increases, the complexity of the learning 

task also increases. Classification level 1 has only two operations, while classification 

level 4 has 41 operations. This conventional approach for identification seems to give 

good performance only when the number of operation classes is small. As the number 

of similar operation classes increases, performance appears to be consistently declining. 

The initial classification was performed using the conventional approach to verify its 

suitability for identifying a large number of classes.  

7.2.2.2 Hierarchical operation identification 

The hierarchical methodology for identification proposed in this study formulates the 

identification problem into a hierarchy of learning tasks (Figure 7.3). Each 

classification level in this identification methodology uses prior information from the 

previous classification level to simplify the identification task. There can be more than 

one identification task per classification level. Accordingly, there is a hierarchy of 

machine learning classifiers, each assigned to solve an identification task. There are 25 

machine learning classifiers numbered systematically as 'Classifier L.N' where L 

represents the classification level, and N represents the number of the classifier at 

classification level L. Each machine learning classifier classifies similar operations at a 

particular level. 
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Figure 7.3 Hierarchical methodology for operation identification that arranges the 
operation classes into multiple classification levels based on their hierarchical 
relationship. Each classification level may contain more than one classifier.  

The identification tasks for the hierarchical methodology are formulated based on the 

logical flow of information required in an automated monitoring system, represented 

by black arrow marks in Figure 7.3. Consider this example for the flow of information 

and measured data through classification levels: A particular operation is going on in 

the automated construction. The monitoring system identifies the status of the ACS as 

'Operations' at classification level 1 (Classifier 1.1). Now, the main operation needs to 

be identified in the following classification level. The class 'Idle' can be removed from 

the further identification tasks to simplify the problem (Classifier 2.1). If the main 

operation is identified as "Lifting Support" in classification level 2, only the sub-classes 

of "Lifting Support" need to be investigated for further classification. This means that 

there should be specific identification tasks for each subclass of the main operation. The 

sensing data will be redirected to a particular identification task based on the prior 
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information from the previous classification level. In this way, there are three simple 

machine learning classifiers (Classifier 3.1, Classifier 3.2, Classifier 3.3) in the 

hierarchical methodology instead of one complex machine learning classifier 

(Classifier 3) in the conventional approach at classification level 3. Each classifier 

solves an identification task with six classes instead of one classifier that solves an 

identification task with 20 classes. In the previous classification level, the operation is 

identified as "Lifting Support". Now, the sensing data will be redirected to classifier 3.3 

for further classification. If the operation is identified as "LiftSupNo6" at classification 

level 3, the next classifier in classification level 4 will be classifier 4.20. This classifier 

will identify the operation based on the construction stage (LiftSupNo6_CS1 or 

LiftSupNo6_CS2). 

The first two classification levels have only one machine learning classifier, each in the 

hierarchical identification methodology. Classifier 1 (conventional approach) and 

classifier 1.1 (hierarchical methodology) are essentially the same. Classifier 2 is slightly 

different from classifier 2.1 since it also included 'idle' in classification along with the 

operations. Classifier 3 is replaced by classifier 3.1 to classifier 3.3 (3 classifiers), and 

classifier 4 is replaced by classifiers 4.1 to classifier 4.20 (20 classifiers) in the 

hierarchical methodology. The purpose of designing this complex methodology is to 

develop robust machine learning classifiers for each classification level. The overall 

objective of this operation identification is to develop an automated monitoring system. 

Ensuring high accuracy in operation identification will reduce the possibility of false 

alarms during monitoring and decrease the chances of not reporting any faulty 

operation. This will eventually reduce workplace accidents. 
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7.2.3 Evaluation of performance 

The performance of each classifier is evaluated through k-fold cross-validation to avoid 

dependency on a particular dataset or overfitting. In k-fold cross-validation, data is 

arbitrarily split into k folds. Then, one fold is reserved for validation (used as unseen 

data) and the others are used for training. Next, another fold is used for validation, while 

the remaining folds are used for training. This process is repeated k times until all the 

folds are used for validation once. Each performance parameter of the cross-validated 

classifier is computed as an average of that parameter from all the folds. The classifiers 

in the first three levels of classification are 10-fold cross-validated. The classifiers in 

classification level 4 are 5- fold cross-validated since the number of data points is less. 

Accuracy, precision, recall and F1 Score are the parameters used to assess the 

performance of a classifier. Accuracy is the percentage of data points correctly 

identified out of the total number of data points (equation (7.1)). Identification accuracy 

is an overall estimate of the performance of a classifier. Precision and recall are 

computed to investigate the relevance of the information retrieved by a classifier. 

Precision is also known as Positive Predictive Value (PPV). It is the percentage of the 

identifications which are relevant out of all the identification results (equation (7.2)). 

The recall is also called the true positive rate. In other words, it is the percentage of the 

relevant operation classes correctly identified by the classifier (equation (7.3)). F1 

Score is the harmonic mean of these two parameters (equation (7.4)). 

  𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴 =
𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁 𝑜𝑜𝑜𝑜 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑

𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇 𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 𝑜𝑜𝑜𝑜 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑
 𝑥𝑥 100 % (7.1) 

 

 𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 =
𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇 𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃

𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇 𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 + 𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹 𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 
 𝑥𝑥 100 % (7.2) 
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𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 =
𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇 𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃

𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇 𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 + 𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹 𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁 
 𝑥𝑥 100 % (7.3) 

 

𝐹𝐹1 𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆 =
2 𝑥𝑥 𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 𝑥𝑥 𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅
𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 + 𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 

 (7.4) 

7.3 DEEP LEARNING BASED OPERATION IDENTIFICATION 

Even though the construction industry is generally conservative regarding technological 

adoption, the research community is ardent in exploring the latest technological 

possibilities. Several recently published literatures seem to advocate the adaptation of 

complex deep learning techniques over traditional machine learning algorithms 

regardless of the application context. Machine learning often requires domain expertise 

in selecting good features. However, deep learning algorithms learn the characteristics 

features directly from raw data. Therefore, the potential of deep learning algorithms in 

identifying automated construction operations was explored.  

The methodology adopted in this study for identifying automated construction activities 

is shown in Figure 7.1. An approach based on deep learning classification is 

implemented along with traditional machine learning classifiers. First, the automated 

construction operations were performed by the ACS under controlled laboratory 

conditions. The sensor data were collected from different parts of the structure during 

construction. The collected data were subjected to pre-processing followed by 

supervised learning. The raw data were augmented to create a larger dataset for deep 

learning classification. Concurrently, features were extracted from the dataset for 

machine learning classification. The current study classifies the time series sensor data 

using LSTM networks. The traditional machine learning classifiers include k-Nearest 

Neighbour (kNN), Decision Tree (DT), Support Vector Machines (SVM), Discriminant 

Analysis (DA), Naïve Bayes (NB), and Artificial Neural Network (ANN). Finally, all 

of these classifiers were assessed for their performance in identifying automated 
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construction activities. In the broader context, deep learning is a subset of machine 

learning. For clarity in discussions, the author refers to the traditional machine learning 

classifiers under 'machine learning' and advanced deep learning methods under 'deep 

learning'. The data augmentation methods used in the study and LSTM network training 

is described in detail in the following subsections. 

 

Figure 7.4 Methodology adopted for comparing the performance of deep learning 
classifiers with conventional machine learning classifiers 
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7.3.1 LSTM networks 

The data collected in the current study is in the form of time series signals. Long Short-

Term Memory (LSTM) networks are best suited to classify this type of data since they 

learn to identify long term dependency between timesteps of a signal (Hochreiter and 

Schmidhuber, 1996, 1997; Hochreiter, 1998; Arras et al., 2019). The current study 

adopted a Bi-LSTM (bidirectional LSTM) network that learns the complete information 

of the signal at each time step. The architecture of the network for the current 

classification problem is shown in Figure 7.5. The first layer is a sequence input layer 

that inputs the raw acceleration data into the network. This layer is followed by a Bi-

LSTM layer which learns the long-term bidirectional dependency between timesteps of 

the input data. The last three layers, namely, the fully connected layer; SoftMax layer; 

and classification layer enable the network to predict the class labels.  

 

Figure 7.5 Architecture of LSTM network for operation identification 

7.3.2 Data augmentation methods 

Deep learning methods are known to deliver the best results when there is abundant 

data available for training. Since there are numerous publicly available datasets of 

common objects, training deep neural networks to detect these objects may not pose a 

challenge. Creating large datasets of specific objects like common construction 

equipment (excavator, dump truck, tower crane etc.) may be a little more challenging 

compared to that for common objects. This data shortage can be addressed by 

generating new data through the augmentation of the existing data. Flipping, rotation, 

cropping etc., are some of the widely used data augmentation methods for image data. 
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The newly generated images create significant variations in the original datasets 

without altering the original labels. However, augmenting time series data may not be 

as intuitive as image datasets (Rashid and Louis, 2019). The newly generated signals 

should not vary the fundamental characteristics of the original signal in such a way that 

it may alter the original label. The variability introduced by random noise, method of 

execution and data collection method retains the original labels of the signal. Therefore, 

the current study introduces these variabilities by jittering, scaling, down sampling and 

over sampling of the measured data. 

7.3.2.1 Jittering 

The variability in time series data due to additive sensor noise is introduced through 

jittering (Rashid and Louis, 2019). White Gaussian noise is incorporated in the raw data 

to create the jittered dataset (Stahel and Maechler, 2021). The amount of noise varies 

from  -SF * DF/5 to SF * DF/5, where DF is the smallest difference between the values 

of the measured data and SF is a scaling factor. The value of SF adopted in the current 

study ranges from 2 to 19.  

7.3.2.2 Scaling 

The intensity of vibration corresponds to each construction operation changes with 

variability in its execution; this variability is introduced through scaling. In scaling, the 

magnitude of the measured data is altered by multiplying the signal by a scalar (Rashid 

and Louis, 2019). The scalar value for the current study ranges from 0.3 to 2.1. 

7.3.2.3 Down sampling 

The measurements for operation identification can be collected at different sampling 

rate with varying information contents. Down sampling reduces the sampling rate of 
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the measured data by an integer factor. This data augmentation method is used sparingly 

to retain the necessary information content for classification. Therefore, the reduction 

factor ranges from two to five in the current study.  

7.3.2.4 Over sampling 

Imbalance in training datasets significantly affect the learning process and often result 

in high misclassifications of minority classes. Therefore, oversampling is adopted as a 

measure to balance the distribution of classes in the datasets. The instances of the 

underrepresented classes were duplicated in the oversampling. This augmentation 

method is used independently and in addition to other methods to create new datasets. 

7.4 RESULTS AND DISCUSSION 

7.4.1 Determination of the best learning algorithm for operation identification 

There are 25 machine learning classifiers in the hierarchical identification 

methodology, each corresponding to an identification task. The classifiers were tested 

with six different machine learning algorithms to determine the best performing 

algorithm. The best identification results of each learning algorithm are presented in 

this section. The results of operation recognition for identification level 1 are 

summarised in Table 7.1 and illustrated in Figure 7.6. Classifier 1.1 identifies the idle 

and operating states in automated construction. All the learning algorithms have 

identification accuracy above 95 per cent. Even though slightly lower, the F1 Score also 

follows a similar trend of accuracy, except for DA. The ANN has the best overall 

performance in terms of accuracy and relevance of information retrieval. SVM seems 

to have high accuracy (95.528 per cent) even though it is slightly lower than other 

learning algorithms. But the precision and recall are considerably lower than those of 

the other algorithms. This is the first identification task in this identification 
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methodology. The performance of the classifier in this task highly influences the 

performance of the overall methodology.  

Table 7.1 Results of operation identification for identification level 1 (Classifier 1.1) 

Learning algorithm  Precision (%) Recall (%) F1 Score (%) Accuracy (%) 

kNN 82.906 89.153 85.916 97.561 

DT 91.026 88.032 89.504 97.967 

SVM 66.026 76.898 71.048 95.528 

DA 90.171 78.975 84.202 96.341 

NB 78.739 87.834 83.038 97.154 

ANN 95.000 94.792 94.894 99.583 

Notes: kNN = k-Nearest Neighbour; DT = Decision Tree; SVM = Support Vector Machines; 
DA = Discriminant Analysis; NB = Naïve Bayes; ANN = Artificial Neural Network. 

 

 

Figure 7.6 Accuracy of prediction for identification level 1 

The operation recognition results of identification level 2 are given in Table. 7.2 and 

Figure 7.7. Classifier 2.1 distinguishes the major operation category of the given input 

data. The ANN identifies the operations with 100 per cent accuracy and an F1 score. 

This classifier has a simple network architecture: 11 neurons and one hidden layer. All 

the performance indices demonstrate a similar trend in performance for the rest of the 
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learning algorithms. SVM and DA show comparable performance for this identification 

task. They have the next to best performance compared to other learning algorithms, 

contrary to identification level 1. The interesting observation is that both SVM and DA 

follow discriminant or boundary-based classification strategy. SVM used a polynomial 

kernel function for the current identification task, whereas DA used a linear 

discriminant. All other learning algorithms show less than 95 per cent accuracy and F1 

Score for this identification task. Compared to the results in identification level 1, all 

classifiers improved their F1 Score. Even though accuracy is reduced, the relevant 

information retrieval improved. 

Table. 7.2 Results of operation identification for identification level 2 (Classifier 2.1) 

Learning algorithm  Precision (%) Recall (%) F1 Score (%) Accuracy (%) 

kNN 94.097 94.335 94.216 92.735 

DT 94.792 94.781 94.787 94.872 

SVM 98.264 97.305 97.782 97.863 

DA 97.222 97.406 97.314 96.581 

NB 92.014 94.231 93.109 92.735 

ANN 100.000 100.000 100.000 100.000 

 

Figure 7.7 Accuracy of prediction for identification level 2 
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Identification level 3 comprises three classifiers; each classifier is assigned to identify 

the sub-operation categories. Each identification task contains six categories with an 

equal number of instances. Hence the classifiers need not face problem associated with 

unbalanced datasets. A stark difference in the performance of ANN from other learning 

algorithms is evident from the current identification level (Table. 7.3 and Figure 7.8). 

The ANN delivers close to 100 per cent accuracy and F1 Score for all classifiers. Except 

for Classifier 3.2 using kNN, all other algorithms demonstrate a considerable decline in 

identification performance. The main reason for this decline may be due to the higher 

similarity among sub-operation classes compared to that in the previous identifications 

tasks. As the complexity of identification increases, all learning algorithms except ANN 

fail to achieve the necessary performance required for this identification task. 

Table. 7.3 Results of operation identification for identification level 3 

Learning algorithm 
Precision (%) 

Classifier 3.1 Classifier 3.2 Classifier 3.3 

kNN 83.333 97.222 88.889 

DT 66.667 68.056 72.222 

SVM 77.778 93.056 86.111 

DA 77.778 90.278 87.500 

NB 77.778 91.667 84.722 

ANN 98.333 100.00 99.167 

Learning algorithm 
Recall (%) 

Classifier 3.1 Classifier 3.2 Classifier 3.3 

kNN 86.387 97.436 89.698 

DT 68.775 69.354 72.283 

SVM 80.299 94.040 87.143 

DA 80.839 90.926 88.572 

NB 83.862 92.262 86.115 

ANN 97.500 100.00 99.167 
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Learning algorithm 
F1Score (%) 

Classifier 3.1 Classifier 3.2 Classifier 3.3 

kNN 84.833 97.329 89.292 

DT 67.705 68.699 72.253 

SVM 79.018 93.545 86.624 

DA 79.279 90.601 88.033 

NB 80.706 91.963 85.413 

ANN 97.895 100.00 99.167 

Learning algorithm 
Accuracy (%) 

Classifier 3.1 Classifier 3.2 Classifier 3.3 

kNN 83.333 97.222 88.889 

DT 66.667 68.056 72.222 

SVM 77.778 93.056 86.111 

DA 77.778 90.278 87.500 

NB 77.778 91.667 84.722 

ANN 98.571 100.00 98.750 

 

 

Figure 7.8 Accuracy of prediction for identification level 3 

Consider the operation identification results for identification level 4 (Table. 7.4 to 

Table. 7.7 and Figure 7.9). For convenience, the performance parameters are displayed 
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in separate tables. The summarised results are presented in  Figure 7.9. There are 20 

classifiers (Classifier 4.1 to Classifier 4.20) in this identification level. Only the best, 

the worst and the median results are displayed in the figure for clarity. The classifiers 

need to identify the construction stage at which the operation happens at this final 

identification level. The operations to be classified are essentially the same except for 

a minor difference in the stage of construction. This makes the identification tasks at 

this level extremely difficult. Achieving high performance seems to be highly 

challenging. However, ANN classifiers perform consistently well here. Except for 

Classifier 4.8 and Classifier 4.14, all other classifiers deliver accuracy and F1 Score of 

100 per cent. The operations classified by these classifiers are observed to be related to 

support 6. This shows the dependency of the results on the data collected from that 

particular support. Considering the complexity of the identification problem, the 

accuracy is good enough and meets the purpose of identification. All other performance 

indices exhibit a similar pattern. kNN is observed to be the second-best learning 

algorithm based on overall performance. However, only 7 out of 20 classifiers delivered 

100 per cent accuracy. The accuracy of the worst-performing classifier using kNN 

(Classifier 4.14 and Classifier 4.20) is as low as 75 per cent. The prediction results of 

other classifiers are not comparable. These results emphasise the significance of 

selecting the correct machine learning algorithm for operation identification.  
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Figure 7.9 Accuracy of prediction for identification level 4 
 

Table. 7.4 Accuracy of identification for identification level 4 

Learning 

algorithm 

Accuracy (%) 

Classifier 

4.1 

Classifier 

4.2 

Classifier 

4.3 

Classifier 

4.4 

Classifier 

4.5 

kNN 100.00 94.444 91.667 91.667 91.667 

DT 75.000 55.556 58.333 58.333 58.333 

SVM 91.667 94.444 75.000 83.333 83.333 

DA 91.667 94.444 75.000 83.333 91.667 

NB 75.000 72.222 58.333 83.333 75.000 

ANN 100.00 100.00 100.00 100.00 100.00 

Learning 

algorithm 

Classifier 

4.6 

Classifier 

4.7 

Classifier 

4.8 

Classifier 

4.9 

Classifier 

4.10 

kNN 91.667 83.333 91.667 100.00 100.00 

DT 50.000 66.667 66.667 41.667 41.667 

SVM 83.333 66.667 83.333 83.333 100.00 

DA 75.000 75.000 75.000 91.667 91.667 

NB 66.667 66.667 66.667 75.000 83.333 

ANN 100.00 100.00 93.333 100.00 100.00 
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Learning 

algorithm 

Classifier 

4.11 

Classifier 

4.12 

Classifier 

4.13 

Classifier 

4.14 

Classifier 

4.15 

kNN 100.00 91.667 91.667 75.000 83.333 

DT 58.333 75.000 66.667 41.667 66.667 

SVM 100.00 91.667 75.000 75.000 91.667 

DA 100.00 91.667 100.00 75.000 100.00 

NB 83.333 58.333 75.000 83.333 75.000 

ANN 100.00 100.00 100.00 93.333 100.00 

Learning 

algorithm 

Classifier 

4.16 

Classifier 

4.17 

Classifier 

4.18 

Classifier 

4.19 

Classifier 

4.20 

kNN 100.00 100.00 100.00 91.667 75.000 

DT 58.333 75.000 41.667 75.000 75.000 

SVM 83.333 91.667 91.667 75.000 83.333 

DA 83.333 100.00 83.333 91.667 83.333 

NB 83.333 75.000 58.333 50.000 50.000 

ANN 100.00 100.00 100.00 100.00 100.00 

 

Table. 7.5 Precision for identification level 4 

Learning 

algorithm 

Precision (%) 

Classifier 

4.1 

Classifier 

4.2 

Classifier 

4.3 

Classifier 

4.4 

Classifier 

4.5 

kNN 100.00 94.444 91.667 91.667 91.667 

DT 75.000 55.556 58.333 58.333 58.333 

SVM 91.667 94.444 75.000 83.333 83.333 

DA 91.667 94.444 75.000 83.333 91.667 

NB 75.000 72.222 58.333 83.333 75.000 

ANN 100.00 100.00 100.00 100.00 100.00 

Learning 

algorithm 

Classifier 

4.6 

Classifier 

4.7 

Classifier 

4.8 

Classifier 

4.9 

Classifier 

4.10 

kNN 91.667 83.333 91.667 100.00 100.00 

DT 50.000 66.667 66.667 41.667 41.667 
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SVM 83.333 66.667 83.333 83.333 100.00 

DA 75.000 75.000 75.000 91.667 91.667 

NB 66.667 66.667 66.667 75.000 83.333 

ANN 100.00 100.00 90.000 100.00 100.00 

Learning 

algorithm 

Classifier 

4.11 

Classifier 

4.12 

Classifier 

4.13 

Classifier 

4.14 

Classifier 

4.15 

kNN 100.00 91.667 91.667 75.000 83.333 

DT 58.333 75.000 66.667 41.667 66.667 

SVM 100.00 91.667 75.000 75.000 91.667 

DA 100.00 91.667 100.00 75.000 100.00 

NB 83.333 58.333 75.000 83.333 75.000 

ANN 100.00 100.00 100.00 95.000 100.00 

Learning 

algorithm 

Classifier 

4.16 

Classifier 

4.17 

Classifier 

4.18 

Classifier 

4.19 

Classifier 

4.20 

kNN 100.00 100.00 100.00 91.667 75.000 

DT 58.333 75.000 41.667 75.000 75.000 

SVM 83.333 91.667 91.667 75.000 83.333 

DA 83.333 100.00 83.333 91.667 83.333 

NB 83.333 75.000 58.333 50.000 50.000 

ANN 100.00 100.00 100.00 100.00 100.00 

 

Table. 7.6 Recall for identification level 4 

Learning 

algorithm 

Recall (%) 

Classifier 

4.1 

Classifier 

4.2 

Classifier 

4.3 

Classifier 

4.4 

Classifier 

4.5 

kNN 100.00 95.238 92.857 92.857 92.857 

DT 83.333 52.778 61.111 58.571 77.273 

SVM 92.857 95.238 75.714 83.333 83.333 

DA 92.857 95.238 75.714 83.333 92.857 

NB 75.714 73.611 58.571 83.333 83.333 

ANN 100.00 100.00 100.00 100.00 100.00 
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Learning 

algorithm 

Classifier 

4.6 

Classifier 

4.7 

Classifier 

4.8 

Classifier 

4.9 

Classifier 

4.10 

kNN 92.857 83.333 92.857 100.00 100.00 

DT 50.000 68.750 80.000 38.889 38.889 

SVM 83.333 66.667 87.500 83.333 100.00 

DA 75.714 75.714 75.714 92.857 92.857 

NB 68.750 66.667 68.750 75.714 87.500 

ANN 100.00 100.00 86.667 100.00 100.00 

Learning 

algorithm 

Classifier 

4.11 

Classifier 

4.12 

Classifier 

4.13 

Classifier 

4.14 

Classifier 

4.15 

kNN 100.00 92.857 92.857 75.714 87.500 

DT 61.111 83.333 80.000 38.889 80.000 

SVM 100.00 92.857 75.714 83.333 92.857 

DA 100.00 92.857 100.00 75.714 100.00 

NB 83.333 58.571 75.714 83.333 75.714 

ANN 100.00 100.00 100.00 95.000 100.00 

Learning 

algorithm 

Classifier 

4.16 

Classifier 

4.17 

Classifier 

4.18 

Classifier 

4.19 

Classifier 

4.20 

kNN 100.00 100.00 100.00 92.857 75.714 

DT 61.111 83.333 41.429 83.333 83.333 

SVM 83.333 92.857 92.857 83.333 87.500 

DA 87.500 100.00 83.333 92.857 87.500 

NB 83.333 83.333 58.571 50.000 50.000 

ANN 100.00 100.00 100.00 100.00 100.00 

Table. 7.7 F1 Score for identification level 4 

Learning 

algorithm 

F1 Score (%) 

Classifier 

4.1 

Classifier 

4.2 

Classifier 

4.3 

Classifier 

4.4 

Classifier 

4.5 

kNN 100.00 94.840 92.258 92.258 92.258 

DT 78.947 54.131 59.690 58.452 66.480 

SVM 92.258 94.840 75.355 83.333 83.333 

DA 92.258 94.840 75.355 83.333 92.258 



127 

NB 75.355 72.910 58.452 83.333 78.947 

ANN 100.00 100.00 100.00 100.00 100.00 

Learning 

algorithm 

Classifier 

4.6 

Classifier 

4.7 

Classifier 

4.8 

Classifier 

4.9 

Classifier 

4.10 

kNN 92.258 83.333 92.258 100.00 100.00 

DT 50.000 67.692 72.727 40.230 40.230 

SVM 83.333 66.667 85.366 83.333 100.00 

DA 75.355 75.355 75.355 92.258 92.258 

NB 67.692 66.667 67.692 75.355 85.366 

ANN 100.00 100.00 88.000 100.00 100.00 

Learning 

algorithm 

Classifier 

4.11 

Classifier 

4.12 

Classifier 

4.13 

Classifier 

4.14 

Classifier 

4.15 

kNN 100.00 92.258 92.258 75.355 85.366 

DT 59.690 78.947 72.727 40.230 72.727 

SVM 100.00 92.258 75.355 78.947 92.258 

DA 100.00 92.258 100.00 75.355 100.00 

NB 83.333 58.452 75.355 83.333 75.355 

ANN 100.00 100.00 100.00 95.000 100.00 

Learning 

algorithm 

Classifier 

4.16 

Classifier 

4.17 

Classifier 

4.18 

Classifier 

4.19 

Classifier 

4.20 

kNN 100.00 100.00 100.00 92.258 75.355 

DT 59.690 78.947 41.547 78.947 78.947 

SVM 83.333 92.258 92.258 78.947 85.366 

DA 85.366 100.00 83.333 92.258 85.366 

NB 83.333 78.947 58.452 50.000 50.000 

ANN 100.00 100.00 100.00 100.00 100.00 

In summary, ANN classifiers deliver the best performance in operation recognition at 

all identification levels. This shows that ANN can model the complex non-linear 

decision boundary that separates different operation classes. Other machine learning 

algorithms cannot easily model this relationship, or their learning strategies are not 

efficient enough to learn the correct relationship. Another interesting observation is that 
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all ANN classifiers have simple network architecture. All classifiers possess only one 

hidden layer and, in most cases, the number of neurons is less than 10. Even for the 

most complex identification task, ANN has high accuracy. The accuracy obtained here 

is higher than what is reported in other operation recognition studies which used 

complex deep learning methods (Kim and Chi, 2019; Rashid and Louis, 2019; Roberts 

and Golparvar-Fard, 2019; Chen et al., 2020; Slaton et al., 2020). Irrespective of the 

complexity of the identification problem, conventional machine learning methods 

outperform complex identification methods with the right set of features, identification 

methodology and learning algorithm. 

7.4.2 Performance of methodologies for operation identification 

The performance of the hierarchical methodology for identification is compared with 

the conventional approach at different classification levels. The overall identification 

accuracy per classification level is shown in Figure 7.10. Precision, Recall, F1 Score 

and accuracy of classifiers and overall accuracy of the identification methodology per 

classification level are displayed in tabular form (Table 7.8 and Table 7.9). 

Table 7.8 Performance parameters of conventional approach for identification 

Classification 

level 
Classifier 

Precision 

(%) 

Recall 

(%) 

F1 Score 

(%) 

Accuracy 

(%) 

1 Classifier 1 95.00 94.79 94.89 99.58 

2 Classifier 2 99.46 98.75 99.09 99.18 

3 Classifier 3 95.75 94.50 95.11 95.92 

4 Classifier 4 84.63 79.84 82.12 84.56 

In the conventional approach for identification, the prediction accuracy is constantly 

decreasing with an increase in classification level. Hence, the finest level of 

classification has the least accuracy. This is due to the problem formulation in the 
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conventional approach for identification. There is only one machine learning classifier 

per classification level. The number of classes in identification tasks from classification 

level 1 to 4 are 2, 5, 20 and 41. As the complexity of the identification task increases, 

the accuracy decreases. These results confirm the observations from previous studies 

(Akhavian and Behzadan, 2015). Other performance parameters such as precision, 

recall and F1 Score show similar trends. Even though classifier 2 shows slightly better 

performance than classifier 1, the decline continues with a higher number of classes. 

There is only a marginal difference between classifier 1 and 2 in terms of the number 

of classes. In contrast, the difference is substantially higher for classification level 3 

and classification level 4. Hence declining performance becomes evident for these 

classification levels. The results show that the conventional approach is not suitable for 

developing an automated monitoring system. 

 

Figure 7.10 Performance comparison of conventional approach and hierarchical 
identification methodology  
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Table 7.9 Performance parameters of hierarchical identification methodology 

Level of 

Classification 
 Classifier 

Precision 

(%) 

Recall 

(%) 

F1 

Score 

(%) 

Accuracy 

(%) 

Overall 

Accuracy per 

Classification 

Level (%) 

1 Classifier 1.1 95.00 94.79 94.89 99.58 99.58 

2 Classifier 2.1 100.00 100.00 100.00 100.00 100.00 

3 

Classifier 3.1 97.50 98.33 97.89 98.57 

99.07  Classifier 3.2 100.00 100.00 100.00 100.00 

Classifier 3.3 99.17 99.17 99.17 98.75 

4 

Classifier 4.1 100.00 100.00 100.00 100.00 

99.19  

Classifier 4.2 100.00 100.00 100.00 100.00 

Classifier 4.3 100.00 100.00 100.00 100.00 

Classifier 4.4 100.00 100.00 100.00 100.00 

Classifier 4.5 100.00 100.00 100.00 100.00 

Classifier 4.6 100.00 100.00 100.00 100.00 

Classifier 4.7 100.00 100.00 100.00 100.00 

Classifier 4.8 90.00 86.67 88.00 93.33 

Classifier 4.9 100.00 100.00 100.00 100.00 

Classifier 4.10 100.00 100.00 100.00 100.00 

Classifier 4.11 100.00 100.00 100.00 100.00 

Classifier 4.12 100.00 100.00 100.00 100.00 

Classifier 4.13 100.00 100.00 100.00 100.00 

Classifier 4.14 95.00 95.00 95.00 93.33 

Classifier 4.15 100.00 100.00 100.00 100.00 

Classifier 4.16 100.00 100.00 100.00 100.00 

Classifier 4.17 100.00 100.00 100.00 100.00 

Classifier 4.18 100.00 100.00 100.00 100.00 

Classifier 4.19 100.00 100.00 100.00 100.00 

Classifier 4.20 100.00 100.00 100.00 100.00 

The performance of the hierarchical methodology is independent of the classification 

level. It depends mainly on the complexity of the identification task. The performance 
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of the two identification methodologies was comparable in the initial classification 

levels. However, at the finer levels of classification, the hierarchical methodology 

outperforms the conventional approach with a significantly high level of accuracy. 

Hence, the hierarchical methodology is promising in delivering the high accuracy 

required for an automated monitoring system. The latter part of this section will discuss 

the performance of the classifiers in the hierarchical methodology in detail. 

The classifiers in the hierarchical methodology consistently deliver the best prediction 

results, close to 100 per cent accuracy, except for two classifiers in classification level 

4. The classifiers are composed of simple neural network architecture with one hidden 

layer, and the number of neurons in the hidden layer in most of the classifiers is less 

than 10. There are no studies on the identification of automated construction operations. 

However, the results can be compared with that of construction equipment activity 

identification. Kim et al. (J. Kim et al., 2018) used vision-based activity identification 

methods incorporating the interactions between excavators and dump trucks to identify 

their activity with an accuracy of 91.27 per cent. Cheng et al. (Cheng et al., 2017) used 

audio signals and SVM classifiers to identify construction equipment activities and 

obtained the best identification accuracy of over 90 per cent. Golparvar-Fard et al. 

(Golparvar-Fard et al., 2013) used spatio-temporal features and SVM classifiers to 

identify activities of excavator and dump truck with 86.33 per cent and 98.33 per cent 

of accuracy, respectively. Akhavian and Behzadan (Akhavian and Behzadan, 2015) 

reported the highest accuracy of predicting the operations of a front-end loader using 

the neural network as 98.59 per cent. However, the prediction performance in that study 

decreased with finer levels of classification (86.09 per cent). The hierarchical 

methodology in the current research ensured consistently high performance from the 

highest level (99.58 per cent accuracy) to the finest classification level (99.19 per cent). 
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This was possible using a simple artificial neural network architecture, and no 

overfitting was observed, as indicated by the high prediction accuracy with unseen data. 

It is acknowledged that such high accuracy may not be achieved in real-world site 

conditions. However, the hierarchical methodology is still expected to have higher 

performance than the conventional approach because it takes advantage of the domain 

knowledge available in the form of decomposition of operations. The latest studies 

show reasonable identification performance with deep learning methods. It is frequently 

claimed that the major advantage of these methods is avoiding feature extraction. But 

the great challenge in implementing those methods include the generation of large 

datasets and high computational time. The feasibility deep learning for this 

identification task is explored in the subsequent sections. The current study followed a 

different approach to improve the performance of the existing methods, with an 

appropriate problem formulation based on domain knowledge. 

There are 246 instances of idle and normal operation classes. All classifiers have an 

even class distribution, except for the first two classification levels. Hence the 

identification tasks at a particular classification level in the hierarchical methodology 

have relatively similar complexity. Figure 7.11 and Figure 7.12 show confusion 

matrices for selected classifiers. All these classifiers belong to the hierarchical 

methodology. In the confusion matrix, the actual class (target class) is represented by 

columns, whereas rows represent the predicted class (output class). The correctly 

classified data points are located on the main diagonal of the matrix, and 

misclassifications are on the off-diagonal positions. Each cell shows the fraction of data 

points that belong to that particular cell. In k-fold cross-validation, each fold generates 

a confusion matrix. The entries of each cell in the displayed confusion matrices are the 

average of corresponding values in all folds.  
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Figure 7.11 Confusion matrix for Classifier 3.1. The class labels 1, 2, …, 6 represent 
operation classes lowering support no.1, lowering support no.2, …, lowering support 

no.6 respectively.  

 

Figure 7.12 Confusion matrix for Classifier 3.3. The class labels 1, 2, …, 6 represent 
operation classes lifting support no.1, lifting support no.2, …, lifting support no.6 

respectively. 
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Classifier 1.1 delivered good performance at classification level 1, even with 

unbalanced data sets. This confirms the ability of supervised learning classifiers to 

handle unbalanced data. However, the performance seems to be better with balanced 

classes. This justifies the superior performance of other classifiers compared to 

classifier 1.1.  At classification level 3, classifiers 3.1 and classifier 3.3 have a minor 

dip in their performances. A closer look at the confusion matrices (Figure 7.11 and 

Figure 7.12) show the reason for this trend. The decline in performance is due to 

occasional misidentification of lowering or lifting operations at support three as similar 

operations at support one. Identification becomes more complex at classification level 

4 due to the high similarity in classes. The classifiers at this level have to identify subtle 

changes in the patterns to recognise the stage of construction. However, most classifiers 

identified all instances accurately, except for classifier 4.8 and classifier 4.14. These 

classifiers correspond to operations' Lowering support no.6' and 'Connection of column 

module step6'. Since the number of instances is less in classification level 4, one 

misclassification reduces accuracy considerably. The classifiers in classification level 

4 are 5-fold cross-validated due to the limited number of instances. This raises the 

question of the robustness of the classifiers. The following section discusses this issue 

in detail. 

7.4.3 Noise tolerance of the classifiers 

The data for the current study is acquired through controlled laboratory experiments. 

Data from the actual construction site may contain higher levels of noise. Once trained, 

the machine learning classifiers should identify the operations correctly even if the 

collected data contains noise. The generalisability and noise tolerance of the classifiers 

are tested by data containing noise. The raw acceleration signals are introduced with 

random noise whose maximum value ranges from 5 per cent to 50 per cent of the root 
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mean square (RMS) of the signal. Totally six different sets of augmented data were 

created with varying percentage of noise. The features were extracted from the data sets 

supplied to all the trained neural network classifiers in the hierarchical methodology. 

The prediction results are given in Table 7.10 and Table 7.11. 

Table 7.10 Prediction results for noisy data at classification level 1 to classification 
level 3 

Noise content 

(%) 

Prediction accuracy (%) 

Classifier 

1.1 

Classifier 

2.1 

Classifier 

3.1 

Classifier 

3.2 

Classifier 

3.3 

5 99.60 100.00 100.00 100.00 100.00 

10 99.20 100.00 100.00 100.00 95.80 

20 97.60 99.10 100.00 100.00 97.20 

30 95.90 97.00 95.80 97.20 95.80 

40 95.50 88.90 88.90 93.10 93.10 

50 95.10 76.10 76.40 86.10 90.30 

Classifier 1.1 has a high tolerance for noisy data. The prediction accuracy is 95.1 per 

cent, even with 50 per cent of noise in the signal. It is interesting to note that the 10-

fold cross-validation accuracy for this classifier was 99.58 per cent. Even a high 

percentage of error in the signal reduces the performance of the classifier slightly. 

Classifier 2.1 has a relatively high noise tolerance of up to 20 per cent. However, the 

performance of this classifier reduces considerably from 30 percentage onwards. A 

similar trend can be observed for classifier 3.1 and classifier 3.2. But the noise threshold 

for the drastic reduction in performance varies. Classifier 3.3 shows a consistent 

reduction in performance with an increase in noise. Classifier 3.1 and classifier 3.3 had 

10-fold cross-validation accuracy of 98.57 per cent and 98.75 per cent, respectively. 

Nevertheless, these classifiers could identify operations with high accuracy up to a 
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certain percentage of noise. This shows the generalizability of the classifiers. The 

classifiers in classification level 4 show relatively high noise tolerance compared to all 

other classifiers. Some of the classifiers identified all operations correctly, even with 

50 per cent of noise. These results evince the robustness of the classifiers. The noise 

threshold and the trend of decline in performance vary with the classifier.  

Table 7.11 Prediction results for noisy data at classification level 4 

Noise 

content (%) 

Prediction accuracy (%) 

Classifier 

4.1 

Classifier 

4.2 

Classifier 

4.3 

Classifier 

4.4 

Classifier 

4.5 

5 100.00 100.00 100.00 100.00 100.00 

10 100.00 100.00 100.00 100.00 100.00 

20 91.70 88.90 100.00 100.00 83.30 

30 58.30 72.20 91.70 100.00 75.00 

40 58.30 66.70 75.00 100.00 66.70 

50 58.30 61.10 50.00 58.30 50.00 

Noise 

content (%) 

Classifier 

4.6 

Classifier 

4.7 

Classifier 

4.8 

Classifier 

4.9 

Classifier 

4.10 

5 100.00 100.00 91.70 100.00 100.00 

10 100.00 91.70 91.70 100.00 100.00 

20 91.70 83.30 91.70 100.00 100.00 

30 83.30 58.30 91.70 100.00 100.00 

40 83.30 58.30 91.70 91.70 100.00 

50 83.30 50.00 83.30 100.00 100.00 

Noise 

content (%) 

Classifier 

4.11 

Classifier 

4.12 

Classifier 

4.13 

Classifier 

4.14 

Classifier 

4.15 

5 100.00 100.00 100.00 100.00 100.00 

10 100.00 100.00 100.00 100.00 100.00 

20 100.00 100.00 100.00 91.70 100.00 

30 100.00 91.70 100.00 100.00 100.00 

40 100.00 100.00 100.00 75.00 100.00 
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50 100.00 100.00 100.00 100.00 100.00 

Noise 

content (%) 

Classifier 

4.16 

Classifier 

4.17 

Classifier 

4.18 

Classifier 

4.19 

Classifier 

4.20 

5 100.00 100.00 100.00 100.00 100.00 

10 100.00 100.00 100.00 100.00 83.30 

20 100.00 100.00 100.00 100.00 91.70 

30 91.70 100.00 91.70 100.00 83.30 

40 58.30 91.70 100.00 91.70 83.30 

50 100.00 100.00 100.00 100.00 100.00 

7.4.4 Performance of deep learning classifiers in operation identification  

The current section presents the performance of deep learning classifiers in identifying 

major operation classes in an automated construction. The deep learning classifiers are 

trained using different types of augmented datasets and named DL1, DL2, …, DL5. 

These classifiers are Bidirectional  Long Short-Term Memory (Bi-LSTM) networks 

that learn sequential information from both ends of the time series. The number of 

instances in datasets for training, validation, and testing is 4176, 840 and 840. The four 

major automated construction activities - connection of column module, coordinated 

lifting, lifting support and lowering support - were identified. The original data points 

in the 'coordinated lifting' class are slightly lesser than that of the other classes. Each 

augmentation method is combined with oversampling to balance the number of data 

points across the classes. This ensured unbiased learning. The raw accelerometer 

measurements taken from eight locations on the structure were supplied as input data. 

Since the duration of each operation varies, the length of the input signal also varies. 

The raw data is truncated to a maximum size of 500 timesteps with a moving widow 

size of 100 timesteps to reduce the overall training time. All of the classifiers were 

trained in a GPU environment (GeForce RTX 2060). The overall experiments to select 

the best deep learning classifier for a specific dataset takes several days to complete. 
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However, the testing is faster once the hyperparameters for the best classifier were 

identified. Therefore, the actual implementation of an identification method based on 

kinematic data is much more feasible than computer vision-based methods.    

Table 7.12 Hyperparameters of the deep learning classifiers 

Classifier 
Augmentation 

methods 

Number of 

 hidden 

units 

Number 

of 

iterations 

Maximum 

epochs 

Minibatch 

size 

Learning 

rate 

DL1 Over sampling 100 569 3 22 0.0007 

DL2 
Jittering and  

over sampling 
100 1392 8 24 0.0009 

DL3 
Scaling and  

over sampling 
100 895 6 28 0.007 

DL4 
Down sampling 

and over sampling 
100 2088 9 18 0.0037 

DL5 

Jittering, scaling,  

down sampling  

and over sampling 

100 1566 9 24 0.0008 

Table 7.12 displays the hyperparameters of the best classifiers in each category.  The 

optimal minibatch size of the classifiers ranges from 18 to 28, and the learning rate 

ranges from 0.0007 to 0.007. The analysis results were summarised in Table 7.13 and 

Table 7.14. Classifiers DL1 to DL4 use datasets predominantly generated by a single 

augmentation method. In contrast, DL5 is trained by a dataset generated as a result of 

all the four data augmentation methods. The machine learning classifiers are numbered 

from ML1 to ML6; each uses a specific learning algorithm. DL1 trained on 

oversampled dataset delivered the best performance among the deep learning 

classifiers, with 96.43 per cent accuracy and 96.65  per cent F1 score. Conversely, 

traditional machine learning classifier ML6 based on ANN secures 100  per cent 

accuracy and F1 Score. 
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Table 7.13 Results of deep learning classification for operation identification 

DL 

Classifier 

Augmentation 

methods 

Accuracy 

(%) 

Precision 

(%) 

Recall 

(%) 

F1 Score 

(%) 

DL1 Over sampling 96.43 96.88 96.43 96.65 

DL2 
Jittering and  

over sampling 
91.43 92.23 91.43 91.83 

DL3 
Scaling and  

over sampling 
77.86 81.97 77.86 79.86 

DL4 
Down sampling 

and over sampling 
92.14 93.15 92.14 92.64 

DL5 

Jittering, scaling,  

down sampling  

and over sampling 

84.76 85.37 84.76 85.07 

 

Table 7.14 Results of machine learning classification for operation identification 

ML 

Classifier 

Learning 

algorithm 

Accuracy 

(%) 

Precision 

(%) 

Recall 

(%) 

F1 Score 

(%) 

ML1 kNN 93.16 94.55 94.44 94.50 

ML2 DT 94.87 94.78 94.79 94.79 

ML3 SVM 97.86 97.31 98.26 97.78 

ML4 DA 96.58 97.41 97.22 97.31 

ML5 NB 92.74 94.23 92.01 93.11 

ML6 ANN 100.00 100.00 100.00 100.00 

Notes: kNN = k-Nearest Neighbour; DT = Decision Tree; SVM = Support Vector Machines;  
DA = Discriminant Analysis; NB = Naïve Bayes; ANN = Artificial Neural Network. 
 

Deep learning techniques may deliver superior performance in activity recognition 

under certain condition. However, the technique for activity recognition has to be 

selected carefully after considering several important factors. The availability of a large 

quantum of training data is one of the essential prerequisites. Data augmentation 

methods are often used to overcome this issue. However, the lack of variety in the 
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original dataset may greatly affects the performance of the classifier. This may often 

result in overfitting. In this scenario, conventional machine learning methods offer a 

better solution. Consider Table 7.13, which compares the best two classifiers from 

machine learning and deep learning classification. The best performing classifier ML6 

is an artificial neural network with a simple architecture. The second-best classifier is 

an SVM with a polynomial kernel. None of the deep learning classifiers presented here 

could match the performance of the conventional machine learning classifiers.  

 

Figure 7.13 Comparison of the best two classifiers from machine learning and deep 
learning classification 

Some of the previous studies used complex or hybrid deep learning classifiers for 

construction equipment activity recognition. The comparison of activity identification 

performances of these methods and that of the current study is given in Table 7.15.  

These results show that the complexity of the learning algorithm may not ensure better 

performance. The time, cost, and efforts to collect good quality data and the 

development of a complex classifier must be justified by its performance in the 
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application domain. Ensuring the best performance of deep learning algorithms require 

in-depth knowledge of the network architecture. The scarcity of in-house deep learning 

experts in the construction engineering domain makes the actual implementation of 

these techniques expensive(Akinosho et al., 2020). Without the additional cost of 

collecting a large quantum of data or augmentation or huge training time, the 

conventional machine learning classifiers delivered better results. The current study 

also shows the capability of conventional machine learning classifiers in activity 

recognition for a sparsely explored application domain.  

Table 7.15 Comparison of activity identification performance 

Study Equipment 
Data 

collected 

Number of 

activity 

classes 

Methods/ 

Algorithms 

Performance in 

activity 

 identification 

(Luo et al., 

2018) 

Worker 

and 

various 

equipment 

Images 17 

Faster R-CNN 

+ ResNet-50, 

Relevance 

Networks 

Precision: 62.4 %  

Recall: 87.3 % 

(Kim et al., 

2019) 
Excavator Images 4 

TLD, Hybrid 

network (CNN 

and LSTM) 

Average accuracy: 

93.8 % 

(Roberts and 

Golparvar-

Fard, 2019) 

Excavator 

and  

dump 

truck 

Videos 

Excavator: 5 

Dump truck: 

2 

CNN 

(ResNeXt-

101), HMM, 

GMM, SVM 

Accuracy  

for excavators: 

86.8 %, 

for dump trucks: 

88.5 % 

(Chen et al., 

2020) 
Excavators Videos 3 Faster R-CNN 

Overall accuracy 

87.6%  

(Rashid and 

Louis, 2019) 

Excavator 

and 

front-end 

loader 

IMU data 

Excavator: 9 

Front-end 

loader: 10 

LSTM 

Accuracy 

for excavator: 

97.9 %, 

for front-end loader: 
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96.7 %. 

F1 Score 

for excavator: 

97.6 % 

for front-end loader 

96.3 %. 

(Slaton et al., 

2020) 

Roller 

compactor  

and 

excavator 

Acceleration  

data 

Roller 

compactor: 

6 

Excavator: 7 

Hybrid network 

(CNN and 

LSTM) 

Accuracy 

for compactor: 

77.1 %, 

for excavator: 

77.6 %. 

Current study ACS 
Acceleration  

data 
4 LSTM 

Accuracy: 96.43 % 

Precision: 96.88 % 

Recall: 96.43 %  

F1 Score: 96.65 % 

Current study ACS 
Acceleration  

data 
4 ANN 

Accuracy: 100 % 

Precision: 100 % 

Recall: 100 %  

F1 Score: 100 % 

Notes: CNN = Convolutional Neural Network; TDL= Tracking-Learning-Detection; LSTM = Long Short-Term Memory 
Network; HMM = Hidden Markov Model; GMM = Gaussian Mixture Model; SVM = Support Vector Machines; ACS = 
Automated Construction System; ANN = Artificial Neural Network. 

The ANN model for predicting the major operation classes delivered 100 per cent in all 

performance measures. This does not imply that this model will consistently deliver 

correct predictions. It indicates that the model delivers high performance for the current 

dataset and potentially identifies future operations with high accuracy compared to 

other classifiers in a similar context. It is normal to have a high performing machine 

learning model. An example of one of such high performing models developed by 

Laguarta et al. from MIT AutoID Laboratory is presented here (Laguarta et al., 2020). 

The performance of the prediction model may often decline during implementation. 
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Figure 7.14 Effect of data augmentation techniques on deep learning classification 

The need to select relevant handcrafted features is considered one of the major 

drawbacks of conventional machine learning techniques. The introduction of deep 

learning may avoid the feature selection step. However, domain knowledge is necessary 

to develop a robust classifier for activity recognition. Consider Figure 7.14, which 

shows the influence of the data augmentation techniques on the performance of the 

classifiers. All of the augmentation methods except scaling result in classifiers with 

more than 91 per cent accuracy and F1 Score. The accuracy drops as low as 77.86 per 

cent while using scaling for data augmentation. Intuitively, the introduction of a variety 

of data augmentation methods should enhance the performance of a classifier. 

However, the classifier DL5, which uses all of the data augmentation methods, is among 

the worst-performing classifiers. This might be due to the presence of a scaled dataset. 

Hence, it can be inferred that the amplitude of the time-series data plays a significant 

role in distinguishing the classes. These findings can also be confirmed by visual 

inspection of the measured data. Therefore, the data augmentation methods have to be 
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carefully selected so that they should not affect the characteristics of the original 

dataset.  

 

Figure 7.15 Performance matrices of machine learning classifiers 

All machine learning classifiers in this study perform at par with or better than deep 

learning classifiers (Figure 7.13). In addition to five time-domain features, five 

frequency domain features were also used for training these classifiers. Deep learning 

classifiers can learn the statistical features from the time series data. However, it cannot 

directly learn the frequency domain features from the input data. Activity recognition 

problems that involve operations with signature vibration or frequency require 

classifiers trained with frequency-domain features. Deep learning classifiers trained 

with limited time-domain data may be inadequate for these problems. Hence, further 

studies on the identification of automated construction activities were conducted using 

the best performing machine learning classifier, ANN. 
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7.5 ILLUSTRATION OF THE GENERALIZABILITY OF THE OPERATION 
IDENTIFICATION METHODOLOGY 

The hierarchical identification methodology proposed in this study is generic and can 

be potentially applied to several operation recognition tasks in construction. This 

section illustrates the generalizability of the proposed methodology with an example of 

an excavator operation identification. The operations described in this example is 

adapted from (Akhavian and Behzadan, 2015). An excavator is commonly used for 

earth excavation, and moving works on construction sites. The fundamental idea of the 

hierarchical methodology is exploring the subclasses of a previously identified 

operation class for more details. Hence, the first step is developing a schema containing 

the equipment states, operations, and hierarchical relationships. This step helps to 

determine the maximum classification levels for the particular equipment. A possible 

operation decomposition for excavator operations is shown in Figure 7.16. In this 

example, all operations of an excavator can be identified within four classification 

levels if we include the states 'Engine off' and 'Engine on' in the hierarchy. Development 

of the schema helps to enumerate the operation classes to be identified. In Figure 7.16, 

white boxes represent the operation classes or states, and yellow boxes represent the 

classification levels.  

The next step is identifying the purpose and level of details required for operation 

recognition. If the purpose is to estimate the cycle time for simulation input modelling, 

a high level of operation details is required (Akhavian and Behzadan, 2015). This means 

that the operations have to be identified up to classification level 4, in which all sub-

operations are recognised. If the purpose is to identify the overall productivity of the 

equipment, information up to classification level 3 is sufficient to recognise major 

operation classes (Kim and Chi, 2019). Classification level 2 is sufficient for estimating 
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the emission rate for sustainability analysis. How much time the engine is turned on in 

the idle condition gives an estimate of wasteful emission. Fuel consumption can be 

estimated from classification level 1 itself. 

 

Figure 7.16 Hierarchical methodology for identification of operations or states of an 
excavator 

The next step is to identify the machine learning classifiers that separate the operation 

classes. In general, a classifier is chosen at each level for separating a particular 

operation (or state) further. This is the fundamental difference between the hierarchical 

methodology and the conventional approach. In the conventional approach, a single 

machine learning classifier separates the data into all the operation classes. For 

example, in (Akhavian and Behzadan, 2015), one machine learning classifier is used to 

separate operation into five classes. The classes were represented as a flat list of output 

nodes of a neural network.  In contrast, multiple classifiers are trained in the hierarchical 

methodology to separate the classes, one after another in a cascading network. The 

classifiers are represented in Figure 7.16. by grey boxes, which contain the classes 

identified by them. These classifiers are named as shown in the grey ovals next to them. 

For example, classifier 1.1 is assigned to identify 'Engine off' and 'Engine on' states at 

classification level 1. If the engine is turned off, there is no need for further 
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classification. If the engine is turned on, further classification is needed to identify the 

subclasses of that state. Similarly, subclasses of a previously identified operation will 

be further separated at subsequent classification levels, and classifiers will be assigned 

accordingly. Unlike ACS, the excavator has a relatively simple hierarchy of operations. 

Only at classification level 4, there is more than one classifier. The ACS contains larger 

combinations of operations and states. Thus, the classification problem is highly 

complex. The current identification methodology presents a novel problem formulation 

that enhances the robustness of identification. Activity recognition in automated 

construction is a novel and challenging application that has not been discussed in the 

published literature. Activity recognition with high accuracy and a high level of details 

is essential for monitoring the ACS. Hence, a new methodology is developed for 

meeting these requirements. With four classification levels, we can obtain sufficient 

details that are necessary to take corrective actions. However, based on the complexity 

level of operations to be identified in a piece of construction equipment, the number of 

classification levels could vary. 

Since the primary application area of this research is automated construction, a more 

detailed discussion of the application of the methodology to other construction 

operations is not attempted here. The case of the excavator is presented purely for 

illustrating the generalizability of the approach. The particular hierarchical 

representation of the excavator operations is provided as an example. The sub-

operations could be modified based on the purpose of identification.  

7.6 CONCLUSIONS 

This chapter presents the selection of appropriate methodologies and algorithms for 

recognising automated construction operations. The conventional approach adopted in 
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all the previous operation recognition studies uses a single machine learning classifier 

that separates all the operations classes. The newly developed hierarchical methodology 

does not use a flat list of classes like the conventional approach. Instead, it utilises the 

hierarchical relationship between operations to decompose them into various 

classification levels. Multiple hierarchically organised machine learning classifiers 

address the identification problem at each classification level. Six different machine 

learning algorithms were tested for each classifier. These two methodologies were 

evaluated for their efficiency in identifying the operations of an automated construction 

system prototype. Besides, the potential of deep learning classifiers in identifying major 

automated construction operations was explored using LSTM networks. Five deep 

learning classifiers were trained with different datasets. Each dataset is generated by a 

combination of four different data augmentation methods. The performance of the deep 

learning classifiers was compared with that of the conventional machine learning 

classifiers. The machine learning classifiers were trained using the features selected 

from the original dataset, and deep learning classifiers with augmented datasets. 

1. The structure of the problem formulation in the hierarchical operation 

identification methodology ensures consistent performance irrespective of the 

complexity of the problem. In contrast, the performance of the conventional 

operation identification approach drops with the increase in complexity. The 

performances of the two identification methodologies were comparable at the 

initial classification levels. However, at finer classification levels, the hierarchical 

methodology outperformed the conventional approach with 3 to 15  per cent higher 

accuracy. Even though both identification methodologies used the same machine 

learning algorithm and datasets, the formulation of the identification problem made 

a tremendous difference in their performances. This study emphasises the 



149 

significance of problem formulation for operation identification. The hierarchical 

organisation of classes incorporates domain knowledge that helps the machine 

learning algorithm separate operations more efficiently.  

2. The neural network classifiers with a simple architecture consistently delivered a 

high performance at all classification levels of the hierarchical methodology. This 

study also confirms the efficiency of neural network classifiers for equipment 

operation identification from sensor data. The generalisability and noise tolerance 

of these classifiers demonstrate the prospect of using them to develop an automated 

construction monitoring system. 

3. If the quantity of unique datasets is limited, data augmentation may not improve 

the performance of deep learning classifiers. Therefore, all of the conventional 

machine learning classifiers performed equivalently or better than LSTM 

classifiers in the current study. It can also be inferred that complex learning 

algorithms need not necessarily result in better performance. The best performing 

classifier in this study is an artificial neural network with 100 per cent accuracy. 

The second-best classifier is an SVM with a polynomial kernel which delivered an 

accuracy of 97.86 per cent. In contrast, the best performing deep learning classifier 

secured an accuracy of 96.43 per cent.  

4. Augmenting data may not deliver better results if it alters the characteristics of the 

original dataset. All of the augmentation methods, except scaling, result in 

classifiers with more than 91 per cent accuracy and F1 score. While using scaling 

for data augmentation, the accuracy drops as low as 77.86 per cent. Intuitively, the 

introduction of a variety of data augmentation methods should enhance the 

performance of a classifier. However, the classifier that uses all of the data 
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augmentation methods is among the worst-performing classifiers. This is mainly 

because of the presence of the scaled dataset. Domain knowledge is necessary to 

develop a robust classifier for activity recognition, even with deep learning. The 

introduction of deep learning may avoid feature selection. However, the selection 

of appropriate data augmentation methods and the design of network architecture 

demands greater expertise.  

5. LSTM classifiers trained with limited time-domain data may be inadequate for 

vibration-based activity recognition. Activity recognition problems that involve 

operations with signature vibration or frequency require classifiers that trained with 

frequency-domain features. LSTM classifiers learn the statistical features from the 

time series data. However, learning the frequency domain features directly from 

the input data may be challenging.  

6. The classifiers for equipment activity recognition must be selected based on the 

identification problem and availability of datasets. Implementation of traditional 

machine learning for construction activity recognition is more feasible than that of 

deep learning. The actual implementation of deep learning methods in the 

construction industry demands high investment in terms of time, cost, and efforts 

to collect good quality data in addition to high training time and computational 

power. In contrast, simple machine learning algorithms with hand-crafted features 

may offer better performance compared to complex algorithms. 
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CHAPTER 8 

ANALYSIS AND RESULTS: HUS-ML FRAMEWORK FOR 

OPERATION IDENTIFICATION AND FAULT DETECTION 

8.1 INTRODUCTION 

The introduction of automation in construction alleviates some of the safety concerns 

in conventional construction. However, it presents another set of intricate scenarios 

involving the machines and the workers. Automated construction is faster than 

conventional construction. Hence, undetected faults in any operation could escalate into 

a serious accident in a short time (Harichandran et al., 2020a). Therefore, automated 

monitoring is a necessary requirement for the safe implementation of automation in 

construction.  

The main operator of an Automated Construction System (ACS) controls the operations 

from a remote location. The automated monitoring system should provide real-time 

information about ongoing construction. In the ideal scenario, the monitoring system 

should detect any early signs of faults in the ongoing operation and warn the operator 

about the impending condition. This warning enables the operator to take proper 

corrective measures to mitigate accidents or construction failures. Therefore, the crucial 

steps in construction monitoring are activity recognition and fault detection.  

Even though current methods have achieved reasonably good accuracy in identifying 

construction activities (Roberts and Golparvar-Fard, 2019; Slaton et al., 2020), most of 

these methods identify only high-level activities with minimum details. The reason for 

the earlier focus on macro-level activities is that the purpose of identification did not 

require low-level details.  The primary purposes of earlier work were computation of 
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cycle time of operations; estimation of fuel consumption, emission rate or productivity 

of equipment; assessment of equipment condition, and construction progress 

monitoring (Harichandran et al., 2018; Kim and Chi, 2019; Chen et al., 2020). In 

contrast, a high level of details about the activities is necessary to take appropriate 

control actions to avoid accidents. The complexity of interaction between labour and 

machine is higher in automated construction than in conventional construction. 

Therefore, equipment fault detection is of paramount importance. The existing fault 

detection studies on construction equipment are limited to excavators, dump trucks, and 

tower cranes (Radlov and Ivanov, 2020; Lin et al., 2021). Most of these studies do not 

offer a systematic method for the early detection of faulty operations. Besides, issues 

such as the paucity of data related to faulty operations have been overlooked.  

The objective of this study is to develop a robust method for activity recognition and 

early fault detection in automated construction. A new framework called Hybrid 

Unsupervised and Supervised Machine Learning (HUS-ML) has been developed in this 

work. The details of the framework and its advantages are explained in this chapter. 

The HUS-ML framework identifies the faulty operations with limited data. Faulty 

conditions in machines are unpredictable, and the availability of faulty data is often 

limited (Matzka, 2020b). Therefore, it is a desirable quality for a monitoring framework 

to predict faulty conditions with limited data.  

The HUS-ML framework detects early signs of failure during automated construction. 

The early signs refer to the ‘early signs’ in the pattern of the sensing data that indicates 

deviation from normal operations. This data corresponding to the anomalous pattern 

(‘early signs’) is further analysed using the HUS-ML algorithm to extract more 
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information about the faulty condition. Based on the available information on the type 

and location of the fault, the operator can take appropriate corrective actions. 

The proposed framework is tested on a prototype of an ACS for low-rise building 

construction. The acceleration data from the structure is supplied as the input. A 

hierarchical arrangement of the identification problems extracts a high level of 

operation details. Supervised learning and unsupervised learning ensure accurate 

identification of normal operations and faulty condition. The HUS-ML framework is 

also validated on an independent predictive maintenance dataset. 

The remaining sections are arranged as follows. The implementation and validation of 

the HUS-ML framework are described in section 8.2 with a detailed description of the 

training and testing phase. Section 8.3 presents the results and discussion. The 

validation of the proposed framework on a benchmark dataset is presented in section 

8.4. Finally, section 8.5 concludes the chapter with significant outcomes of the study. 

8.2 VALIDATION OF THE HUS-ML FRAMEWORK 

The HUS-ML framework is validated and evaluated using the prototype of an 

Automated Construction System (ACS) under laboratory conditions. Consider the 

overall HUS-ML methodology illustrated in Figure 8.1. The controlled experiments at 

step 1 and actual automated construction at step 7 were performed by an ACS prototype 

developed at the Building Automation Laboratory, IIT Madras (Harichandran et al., 

2019a, 2019b, 2020b, 2020a). HBM universal measuring amplifier QuantumX 

MX840B was deployed to collect acceleration data from the structure under 

construction. Step 2 and preliminary stages of step 3 were carried out by HBM data 

acquisition software CATMAN (HBM, 2020). The ground truth labels and timestamps 

of the operations were manually entered in macro-enabled Microsoft Excel sheets. The 
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later stages of data pre-processing (step 3), HUS-ML analysis, and model generation 

(steps 4 to 6 and 8) were performed in MATLAB. 

 

Figure 8.1 Overview of operation identification and fault detection by HUS-ML 
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Each iteration of an experiment contains two cycles of automated top-down 

construction (Harichandran et al., 2020b). The two operation cycles were performed to 

cover all major categories and subcategories of automated construction. 

Accelerometers were deployed at key locations on the structure. The vibration 

(acceleration) measurements during operations were collected through data acquisition 

systems. The measured acceleration data and corresponding timestamps were 

visualised in CATMAN. This information is compared with timestamps in the Excel 

logbook to generate a ground truth label for each operation. The labelled datasets were 

then imported into MATLAB for further cleaning, feature extraction, feature scaling, 

and splitting. 

8.2.1 HUS-ML training phase 

HUS-ML training at each identification level comprises supervised learning and 

unsupervised learning. Supervised learning models are trained to recognise actual 

operations or faulty operations from the given classes (known classes). Unsupervised 

learning models detect unforeseen faulty operations based on Gaussian models. An 

overview of the training phase of the HUS-ML framework is presented in Section 4.3.1. 

Each step of the HUS-ML training for the ACS is described in detail in this section. 

8.2.1.1 Hierarchical activity decomposition and assigning classification models 

In the first identification level, the input data is identified as 'Idle' or 'Operations.' The 

second level divides the 'Operations' into major operation classes and associated failure 

classes. The current ACS has four major operation classes, viz. 'Connection of column 

module,' 'Coordinated lifting,' 'Lifting support,' and 'Lowering support'; and one faulty 

operation class viz. 'Support moving faster during Coordinated lifting.' Therefore, the 

'Operations' class is divided into five subclasses at identification level 2. At 
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identification level 3, the previously identified operation class is further divided into 

sub-operation categories based on the location or construction step.  

 

Figure 8.2 Hierarchy of Automated Construction System operations and corresponding detectors/ classifiers 

Each identification task is assigned with a classifier or detector followed by hierarchical 

activity decomposition. A classifier is a machine learning model trained to classify 

input datasets into various classes. This study refers to the supervised learning models 

as 'classifiers' (represented by a dark grey box in Figure 8.2) and unsupervised learning 

models as 'detectors' (represented by a blue box in Figure 8.2). A machine learning 

model is named 'Classifier IL.N' / 'Detector IL.N,' where IL represents the identification 

level, and N denotes the number of that machine learning model. For example, Detector 

2.1 is the first unsupervised learning model at identification level 2. Figure 8.2 shows 

the hierarchy of ACS operations and corresponding detectors/ classifiers. The normal 

operation categories are presented in a light grey box and faulty operation categories in 

an orange box. Totally 738 instances were used for training, and 315 instances were 

used for testing across the identification levels. The current study presents only faulty 
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operations associated with Coordinated lifting for introducing the concept of HUS-ML 

for fault detection. However, the concept can be extended to all other construction 

operations. After assigning machine learning models at every identification level, HUS-

ML training begins. 

8.2.1.2 HUS-ML training: Supervised learning 

The pre-design study conducted for supervised learning tested six different machine 

learning algorithms for their performance in the current identification problem. Since 

the operation classes of the ACS create unbalanced datasets, accuracy will not serve as 

a good performance measure. The cost associated with misclassifications is better 

captured by precision and recall. However, a single performance measure is essential 

for comparing the performance of various prediction models. Hence, the F1 score is 

selected as the performance measure for selecting the best learning algorithm. F1 score, 

precision, and recall are computed by equation (8.1) to (8.3). 

𝐹𝐹1 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 =   
2 𝑥𝑥 𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 𝑥𝑥 𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅
𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 + 𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅

 (8.1) 

 

𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 =   
𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇 𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃

𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇 𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 + 𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹 𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃
 (8.2) 

 

𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 =   
𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇 𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃

𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇 𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 + 𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹 𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁
 (8.3) 

The results of the pre-design study at identification level 2 are summarised in Table 8.1. 

Despite the complexity of the problem and identification level, ANN classifiers 

delivered the best and consistent performance. Hence ANN is selected for all the 

supervised learning problems in this study. Once the learning algorithm is selected, the 

machine learning models can be trained at every identification level. In the current 
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study, normal operations of the ACS and anomalous Coordinated lifting due to 

asynchronous support movement were recognised during supervised learning. 

Table 8.1 Performance of the learning algorithms in recognising major operation 
classes 

Learning algorithm F1 Score (%) 

k-Nearest Neighbour 94.50 

Decision Tree 94.79 

Support Vector Machines 97.78 

Discriminant Analysis 97.31 

Naïve Bayes 93.11 

Artificial Neural Network (ANN) 100.00 

8.2.1.3 HUS-ML training: Unsupervised learning 

The present study implements a probabilistic anomaly detection algorithm for 

identifying unknown faulty operations in automated construction. Anomalous 

Coordinated lifting caused by noncontact of supports is selected as the unknown faulty 

operation. The data of this faulty operation class was not used in the training phase. 

The best fault detection features were determined through the pre-design study. The ten 

unique features from eight different sensor locations constitute the 80 features in the 

study. Gaussian models were generated to detect faulty operations in the input dataset. 

The pre-design study started with a pair of features for generating the Gaussian model. 

All unique combinations of features in the 80-dimensional feature space were evaluated 

to determine the best Gaussian model. Multidimensional Gaussian models with more 

than two dimensions did not yield good results. 
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Table 8.2 The best pair of features for Detector 2.1 

Feature pair F1 Score (%) 

IQR-AM4 

1st Prominent frequency-AM3 
99.53 

Table 8.2 shows the best pair of features selected for Detector 2.1, which separates the 

faulty Coordinated lifting operations from the actual Coordinated lifting. AM4 is placed 

at the middle span of the longest beam, and AM3 is placed at the corner of the structural 

frame. Hence, any misalignment in the Coordinated lifting can be picked up by these 

features. The selected features were used for creating the probabilistic model for fault 

detection. The contours of the Gaussian distribution fitted to the training dataset are 

shown in Figure 8.3. The estimated threshold, T, for the current problem is 0.106. 

 

Figure 8.3 Gaussian distribution fit to the training dataset 
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8.2.2 HUS-ML testing phase 

The testing phase in the present study was conducted with the automated top-down 

construction system in controlled laboratory conditions. The experiments and data 

collection were performed at once.  Thirty per cent of the collected data was reserved 

for testing the framework; the rest was used for training. An overview of HUS-ML 

testing is presented in Section 4.3.2. 

The known normal operations in this phase comprise operations such as Lowering 

support, Lifting support, Connection of column module, Coordinated lifting, and sub-

operations classes. The faulty operations tested were associated with Coordinated 

lifting. The faults caused by asynchronous support movement and noncontact support 

were tested under known faulty operations and unknown faulty operations. The data of 

unknown faulty operations was introduced to the HUS-ML framework for the first time 

during the testing.  

The acceleration measurements correspond to each operation are supplied as input to 

the HUS-ML framework. The framework predicts whether the ongoing operation is 

normal or faulty. If the operation is normal, we proceed to further identification levels 

and subsequently to the next operations. Otherwise, the HUS-ML warns the operator 

for corrective actions based on the type of faulty operation class. 

8.3 RESULTS AND DISCUSSION 

The evaluation results of the HUS-ML framework in identifying the activities and faulty 

conditions of the ACS and related discussion are presented in this section. The overall 

performance of the HUS-ML framework compared to that of a Conventional Machine 

Learning (CML) classification approach is presented in section 8.3.1. The efficacy of 
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the proposed framework in fault detection is elaboratively assessed in section 8.3.2. 

Section 8.3.3 covers a detailed assessment of the misclassifications based on confusion 

matrices.   

The performance of the HUS-ML framework is evaluated on an unseen dataset in the 

testing phase. The unseen data involves three categories: 1) known normal operations, 

2) known faulty operations, and 3) unknown faulty operations. Here, known operations 

(normal and faulty) are those operations the framework was trained to identify; and 

unknown operations (faulty) are the operations framework never trained to identify. 

The Conventional Machine Learning (CML) classification approach is presented to 

benchmark the performance of the proposed framework. The conventional approach 

comprises three identification levels equivalent to that of the HUS-ML framework. 

Each identification level has a single ANN classifier trained to identify all the operation 

classes as in a conventional classification problem. 

Table 8.3 Overall performance of Conventional Machine Learning (CML) and Hybrid 
Unsupervised and Supervised Machine Learning (HUS-ML) on the automated 

construction dataset 

Performance 

measure 

Identification 

framework 

Identification level 

1 2 3 

Recall (%) 
CML 98.53 77.45 79.98 

HUS-ML 98.53 87.34 86.18 

Precision (%) 
CML 75.00 71.00 78.18 

HUS-ML 75.00 87.84 87.89 

F1 score (%) 
CML 85.17 74.08 79.07 

HUS-ML 85.17 87.59 87.03 

Accuracy (%) 
CML 97.14 82.86 74.29 

HUS-ML 97.14 91.43 85.71 
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8.3.1 Overall prediction performance 

The overall performance of the conventional approach and HUS-ML in activity 

recognition and fault detection is summarised in Table 8.3. The results are plotted into 

bar charts as shown in Figure 8.4 to better visualise the performance variation across 

the identification levels. Both methods attempt to recognise whether the ACS is idle or 

operating at the first identification level, using a single ANN classifier; hence the 

performance is the same. However, HUS-ML outperforms the conventional approach 

at all other identification levels with a significantly high percentage. HUS-ML 

framework has 6.2 to 9.89 per cent higher recall, 9.72 to 16.84 per cent higher precision, 

7.96 to 13.5 per cent higher F1 score, and 8.57 to 11.43 per cent higher accuracy than 

the conventional approach. As the complexity of the identification problem increases 

from level one to level three, the accuracy of the conventional approach drops 

drastically compared to HUS-ML. The variation of the F1 score with identification level 

is marginal for HUS-ML, while the conventional approach shows inconsistent 

performance. 

 

Figure 8.4 Comparison of the overall performance of the conventional approach 
(CML) and HUS-ML on the automated construction dataset 
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8.3.2  Performance for fault detection 

The HUS-ML framework is proposed to identify known faulty operations and unknown 

faulty operations for early detection of failure conditions. The current study focuses on 

the faulty conditions associated with Coordinated lifting operation. Data correspond to 

two different faulty operations were generated in controlled laboratory conditions. The 

Coordinated lifting when one of the supports moving faster may result in the 

overturning of the entire structure. This faulty case is used for supervised learning and 

is referred to as the known faulty operation class. Noncontact of one of the supports 

during the Coordinated lifting may cause uneven load distribution and subsequent 

structural failure. This faulty operation was not used for training the HUS-ML 

framework but introduced in the testing phase. Thus, it is referred to as the unknown 

faulty operation class. 

Table 8.4 Fault detection performance of HUS-ML and the conventional approach 
(CML) on the automated construction dataset 

Performance measure Identification framework 
Faulty operation class 

Known Unknown 

Recall (%) 
CML 100.00 0.00 

HUS-ML 100.00 66.67 

Precision (%) 
CML 92.86 0.00 

HUS-ML 96.30 88.89 

F1 score (%) 
CML 96.30 - 

HUS-ML 98.11 76.19 

The fault detection performance of conventional machine learning and HUS-ML at 

identification level 2 is summarised in Table 8.4. The potential failure cases were first 

identified at level 2. Therefore, this discussion focuses on fault detection at this 

identification level. Most of the strategic decisions will depend on the efficacy with 

which the faulty operations are detected for the first time. Both HUS-ML and 
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conventional approaches show high performance in detecting known faulty operations, 

and HUS-ML is marginally better. However, conventional machine learning could not 

identify any of the unknown faulty operations. In contrast, HUS-ML identifies 

unknown faulty operations with an F1 score of 76.19 per cent. Even though the 

performance is significantly lower compared to known faulty operations, this is a good 

start. The current framework needs to be improved further to identify unknown faulty 

operations. A low recall rate is one of the significant challenges faced by the existing 

unsupervised anomaly detection algorithms (Pang et al., 2021). Exploring deep 

anomaly detection algorithms for this purpose is a work in progress. 

 

Figure 8.5 Confusion matrix for the conventional approach (CML) at identification 
level 2 (Results are row-wise normalised); The class labels are 1: Connection of 
column module, 2: Coordinated lifting, 3: Idle, 4: Lifting support, 5: Lowering 

support, 6: Known faulty operation and 7: Unknown faulty operation 
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Figure 8.6 Confusion matrix for HUS-ML at identification level 2 (Results are row-
wise normalised); The class labels are 1: Connection of column module, 2: 

Coordinated lifting, 3: Idle, 4: Lifting support, 5: Lowering support, 6: Known faulty 
operation and 7: Unknown faulty operation 

8.3.3 Detailed assessment of misclassifications 

Performance of the identification methods based on various statistical measures was 

discussed in previous sections. A detailed insight on misclassifications can be obtained 

from confusion matrices. Figure 8.5 and Figure 8.6 show the confusion matrix for 

conventional classification and HUS-ML at identification level 2. The rows represent 

true classes, and the columns represent predicted classes. The correct predictions are 

placed in the main diagonal of the matrix, and off-diagonal elements denote incorrect 

predictions.   The results are row-wise normalised to see how correct and incorrect 

predictions are distributed within a particular class. 

The overall performance measures of the conventional approach are significantly lower 

than HUS-ML.  However, a closer look into the confusion matrix shows that the 
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primary reason for this poor performance is attributed to two categories: Idle and 

Unknown faulty operation. All other operations are identified with high precision and 

recall. However, the conventional approach completely fails to identify unknown faulty 

operations. This exposes the major flaw in the current data-driven fault detection 

methods. A robust fault detection system should identify known and unknown faulty 

operations with reasonably good performance. HUS-ML framework has an F1 score of 

76.19 per cent in detecting unknown faulty operations. The false negatives in 

anomalous instances can be reduced with a better Gaussian distribution model. More 

data corresponds to normal operations can be collected for this purpose. Other 

sophisticated anomaly detection algorithms and features can also be explored for 

improving fault detection. 

Automated construction monitoring needs to deliver reliable information for critical 

decision making. Ambiguous or contradicting information can be more dangerous than 

lack of information. The HUS-ML framework provides detailed information about an 

activity or faulty condition through three identification levels. The identification models 

in the HUS-ML framework are arranged hierarchically across various levels. The 

prediction in the top level is used to refine the prediction at the lower levels.  Hence, 

the information delivered by the HUS-ML framework will be consistent irrespective of 

the correctness of the identification. Table 8.5 shows inconsistency in the prediction 

results of both identification methods. Each identification level in the conventional 

machine learning approach is independent of the other. This ensures high individual 

performance per level. However, the combined predictions delivered by the 

conventional approach can be contradicting. If an operation is identified as faulty at 

level 2 and normal at level 3, this creates more confusion for a human supervisor. 
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Hence, the reliability of information is equally important as the accuracy. HUS-ML 

framework strikes a fine balance between reliable and accurate predictions. 

Table 8.5 Inconsistent predictions in the conventional approach (CML) and HUS-ML 
identification 

Inconsistency between identification levels 
Number of predictions 

CML HUS-ML 

1 and 2 2 0 

2 and 3 13 0 

1 and 3 2 0 

1, 2 and 3 1 0 

Total number of inconsistent predictions 18 0 

 

8.3.4 Significance of the HUS-ML framework in equipment monitoring  

Automated construction is faster than conventional construction, with minimal human 

involvement. Even minute undetected faults in the construction system may result in 

catastrophic structural failure or severe construction accidents. If the human operator 

of the system is not warned well in advance, timely mitigation cannot be ensured.  

The HUS-ML framework can be applied for monitoring equipment under most 

situations of failures. The warning is given to the operator based on the severity of 

impending faults. The situations where warning can be generated using this monitoring 

framework include the following: 

1. Only warning is required but the equipment will work and the operator has to 
be cautious to take immediate action when required, for example coordinated 
lifting with a non-contact support 

2. The equipment should not be used, immediate action required, for example 
asynchronous coordinated lifting 
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3. The equipment is not working and need further investigation, for example 
unknown faulty conditions 

Well defined SOP (Safe/Standard Operating Procedures) and NCR (Non-Conformance 

Report) are available for existing machinery in the industry. However, these procedures 

assume that the equipment does not develop faults in the middle of an operation, all 

possible defects can be enumerated in advance, and all the defects are detectable using 

simple procedures. Moreover, NCR is prepared manually after a fault is occurred. It 

does not predict an upcoming failure or detect any new category of failure. However, 

the HUS-ML framework proactively detect faults and capable of identifying a wide 

range of known and unknown categories of faults. The Automated Construction System 

used in this research was newly developed. The prototype is evolving, and further 

developments are needed before supplying it to the industry as a finished product. The 

SOP and NCR will be ready for the current ACS during that stage, and the results of 

this study contribute towards preparing them. The HUS-ML framework proposed in the 

study lays the foundation for developing a robust monitoring system for the ACS. The 

framework consists of conceptual components such as algorithms and methodologies 

for monitoring. 

8.3.5 The HUS-ML framework for integrated monitoring system 

The framework proposed in this study includes measurement system design, operation 

identification methodology and fault detection methodology. Therefore, this framework 

encompasses methodologies from data collection to analysis and detection. The sensing 

data from various sources are interpreted to derive useful information about the overall 

operation status that supports decision making. Hence, the HUS-ML framework 

supports the development of an integrated monitoring system for low-rise automated 

construction.  
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The scale of implementation of the HUS-ML framework for a high-rise ACS will be 

several times higher than that of a low-rise ACS. The monitoring system for each 

subsystem in a high-rise ACS needs to be independently designed and eventually 

coordinated using the HUS-ML framework. Information from these subsystems helps 

to infer the overall operation status. 

Consider the ground factory and building push up construction system adopted by 

AMURAD for high-rise construction and J-up for low-rise construction. The 

AMURAD comprises nine subsystems and seven end-effectors (Sekiguchi et al., 1997), 

whereas the J-up system comprises two subsystems (Bock and Linner, 2016b). The 

complexity of subsystems is much higher in a high-rise ACS compared to a low-rise 

ACS. Consequently, identification of low-level operations and associated faulty 

conditions are complex for a high-rise ACS. In contrast, the complexity of monitoring 

is still manageable in a simpler construction system as in a low-rise ACS. 

8.3.6 Generalizability of the HUS-ML framework 

The algorithms and methodologies involved in the framework are independent of the 

type of data, construction equipment or operations involved. The sensor placement 

methodology is mainly applicable for any type of sensing information in the form of 

signals. It cannot be directly applied to visual data. In the case of activity identification 

and fault detection, only the hierarchy of the operations changes from equipment to 

equipment. Therefore, the HUS-ML framework is generalisable and not restricted to a 

per-project set of activities unique to that project’s geometry. Moreover, the 

generalizability of the monitoring framework is demonstrated using a completely 

different application in section 8.4. 
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8.4 VALIDATION OF THE HUS-ML FRAMEWORK USING A 
BENCHMARK DATASET 

The proposed HUS-ML framework is validated using a publicly available predictive 

maintenance dataset (Matzka, 2020a) to test its generalizability. Since authentic 

datasets on faulty conditions are seldom available, Matzka created a synthetic dataset 

based on actual predictive maintenance conditions in the industry (Matzka, 2020b). The 

dataset comprises 10,000 data points with six features. The current study has selected a 

subset of this dataset, excluding the datapoints of random failures and concurrent 

failures. The proposed framework in this study is trained to identify mutually exclusive 

faulty conditions. Hence, an accurate estimate of the performance of the framework can 

be obtained if it is tested on a similar dataset. Therefore, the selected subset of the 

dataset includes data points that correspond to normal operations, heat dissipation 

failure, overstrain failure, and power failure. A portion of the heat dissipation failure 

and overstrain failure was introduced in the training phase. Hence, these failure cases 

will serve as 'known' faulty operations during the HUS-ML testing phase.  The data 

points correspond to power failure introduced only during the testing phase, 

representing the 'unknown' faulty operations. More details of these failure cases are 

described in (Matzka, 2020b).  

 

Figure 8.7 Hierarchy of machine operations in the predictive maintenance dataset 
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Figure 8.7 shows the hierarchy of machine operations in the predictive maintenance 

dataset and the corresponding classifier/detector. Unlike the ACS operations, the 

current problem has just two identification levels and fewer classes. The number of 

training instances for Classifier 2.1 and Detector 2.1 is 6879 and 6798, respectively. 

The dataset for testing consists of 2980 unseen data points.  

 

Figure 8.8 Overall performance of the conventional approach (CML) and HUS-ML 
on the predictive maintenance dataset 

The overall performance of the conventional machine learning classification and HUS-

ML framework is summarised in Figure 8.8. Both methods show high accuracy, and 

their performance is comparable (accuracy of 97.99 per cent for the conventional 

approach and 98.46 per cent for HUS-ML). However, this does not reflect the actual 

performance of the methods since the predictive maintenance dataset is highly 

imbalanced. Out of the 9907 instances in the selected dataset, merely 2.7 per cent are 

faulty operations. This percentage is similar to that of the faulty operations in actual 

industrial operations. Even if the classifier predicts all the instances as 'normal,' the 

accuracy of prediction will be high without identifying any failure cases. Therefore, the 
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F1 score is a better measure to compare the performance of the identification methods. 

HUS-ML has an 18.07 per cent higher F1 score compared to the conventional approach. 

The precision and recall values of HUS-ML are also significantly higher than those of 

the conventional approach. Overall, the HUS-ML framework shows a reasonably good 

performance (F1 score of 79.14 per cent) on a large and independent dataset. 

A close observation of the fault detection results shows that both methods perform 

equally while identifying known faulty conditions (F1 score of 70.71 per cent). 

However, the conventional approach completely fails to identify unknown faulty 

operations. The HUS-ML framework detects the unknown faulty operations with an F1 

score of 71.90 per cent.  This result is comparable to the result obtained for the same 

category of faults in automated construction, even on a much larger and diverse dataset. 

Since the predictive maintenance dataset has only one identification problem, the 

inconsistency in predictions across levels cannot be evaluated. The automated 

construction is a complex scenario comprises multiple identification level. However, 

most industrial applications have at most two identification levels. Hence, HUS-ML 

may achieve better results compared to the conventional approach in those applications. 

The results validate the HUS-ML framework on a completely different application 

domain than construction. Even though the framework needs improvement in fault 

detection, the current results demonstrate its potential for industrial applications. 

8.5 CONCLUSIONS 

Activity recognition and fault detection are critical tasks in construction monitoring. 

The current study proposes a novel machine learning framework called HUS-ML 

(Hybrid Unsupervised and Supervised Machine Learning) for these tasks. The proposed 

framework identifies normal operations and known faulty conditions through 
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supervised learning. The unknown faulty conditions are identified through probability 

models generated by unsupervised learning. This framework is validated through a case 

study on an ACS. A conventional machine learning approach is applied to the same 

problem to benchmark the performance of the proposed framework. The proposed 

framework is also evaluated on a publicly available predictive maintenance dataset to 

check its generalizability. The unique elements of the framework include newly 

proposed algorithms for entropy-based sensor placement and hierarchical machine 

learning classification. Another unique element is the HUS-ML algorithm that 

combines unsupervised and supervised learning methods for activity recognition and 

fault detection. 

1. The HUS-ML framework shows promising results in identifying low-level details 

of normal automated construction operations that may potentially assist in locating 

the sources of faulty conditions. The framework also detects early signs of failure 

through Gaussian models with limited data. The HUS-ML framework outperforms 

the conventional approach in activity recognition and fault detection with 6.2 to 

9.89 per cent higher recall, 9.72 to 16.84 per cent higher precision, 7.96 to 13.5 per 

cent higher F1 score, and 8.57 to 11.43 per cent higher accuracy.  

2. The HUS-ML framework identifies known faulty operations and unforeseen faulty 

operations through a two-stage fault detection strategy. The focus of most data-

driven methods for fault detection is limited to known fault classes. The 

conventional approach completely fails to identify unknown faulty operations. In 

contrast, the HUS-ML framework achieves an F1 score of 76.19 per cent in 

detecting unknown faulty operations. 

3. The HUS-ML framework delivers consistent and accurate predictions across 

activity levels. The conventional approach, which does not use information from 
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previous identification levels, produces inconsistent predictions across levels. 

Therefore, the HUS-ML framework is more suitable for automated construction 

monitoring than the conventional approach for providing reliable and unambiguous 

information. 

4. The performance of the proposed framework on a predictive maintenance dataset 

demonstrates its potential for machine fault detection. The framework achieves an 

overall accuracy of 98.46 per cent and an F1 score of 79.14 per cent on this dataset. 
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CHAPTER 9 

CONCLUSIONS 

This chapter summarises the conclusions of this research. First, a summary of key 

aspects of the work is given in Section 9.1. The significant conclusions of the study are 

presented in section 9.2. The main contributions to knowledge and practice are 

described in section 9.3. Finally, the limitations of the work and directions for future 

research are presented in section 9.4. 

9.1 SUMMARY 

This research aims to develop a robust monitoring system for automated construction 

that accurately identifies activities and faults. The specific research objectives 

addressed in this research are the following. 

1. Develop an automated operation recognition and fault detection framework which 
takes into account specific requirements of the automated construction domain, 
such as:  

1.1. High accuracy of identification 

1.2. High level of details of activities 

1.3. Ability to detect early signs of failure with limited data 

2. Design algorithms and methodologies for the efficient implementation of the 
framework. This includes algorithms for: 

2.1. Sensor placement 

2.2. Operation identification 

2.3. Fault detection 

3. Design the experimental setup and evaluate the feasibility of the application of the 
framework on a full-scale automated construction system. 
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The methodology adopted for the current research is quantitative theory building based 

on case studies. This research methodology involves the development of a conceptual 

framework followed by empirical verification and iterative modifications.  

Objective 1: A framework for automated construction monitoring has been developed. 

The critical conceptual components of the framework consist of a sensor placement 

strategy, an operation identification methodology, and a fault detection method. The 

implementation of this monitoring framework starts with the measurement system 

design using the preliminary measurements during automated construction. The 

configuration of the measurement system is determined through the sensor placement 

methodology. Then the sensor measurements are collected from the Automated 

Construction System during operation and supplied to the monitoring framework. The 

hierarchical operation identification methodology extracts a high level of activity 

details for construction monitoring. Besides, the hierarchical problem formulation 

ensures high accuracy of identification. The known operations and faulty conditions are 

recognised during supervised learning, and the unknown faulty conditions are detected 

through probabilistic models. The datasets of operating states which potentially result 

in failure are used to represent the anomalous operations. The proposed framework 

detects the early signs of failure with limited data. The algorithms of the proposed 

framework are iteratively modified based on their performance during validation. 

Objective 2.1: Design of measurement system involves selecting sensors and their 

positions, data acquisition system and other related aspects. A new sensor placement 

method has been developed in this research in which derived features are used for 

evaluating information content at sensor locations. The information content of a 

parameter is estimated by Shannon's entropy, a concept derived from the information 
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theory. The features used for sensor placement are also used for machine learning 

classification; therefore, there is consistency in the use of variables in the two methods.  

Objective 2.2 and 2.3: New algorithms for operation identification and fault detection 

have been developed. The hierarchical operation identification methodology divides the 

identification problem into multiple classification levels with increasing complexity. 

Machine learning classifiers are assigned to solve the identification problems. The 

information from the previous level is used to refine the identification at a particular 

level. This problem formulation ensures high accuracy of identification and extracts a 

high level of details of activities. The concept of anomaly detection in machine learning 

is explored for detecting faulty operations. Gaussian models are generated to represent 

the characteristics of normal operation data. Anomalous operations are identified based 

on the deviations from the probabilistic model.  

Objective 3: The proposed framework has been validated on an actual automated 

construction system that was custom designed and fabricated as part of this research. 

This system has been developed for low rise building construction that follows an 

automated top-down construction method. Acceleration measurements from the 

structure were used for identifying operations and faulty conditions. The experiments 

were conducted in a controlled laboratory condition under the supervision of trained 

experts. It involves normal operation cycles and potential faulty conditions in the 

automated construction. The experiments which cover normal operations involve two 

complete cycles of top-down construction. The experiments for faulty conditions were 

designed to capture the early signs of failure during construction within the safety 

norms.  Each component of the framework was independently validated, the sensor 

placement methodology,  the identification framework, the fault detection method and 
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finally, the HUS-ML framework. The performance of the proposed framework was 

benchmarked by comparing it with conventional approaches. The algorithms for 

operation recognition and fault detection were iteratively modified to obtain the desired 

performance. Advanced deep learning classifiers such as LSTM (Long Short-Term 

Memory) networks and various data augmentation methods were explored for 

identifying automated construction activities. The generality of the proposed 

framework was assessed through its application on a benchmark dataset.  

9.2 CONCLUSIONS 

The conclusions from this research are divided into two parts. The primary conclusions 

contain significant contributions to the body of knowledge, and the secondary 

conclusions are related to the particular case study that has been adopted for validation.  

9.2.1 Primary conclusions 

1. The performance of activity recognition can be enhanced by refining the 

identification problem through the incorporation of hierarchical relationships 

among activities.  

2. Early signs of failure in construction equipment can be effectively detected through 

unsupervised learning techniques using probabilistic models that represent the 

normal operation patterns. 

3. A two-stage fault detection strategy that combines supervised learning followed by 

unsupervised learning identifies unforeseen faulty operations better than 

conventional supervised learning methods. 

4. The hierarchical structuring of the identification problem ensures consistent 

prediction performance irrespective of the complexity of the problem. Besides, 



179 

reliable and unambiguous information for decision making can be delivered 

through this problem formulation. 

5. The sensor placement methodology based on derived features evaluates the 

significance of a sensor location based on the quantity and quality of data from that 

location. The entropy in this method estimates the amount of useful information 

from a location. The derived features incorporate their effectiveness in operation 

identification and fault detection. In addition to that, this sensor placement method 

shows the potential for feature selection. 

9.2.2 Secondary conclusions 

1. The sensor placement method proposed in this study is efficacious for problems 

involving a large number of potential sensors and high dimensional feature space. 

It can be adopted for structural health monitoring and construction monitoring 

applications. 

2. A particular sensor is selected during sensor placement only when it offers any new 

information. Therefore, the addition of variables beyond a certain threshold does 

not improve the identification of instances. 

3. The order of selection of new sensors is based on their mutually exclusive 

information content from the previously selected sensors. Hence, each iteration of 

the sensor placement methodology selects different types of measurement 

locations. 

4. The method of calculating the information content influences the features selected 

by the sensor placement methodology. The interquartile range is the most 

frequently selected feature because the entropy is calculated based on the 

distribution of the variables. 
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5. Artificial neural network (ANN) is identified as the best machine learning 

algorithm for recognising automated construction operations irrespective of the 

problem formulation or classification level. The high noise tolerance of these 

classifiers shows their potential for application in actual construction sites with 

reasonable accuracy. 

6. Complex learning algorithms need not necessarily result in better performance. 

Lack of variety in the original dataset during data augmentation greatly affects the 

performance of the deep learning classifiers. Therefore, the traditional machine 

learning classifiers outperformed the deep learning classifiers in identifying major 

automated construction operations. 

7. Augmenting data may not deliver better results if it alters the characteristics of the 

original dataset. The selection of appropriate data augmentation methods and the 

design of network architecture demands great expertise. Even though deep learning 

may avoid feature selection, domain knowledge is necessary to develop a robust 

classifier for activity recognition.  

8. Activity recognition problems involving operations with signature vibration or 

frequency require classifiers trained with frequency-domain features. LSTM 

classifiers trained with limited time-domain data may be inadequate for vibration-

based activity recognition.  

9.3 CONTRIBUTIONS OF THE RESEARCH 

9.3.1 Contributions to knowledge 

This research contributes to the body of knowledge and construction practices. The 

knowledge contributions are: 

1. The HUS-ML framework for automated construction monitoring that has the 
following attributes: 
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a) Identification of automated construction operations with consistent 
performance 

b) Extraction of details of low-level construction activities 

c) Detection of early signs of failure in construction operations 

d) Identification of unknown faulty conditions associated with construction 
equipment 

e) Detection of faulty conditions even with limited data 

f) Applicable for equipment in construction and other domains 

2. A new operation identification methodology that improves the accuracy of 
existing methods by incorporating domain knowledge in the mathematical 
formulation of the problem 

3. A sensor placement methodology based on derived features that ensures 

consistency in the estimation of information content for sensor placement and 

construction monitoring  

9.3.2 Contributions to practice 

In addition to the theoretical contributions, the results of this study also have some 

implications for the construction practices. The framework proposed in this study 

includes measurement system design, operation identification methodology and fault 

detection methodology. Therefore, this framework encompasses methodologies for 

various components of an automated monitoring system from data collection to analysis 

and detection. The sensing data from various sources are interpreted to derive useful 

information about the overall operation status that supports decision making. Hence, 

the HUS-ML framework supports the development of an integrated monitoring system 

for low-rise automated construction.  

The application of such a monitoring system enhances the current construction 

practices. The real-time information about all the construction activities helps to ensure 

the correct execution of the operations. Besides, it also helps to ensure structural 
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integrity and good quality construction. The level of details of operations identified 

potentially assist in locating the sources of faulty conditions in an ACS. The low-level 

operation details extracted may also be utilised to estimate the cycle time and other 

productivity measures accurately. 

Detecting early signs of failure ensures corrective actions and accident mitigation in 

time. The data collected for safety monitoring can also be used for monitoring 

construction progress and estimating productivity. The construction progress 

information can be made accessible to various stakeholders for assessing the 

performance of the whole project. The developed framework can help take appropriate 

control actions and act as a support system for taking project management decisions. 

9.4 LIMITATIONS AND FUTURE WORK 

The proposed framework is developed for detecting mutually exclusive faulty 

operations. Detection of faults due to multiple causes need further investigation. The 

fault detection performance of the current model can be enhanced by deep anomaly 

detection algorithms and more complex features. Collecting more data of normal 

operations can improve the Gaussian prediction model. Improving the prediction 

performance for unknown faulty classes need to be explored further. 

The current research was conducted using a laboratory prototype of an Automated 

Construction System. The experiments were conducted in a controlled environment. 

The actual automated construction may have a much more complex system, and the 

disturbances from surroundings might be stronger. Collecting sensor data from the 

structure is still possible in that scenario with wireless sensors. However, the sensitivity 

requirements of the sensors should be evaluated carefully.  
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Automated construction experiments are time-consuming and expensive. Collecting a 

large quantity of data is often not feasible. Simulated models of the automated 

construction system can generate synthetic data for addressing the problem of small 

datasets. Data augmentation methods that do not alter the characteristics of original 

datasets are another option. 

The current prototype has the capacity required for actual construction site applications. 

However, various safety, legal and ethical aspects must be considered before 

certification, patenting and commercial development of this system. The current 

version of the prototype involves machine to human interaction during the connection 

of the structural modules. The safety measures for labours and potential failure 

conditions must be identified to demarcate the standard operating procedure.  



 

APPENDIX A   

CATEGORIES OF AUTOMATED TOP-DOWN 

CONSTRUCTION 

A.1 AUTOMATED TOP-DOWN CONSTRUCTION  

The conventional construction method progresses from bottom to top, starting from the 

foundation level. The major cost in automated construction is associated with lifting. 

The bottom to top method of automated construction involves lifting the entire central 

operation unit after completing each floor. For the construction of the low-rise building 

where reducing the cost is one of the prime criteria, automated top-down construction 

is the best solution. All activities in automated top-down construction are carried out at 

the ground level. This will permit a high level of automation since all the equipment 

can be installed at the ground level. 

The direction of construction progress for the automated top-down construction method 

is from top to bottom (Raphael et al., 2016; Harichandran et al., 2019b, 2019a, 2020b, 

2021).  The construction starts from the topmost floor of the building. The lower floors 

are added one by one below the completed floors and lifted in sequence. The load-

bearing parts of the structure are modularised into multiple components and assembled 

during various stages of construction. The ‘ground factory and building push-up’ 

method is a similar automated construction method. However, heavy machinery was 

deployed to handle larger and heavier building components (Sekiguchi et al., 1997; 

Bock and Linner, 2016b). The modularisation of structural components enables light 

equipment in the automated top-down construction method. This saves the time and 

cost of installation and transportation of equipment at the beginning of construction. 
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The compact equipment used in this method can be easily installed and dismantled at 

the ground level itself. It can also be transported using a small vehicle. Since the 

machinery is arranged inside the core of the structure to be constructed, it occupies 

limited space in the construction site. This is a beneficial attribute for construction in 

space-constrained areas such as cities. 

A.2 CATEGORIES OF CONSTRUCTION 

Specific operations and their sequence in the automated top-down construction vary 

with structural configuration and the Automated Construction System (ACS). 

Therefore, automated top-down construction can be categorized into two. The first 

category uses a specific structural configuration that maintains stability even while 

removing one support. This category follows operation sequences that allow the 

connection of one column module at a time. One cycle of operations in the automated 

top-down construction category I can be summarised as follows: 

a. Assembly of the topmost beam and column modules of the structure around the 
ACS and supporting the structure at each column positions 

b. Coordinated lifting of the assembled structure by lifting all supporting platforms 
simultaneously to one column module height 

c. Lowering the supporting platform to add a column module 

d. Connecting the column module to the previously installed column module 

e. Lifting the supporting platform until the load of the structure is transferred 
completely 

f. Repeating steps ‘c’ to ‘e’ for other supporting platforms in the same level of 
construction 
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Figure 9.1 One cycle of operations in the automated top-down construction category I 
 

Figure 9.1 is a simplified schematic representation of the above steps where S1, S2, …, 

S4 represent support 1, support 2, …, support 4. Each cycle of operations completes 

one level of the structural frame. Several operation cycles are required to complete a 

floor of the structural frame. The number of cycles depends on the height of one column 

module and the clear height between two floors of the structural frame.    
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Figure 9.2 One cycle of operations in automated top-down construction category II 
 

The second category of automated top-down construction uses construction systems 

that have an additional feature to hold the structure temporarily while the modules of 

the lower floor are being connected. In this category, the operations will be similar to 

the previous one except in the case of connections. Instead of connecting one column 

module at a time, all the column modules in a particular construction level can be 

connected simultaneously. The construction time reduces considerably compared to the 
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first category. However, the second category demands slightly more intricate 

equipment which can hold the entire structure at a time. Figure 9.2 shows a simplified 

schematic representation of the automated top-down construction category II where S1, 

S2, …, S4 represent support 1, support 2, …, support 4. This figure is for illustration of 

the construction concept only.  

Automated top-down construction is a highly productive and sustainable method. This 

involves the construction of the core structural members, segment by segment in a 

systematic way. The machines required for the construction are placed on the ground, 

and the structural frame of the building will be pushed up without having the assembly 

system climbing up with the structure. The advantage of this type of construction is that 

all the activities are performed at the ground level, and heavy equipment such as tower 

cranes are not needed. 

 

  



189 

APPENDIX B   

DEVELOPMENT OF AUTOMATED CONSTRUCTION 

SYSTEMS 

B.1 INCREMENTAL DEVELOPMENT METHOD 

The low-rise Automated Construction System (ACS) prototypes and structural systems 

are developed as a part of the experimental setup for this research. The purpose of the 

experimental setup is to validate the methodology that has been developed in this work. 

The ACS in this project has been developed incrementally. Small prototypes have been 

developed and tested in the laboratory. The system is evaluated from the functional 

point of view as well as the cost and efficiency of operations.  

Several versions of prototypes were tested with different types of structural elements, 

mechanical elements and levels of automation. The initial prototype used rectangular 

timber modules connected manually (wooden structure v1) (Raphael et al., 2016). Only 

coordinated lifting was automated in this prototype (ACS prototype one). This 

prototype established the feasibility of the construction scheme. Later, another 

prototype was implemented to test the automated connection of steel modules using 

bolts. This prototype used a camera and AI-based image recognition to locate the bolt 

holes. A custom gripping-alignment system was also implemented to insert the bolts 

and make the connections. However, the scheme was only partially successful because 

of the low precision of the fabrication work. The holes on the connecting plates and 

steel sections had to be perfectly aligned to insert the bolts correctly. Even minor 

imperfections in the alignment would cause high friction between the surface of the bolt 
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and the edge of the hole. High precision fabrication considerably increased the cost of 

construction. Hence, this system was not pursued further.  

A highly automated construction system (ACS prototype two) is developed to construct 

a structural system with rectangular steel modules (steel structure v1). Due to the high 

cost of the prototype and heavy modules of the structural system, further studies were 

focused on reducing the cost of the prototype and the weight of the structural modules. 

Later versions of the structure used steel pipe sections connected manually using 

couplers (steel structure v2)  (Harichandran et al., 2019b, 2019a, 2020b, 2020a, 2021). 

These were found to be economical as well as efficient in operations. The modified 

construction system (ACS prototype three) is partially automated but has a considerably 

lower cost than the previous prototype. Hydraulic motors (hydraulic motor system v1) 

and electric motors (electric motor system v1 and v2) were tested for lifting systems. 

Various prototypes that have been tested are described in this section. 

B.1.1 Design of modular structure 

The cost associated with lifting operations amounts to a significant part of the overall 

cost for automated construction. Since the central operation unit of automated top-down 

construction is on the ground floor, the only cost of lifting for the structure. The 

modularisation of structural components reduced the weight and cost of lifting and 

made the components easier to construct.  

The first version of the structural system comprises wooden modules of a rectangular 

cross-section (wooden structure v1).  Each module was 400 mm x 200 mm x 400 mm 

made of 20 mm thick wooden planks. Wooden interlocking components connected the 

modules. This first version of the structural system is used in the first ACS prototype, 

in which connections were made manually by screwing the components (Figure 9.3 and 
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Figure 9.4). Similar structural components are used for the second prototype of the ACS 

(Figure 9.5). However, the components with the same dimensions are fabricated in steel 

(steel structure v1). The modules were modified at the top and bottom edge for 

interlocking, similar to Lego blocks. Additional holes were made at these edges for 

inserting interlocking pins to secure connection. 

The second version of the structural system comprises mild steel pipe sections with 

external threading on both ends (steel structure v2). Couplers connect the column 

modules with internal threading. The connections at the corners of the structure and 

connection between bream and column modules are made by custom made universal 

steel joints. This structural system is used in ACS prototype three (Figure 9.6) and is 

deployed for conducting the automated construction experiments in this study. 

Currently, the connections of this structural system are made manually. However, there 

is a high potential for automating this connection by slight modification in the 

construction system. An additional facility consists of a gripper holding the top module 

while another gripper holding and rotating the bottom module facilitates automated 

connection. Further modification of the ACS prototype three for automating the 

connections is in progress. 

The structural configuration influences the category of automated top-down 

construction and the configuration of the construction system. Automated top-down 

construction category I demands a structure with additional columns that ensure 

stability even in removing one support (ACS prototype one and ACS prototype three). 

However, automated top-down construction category II can be deployed either with a 

typical structure or with a structure having additional supports (ACS prototype two). 
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Figure 9.3 An overview of the ACS prototype one 
 

B.1.2 Design of Automated Construction System (ACS) 

The ACS is designed based on the structural configuration and the category of 

automated top-down construction. The construction system has as many supports or 

lifting platforms as the number of columns in the structure. Automated top-down 

construction category I require machines capable of lifting and lowering individual 

support of the structure. Automated top-down construction category II can be 

implemented only if the construction system can hold the complete structure at any 

stage of construction. The high weight of lifting, in this case, demands hydraulic 

systems. That might increase the cost of construction. Electric motors serve economic 

lifting options. However, the speed and weight of lifting will be reduced. All 
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construction systems in this study are partially automated with varying degrees of 

automation. The evolution of the automated top-down construction method through 

various prototypes are described in the next section. 

 

Figure 9.4 Coordinated lifting of beam assembly at the topmost level using ACS 
prototype one 

 

B.1.3 Development of Automated Construction System (ACS) 

ACS Prototype one (with wooden structure v1 and electric motor system v1) 

ACS Prototype one was meant to demonstrate the top-down construction method 

(Raphael et al., 2016). The design focus for this construction system was to arrange the 

machines within the structural frame and to enable coordinated lifting. This prototype 

follows automated top-down construction category I. The construction system has six 

lifting machines which can be operated independently or simultaneously based on 

requirements (Figure 9.3 and Figure 9.4). The lifting machines are operated by an 

electric motor hoist with wire ropes (electric motor system v1). The light wooden 
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structural system (wooden structure v1) were connected manually. The data from height 

sensors and pressure sensors were used to operate and control the construction system 

by Arduino microcontrollers. The operations in one cycle of automated top-down 

construction using ACS prototype one are given in Table B.1. The operations are 

numbered based on their order of sequence in the construction cycle.  

Table B.1 Operations in one cycle of automated top-down 
construction using ACS prototype one or using ACS prototype three 

Operation number Operation description 

1 Coordinated lifting 
2 Lowering support no. 1 
3 Connection of column module step 1   
4 Lifting support no. 1 
5 Lowering support no. 2 
6 Connection of column module step 2 
7 Lifting support no. 2 
8 Lowering support no. 3 
9 Connection of column module step 3 
10 Lifting support no. 3 
11 Lowering support no. 4 
12 Connection of column module step 4 
13 Lifting support no. 4 
14 Lowering support no. 5 
15 Connection of column module step 5 
16 Lifting support no. 5 
17 Lowering support no. 6 
18 Connection of column module step 6 
19 Lifting support no. 6 

 

ACS Prototype two (with steel structure v1 and hydraulic motor system v1) 

The ACS prototype two has a custom-designed construction system consisting of 

hydraulic motors (hydraulic motor system v1) for lifting and connecting steel structural 

frames (Figure 9.5). Each machine in this construction system can support the 

previously constructed structure while building two columns. The machine has a lifting 

capacity of two-ton per support.  
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The system lifts the partially constructed structure using a hydraulic ram controlled by 

pumps and valves. The pump will be turned off when the signal from the control system 

prompts the electric motor. This happens when the piston of the hydraulic ram arrives 

at the required height. The load of the structure will be held by the piston when the 

valve is closed. 

 

Figure 9.5 Holding of corner column modules using one machine in ACS prototype 
two 

 

The machine operates with structural modules (beam and column modules) made of 

rectangular box sections (steel structure v1). The box sections interlock and have holes 

for connecting modules using interlocking pins. The hydraulic system automatically 

inserted the interlocking pins at the appropriate time. Besides, there are also load 
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holding pins for temporarily holding the structure before support is lowered. Proximity 

sensors are installed to ensure the proper insertion of pins in each slot. There are light 

indicators to show the status of load holding pins (when they finish holding or releasing 

the modules). The supporting platforms are designed to fit the rectangular modules. 

They also allow the movements of pistons to insert both load-holding pins and 

interlocking pins from the rear end. The supports have a provision to insert the 

alignment rod, which keeps the module in position and avoid the module from falling 

off in any situation during lifting.  

Table B.1 Operations in one cycle of automated top-down construction  
using ACS prototype two 

Operation number Operation description 

1 Coordinated lifting with loaded supporting platforms 
2 Holding column modules (8 no.) using load holding pins  
3 Coordinated lowering with empty supporting platforms 
4 Loading column module 1 to supporting platform 1 
5 Loading column module 2 to supporting platform 2 
6 Loading column module 3 to supporting platform 3 
7 Loading column module 4 to supporting platform 4 
8 Loading column module 5 to supporting platform 5 
9 Loading column module 6 to supporting platform 6 
10 Loading column module 7 to supporting platform 7 
11 Loading column module 8 to supporting platform 8 
12 Coordinated lifting until column modules interlock 
13 Connection of column modules (8 no.) using interlocking pins 
14 Releasing column modules (8 no.) from load holding pins 

The sequence of operation at a support is as follows: In the first cycle, each module is 

placed on each supporting platform, aligned at the designated place using an alignment 

rod. In the next step, the module is lifted by the load lifting cylinder by 50 mm to 

interlock with the module above. The interlocking pins are pushed into position by the 

pin locking cylinder, and the load holding pins are retracted. Then the load lifting 

cylinder lifts the module by one module height. After that, the load holding pins lock 
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into the module and hold it in place. Then the first alignment rod is removed. In the 

reverse cycle, the load lifting cylinder is lowered by a height equal to one module height 

plus 50 mm clearance. The pin locking cylinder is retracted, and the new module is 

placed. This process repeats until the entire frame is constructed. Note that the 

operations at just one support are described here. The same operations were carried out 

simultaneously for all other supports. The ACS prototype two follows automated top-

down construction category II. The whole operations per cycle for ACS prototype two 

is given in Table B.1. This ACS prototype is designed for a structural system with two 

corner columns. Hence, there are eight columns for the structure, and four machines are 

required to complete the construction of the structural frame (steel structure v1). 

Even though the construction system was highly efficient in terms of speed and ease of 

construction, the cost was high. The rectangular modules were heavy (30.8 kg), and two 

labours were required to load them into the construction system. This version of the 

construction system encouraged one to look into lighter structural configuration and 

economical lifting options. 

ACS Prototype three (with steel structure v2 and electric motor system v2) 

The ACS Prototype three is an improved version of ACS prototype one and follows the 

automated top-down construction category I. The construction system consists of six 

lifting machines with a stepper motor for precise operation (Figure 9.6). Each machine 

has a lifting capacity of two-ton. Similar to ACS prototype one, the lifting machines 

can be operated individually or simultaneously. The construction system is controlled 

by programmable Arduino microcontrollers. The operations and sequence are the same 

as the ACS prototype one (Table B.1). However, the structural system is made of steel 

pipe sections. This reduced the overall weight of the components considerably 
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compared to that of the previous ACS prototype. Therefore, the equipment in this 

construction system is lighter and compact than the previous version. Even though the 

speed of construction is reduced, the current version is much more economical. This 

ACS prototype is selected for conducting the automated construction experiments in 

this study.  

 

Figure 9.6 Construction in progress using ACS prototype three 
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APPENDIX C   

PERFORMANCE COMPARISON OF AUTOMATED 

CONSTRUCTION SYSTEMS 

C.1 PERFORMANCE OF AUTOMATED CONSTRUCTION SYSTEMS 

The prototypes of automated top-down constructed systems are evaluated based on 

construction time, cost, automation level, the skill level required for construction, and 

ease of transportation, assembling and disassembling of construction systems. Table 

C.1 shows a brief description of the specifications of each ACS prototype. Table C.2 

presents a comparison of average cycle time estimated through experimental studies 

and other details. The experimental studies on all ACS prototypes involve two unskilled 

workers for construction and one trained worker operating the machine. Here, cycle 

time refers to the time for completing one cycle of operations of a particular 

construction system. That is the time for completing one level of construction. One 

floor of the structural system contains several construction levels. 

Table C.1 Specifications of ACS prototypes 

ACS 
prototype 

Category of 
automated  
top-down 

construction  

Structural system Construction system Number of  
operations  
per cycle 

Number of  
lifting 

machines 
required 

Material Version Operation 
unit Version 

1 I Wood 1 Electric 
motor 1 19 6 

2 II Steel 1 Hydraulic 
motor 1 14 4 

3 I Steel 2 Electric 
motor 2 19 6 

 The first ACS prototype is expected to have a longer cycle time than others. The main 

reason for high cycle time is the manual process of alignment and connections. This 

problem can be solved by introducing advanced robotic technologies for alignment and 
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connections. The level of automation to be adopted at each stage of construction should 

be based on the trade-off between time and cost of construction. The second ACS 

prototype, which follows automated top-down construction category II, has the least 

cycle time. There are two main reasons for the best cycle time. All column modules are 

connected simultaneously, and the hydraulic motor is faster than the electric motor. 

However, the second ACS prototype is too costly for a low-rise building construction. 

Even though ACS prototype one is the least expensive among all prototypes, it is far 

too preliminary for actual construction sites. That makes ACS prototype three a better 

option for an affordable construction method with reasonably good cycle time.  

Table C.2 Comparison of ACS prototypes 

ACS 
prototype 

Average 
cycle 
time 

(minutes) 

Level of automation 

Weight 
of one 
lifting 

machine 
(kg) 

Total 
weight  
of the 

prototype 
(kg) 

Cost of 
one 

lifting 
machine 

(₹)  

Total cost  
of the 

prototype 
(₹) 

1 60 Lifting: automated; 
Connections: manual 16 100 31,666  190,000  

2 2.65 

Lifting: automated; 
Connection of beam 
modules: manual; 

Connection of column 
modules: automated 

500 2000 600,000  2,400,000  

3 16 Lifting: automated; 
Connections: manual 40 250 200,000  1,200,000  

Comparing the ease of construction, ACS prototype two is the best option with the 

highest level of automation. The few human involvements in the construction are the 

loading of column modules and the connection of beam modules at the beginning of 

construction. These activities do not require high skill. This ACS prototype has an 

option to manually operate the construction system along with a fully automated 

operation cycle. The third ACS prototype involves the manual connection of column 
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modules. This operation can also be performed by unskilled labour. The connections 

are relatively easier than that of ACS prototype one and any conventional construction 

methods. The connection of timber modules in ACS prototype one is by screwing and 

can be easily performed by unskilled workers. However, maintaining the level of the 

components requires some skill level.  

The ACS prototype thee is lighter than ACS prototype two and the most compact while 

comparing individual machines. Even though ACS prototype one is the lightest among 

all prototypes, it is bulky. Transportation of this prototype is simple, but the initial set-

up, assembling and disassembling require skilled labour. Transportation, assembling, 

and disassembling ACS prototype three are more effortless than ACS prototype two. 

The reason is that all of the six machines in ACS prototype three are light and compact. 

Each of these machines can be moved using a simple metal trolley. Setting up and 

dismantling the ACS at construction sites does not require any skilled labour. The 

individual machines in the second ACS prototype are heavy, bulky and contain 

numerous sensors. A skilled forklift operator is required for shifting and placing the 

ACS without damaging the sensors. The initial set-up of the machines and the final 

dismantling also require a well-trained operator.  

Comparing the overall performances in each criterion, ACS prototype three is the best 

economical option for constructing low-rise buildings. While construction time is the 

governing criterion, ACS prototype two is the best option. In either case, further 

modification has to be made in the ACS prototypes to secure the sensors and better 

performance before implementing them on the actual construction site. Therefore, ACS 

prototype three is adopted for validating the monitoring framework proposed in this 

study. 
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