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#### Abstract

In this study, we model the localized folding in geomaterials. For this, we utilize the plate theory to describe the deformations of the middle surface of a fold and the changes of its normal vector. Plate theory provides a theoretical framework to describe a 3D phenomenon using 2D models. This leads to cheaper computations. Therefore, we consider an elastic plate embedded in a viscoelastic framework. Then, we derive a model similar to the Swift-Hohenberg equation for predicting the folding of the plate. Later, we extend the model to simulate the folding of a viscoelastic plate. Finally, we take into account the effect of the thickness of the folded layer and develop a model for thick layers. In all of the models, we include localized softening-stiffening behaviour in the supporting framework. In the next step, we study the effect of coefficients in our models and obtain non-dimensional equations. Later, we provide our detailed analyzes on the linear stability of the models to introduce stability conditions.

Later, we develop a robust finite element method for solving the resulting differential equations. We discretise the time-dependent models using time-marching techniques. In our experience, to exploit highly accurate finite element discretization techniques (e.g. isogeometric analysis (IGA)), we need comparable resolution in time. The generalized- $\alpha$ method provides second-order accuracy and unconditional stability for equations with first and second derivatives in time. These techniques allow the user to control the high-frequency numerical dissipation by producing an algorithm that delivers an optimal combination of high-frequency and low-frequency dissipation. The approach provides accurate approximations in low- and high-frequency regions and has been widely deployed in many engineering applications. Despite these features, the generalized- $\alpha$ method was limited


to second-order accuracy in time while the higher-order Runge-Kutta and other multistep schemes (e.g., Adams-Moulton, and backward differentiation formulae (BDFs)) lack explicit control over the numerical dissipation of the high frequencies. The stability region of these higher-order multistep methods shrinks as their order increases. Therefore, unconditional stability is not possible for orders higher than two. While Runge-Kutta methods have better stability regions and deliver A-stability with higher-order accuracy, they are not self-starting and require another scheme to retrieve solutions at initial time steps.

Thus, we introduce and analyze a new class of extensions of the generalized$\alpha$ methods for partial differential equations (PDEs) with first- and secondorder derivatives in time. These methods deliver flexible arbitrary highorder accuracy while keeping all of the appealing features of these robust and effective methods. Proposing a single parameter, our time-marching techniques has similar structures as the original second-order scheme with control on the dissipation. That is, our high-order schemes require simple modifications of the available implementations of the generalized- $\alpha$ method. We introduce implicit and explicit methods for hyperbolic problems and implicit ones for parabolic models.

Finally, we develop a splitting technique that reduces the algebraic solver's computational cost while maintaining the approximation's accuracy. Implicit time marching schemes for finite elements or IGA discretizations solve a matrix system at each step; this step is the solver's significant cost. We substitute the original discretization with an approximating splitting technique to significantly reduce the computation cost of the solution. We introduce a variational splitting for parabolic and hyperbolic problems using tensor-product grids to formulate the variational formulation for multidimensional problems. We adapt operator splitting ideas to tensor-product spatial discretizations for classical finite elements and isogeometric analysis. We write the $d$-dimensional formulation as a product of $d$ 1D formulations in each dimension plus appropriate error terms. We refer to these formulations as variationally separable. Therefore, we introduce a splitting
technique to simulate the linear systems with a linear computational cost. Having sufficiently regular solutions, the approximate solution converges to the exact solution with optimal rates in space and time while reducing the computational cost significantly.

To Pantea, Sahar, Hossein, Parsa, and Parham.
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## 1

## Introduction

### 1.1 Layered-media deformation

Geological structures show various complex behaviours; the study and simulation of their evolution are key to understanding geological phenomena such as plate tectonics, rock properties, and their stress fields. Therefore, this topic attracts the attention of theoreticians, modellers, and experimentalists. For example, different settings may be considered when describing rock deformation such as the effects of microstructures [107], structural discontinuities [25, 104], fluid interactions and induced pressure [33, 40], pressure solution [82, stress corrosion [106], and different mineral reactions [6, 35, 101]. These studies consider various deformation mechanisms and describe the evolution of deformed rocks both experimentally and numerically.

A significant example of these deformation mechanisms is when geological structures are subject to forces induced by tectonic plate motion. These structures may be divided into many categories and show complex features. Folds, as an example, depict a wide range of deformations, length distributions, and patterns, including periodic folds, chevron folds, and box folds [62, 80]. Besides, localized deformations are present in most of these structures. Therefore, describing the buckling of rocks subject to geological forces is a vital and demanding task that describes the various factors that gain importance during the initiation and formation of a fold. Given the complex interactions between these different aspects, we believe that simulations can improve our understanding of the geological history of a region, material properties of the folded layers, the embedded parts and their stress fields, and the physical conditions that lead
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to the formation of the observed structures.
The initial studies simulated the deformation of a layer and its embedding framework with different rheological properties. The results present folds with the periodical pattern but do not describe most of the observed folds. For example, Biot in [14] made the first attempt by analysing a single elastic rod and plate surrounded by a viscous material and concluded that the deriving parameter for buckling is the difference between the rheological properties of the embedded rod and surrounding framework. Accordingly, to determine the wavelength of the maximum amplification, he introduced the dominant wavelength $\lambda_{D}$ as

$$
\begin{equation*}
\frac{\lambda_{D}}{h}=2 \pi\left(\frac{\mu_{L}}{6 \mu_{M}}\right)^{1 / 3} \tag{1.1.1}
\end{equation*}
$$

with $h, \lambda_{L}, \lambda_{M}$, being the folded layer thickness and the viscosities of the layer and the matrix, respectively. The model (1.1.1) estimates the folded layer's viscosity from its thickness and its wavelength. Later, Sherwin \& Chapple used Biot's model to analyze 800 single layer fold specimens; nevertheless, due to its simple assumptions, the model could not explain the observations [89]. Then, to improve the model, several modifications were introduced by adding nonlinear viscous materials or large amplitude folding [42, 86, 90, 91]. However, the absence of localized buckling is still an important aspect to be addressed [20, 51]. Subsequently, nonlinear folding models were proposed. For example, an alternative analyzes localized folds by studying a strut on a nonlinear elastic foundation, which buckles the strut locally if the foundation softens as it deforms [58. Such softening behaviour may be due to the material's nonlinear nature or the multi-physics interaction [52].

Spatially localized structures and deformations are relevant to diverse fields such as reaction-diffusion systems [67], liquid crystals [61, 79], and binary fluid flows [65]. Recently, higher-order partial differential equations (PDEs) (e.g., equations with spatial derivative of equal or higher order than four) such as the Swift-Hohenberg model or other phase-field models have been employed to study localized phenomena. Some of the examples are models describing binary alloys [64], fracture propagation [63, 66], phase transition [103], evolution of microstructures [92], solidification [36], and minerals undergoing chemo-mechanical [27].

Our folding model is similar to the Swift-Hohenberg model. The general form of the Swift-Hohenberg model reads:

$$
\begin{equation*}
\dot{u}=r u-\left(q_{c}^{2}+\Delta\right)^{2} u+N(u ; s) \tag{1.1.2}
\end{equation*}
$$

where $u\left(x_{1}, x_{2}, t\right) \in \mathbb{R}$ is the studied variable with a finite wave number $q_{c}^{2}$ at onset, $r<0<s$ are parameters, and $N(u ; s)$ denotes nonlinear terms. The most frequently used non-linear terms are:

$$
N(u ; s)=\left\{\begin{array}{l}
f_{35}=b_{3} u^{3}-b_{5} u^{5}  \tag{1.1.3}\\
f_{23}=c_{2} u^{2}-c_{3} u^{3}
\end{array}\right.
$$

Standard modelling strategies for pattern formation near instabilities use (1.1.2 with non-trivial finite spatial wavelength [54]. In the context of buckling of a layer, the fourth-order term in 1.1 .2 is related to bending, while the second-order one is to the axial load. The non linearity of the foundation in 1.1.3 represents the softening and stiffening of the foundation reactions to the layer displacement.

Herein, we derive 1.1 .2 using the plate theory to model the deformations of the middle surface of a plate and the changes of its normal vector. In theory of elasticity, bodies bounded by two closely-spaced surfaces with a small thickness compared to the planar dimensions are called plates (flat) or shells (curved) 81. Such structures are common in aerospace and biomechanical (see [74]) engineering applications. Modelling thin structures with a three-dimensional continuum is expensive computationally, mainly when considering nonlinear and transient effects [13]. Therefore, modelling such structures using their 2D mid surface is often preferred in science and engineering applications. We derive the model from describing a 1 D rod or a 2 D plate embedded in a viscoelastic framework. Next, we modify the model to consider the plate as a viscoelastic material. Finally, we take into account the thickness of the folded layer and describe thick folds.

Later, we develop a robust finite element method for solving the resulting differential equations. We discretize the time-dependent models using time-marching techniques. We propose an entirely new class of high-order generalized- $\alpha$ methods. Chung and Hulbert in [26] proposed the generalized- $\alpha$ method for solving hyperbolic equations arising in structural dynamics and wave propagation. The method provides second-order accuracy in time and unconditional stability. The generalized- $\alpha$ method
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extends the well-known HHT- $\alpha$ method of Hilber, Hughes, Taylor [50] and the WBZ- $\alpha$ method of Wood, Bossak, and Zienkiewicz [105]. That is, by selecting specific values for the user-defined parameters of the generalized- $\alpha$ method, the resulting technique reduces to either the HHT- $\alpha$ or WBZ- $\alpha$ methods. Later, the generalized $-\alpha$ method was extended to computational fluid dynamics, which are governed by parabolic differential equations such as the Navier-Stokes equations in [60]. These techniques allow the user to control the high-frequency numerical dissipation by producing an algorithm that delivers an optimal combination of high-frequency and low-frequency dissipation. That is, the approach provides accurate approximations in both low- and high- frequency regions; see [26, 60]. Consequently, the method has been successfully used in a wide range of engineering applications [4, 5, 46, 47, 85].

Despite these features, to date, the generalized- $\alpha$ method was limited to secondorder accuracy in time while the higher-order Runge-Kutta and other multistep schemes (e.g., Adams-Moulton, and backward differentiation formulae (BDFs)) lack explicit control over the numerical dissipation of the high frequencies (see [2, 22, [23]). Notably, the stability region of these higher-order multistep methods shrinks as their order increases. Therefore, unconditional stability is not possible for orders higher than two. While Runge-Kutta methods have better stability regions and deliver A-stability with higher-order accuracy, they are not self-starting and require another scheme to retrieve solutions at initial time steps.

We proposed and analyzed a new class of extensions of the generalized- $\alpha$ methods for parabolic and hyperbolic PDEs to deliver flexible arbitrary high-order accuracy while keeping all of the appealing features of these robust and effective methods. We provide a detailed analysis of the stability behaviour of the methods and the proof for the accuracy in the temporal domain. These new methods have many applications in modelling geological phenomena such as wave propagation, reaction-diffusion, and fluid flow. Nevertheless, the applicability of these new class of higher-order methods is not limited to geological applications; effectively, these new methods can be applied to problems where the standard second-order generalized- $\alpha$ methods proved successful [1, 11, 16, 18, 19, 37, 85].

Next, we develop a mathematical technique that reduces the computational cost of the algebraic solver while keeping the accuracy of the approximation. Implicit time marching schemes for PDE discretizations such as finite differences, finite elements, and
isogeometric analysis solve a matrix system at each time step; this step is the solver's major computational cost. We substitute the original discretization with an approximating splitting technique [83] to significantly reduce the computation cost of the solution. For example, two standard procedures that reduce the dimension of the matrices are implicit numerical schemes [69, 83] and domain decomposition methods [84, Chapter 8]. For many PDE problem configurations, the resulting time discretization of the parabolic and hyperbolic operators can be split in a sum of simpler operators that require the solution of a simpler set of much simpler linear problems. Classic examples of such schemes are provided in the pioneering works developing direction-splitting schemes for linear parabolic problems [34, 77]. Recently, 43, 44, 70, 71] show that alternating direction splitting of tensor-product spaces delivers a linear computational cost at every time step for various PDE problems. See [73, 98] for comprehensive reviews of splitting techniques.

We propose a variational splitting for parabolic and hyperbolic problems using tensor-product meshes to derive the variational formulation for multi-dimensional problems. We use operator splitting ideas to tensor-product spatial discretizations for classical finite elements and isogeometric analysis. That is, we formulate the $d$-dimensional equations as a product of $d 1 \mathrm{D}$ formulations in each dimension plus appropriate error terms. We refer to these formulations as variationally separable. Exploiting the variational separability, we present a splitting technique to solve the linear systems with a linear computational cost with respect to the degrees of freedom.

The rest of this thesis is organized as follows. Chapter 2 derives the localized folding model. We develop a model similar to the Swift-Hohenberg to study the folding of an elastic layer embedded in a viscoelastic framework. Then, we derive a folding model for a viscoelastic layer. Finally, we discuss the modelling of the folding of a thick viscoelastic layer. Also, we detail our analysis for dimensional study and linear stability of the introduced models. In Chapter 3, we propose our higher-order time integrators. Chapter 4 discusses our new splitting techniques. We provide our concluding remarks in Chapter 5 where we summarize our contributions and delineate future lines of work to pursue.

## 2

## Folding

### 2.1 Folding of rods and plates as proxies for layered media

We model the folding layers as rods (1D layers) and plates (2D layers) to estimate their curvatures during the folding to achieve a more precise understanding. In continuum mechanics, rod, plate, and shell theories describe the mechanical behaviour of slender structural elements (i.e., a small thickness compared to their planar dimensions [97]). In 1766, Euler pioneered the study on the plates and was further extended by Bernoulli. Euler modelled the free vibration of rectangular and circular membranes. However, the model excluded the torsional resistance of the plate, and consequently, only a semblance and not a general agreement can be found between the results and the experiments. Kirchhoff (1824-1887) proposed the theory of the extended plate. He considered bending and stretching as well. Hence, the nonlinear terms are not neglected in his approach [94]. In general, we determine the deformation and stresses in a 2D rod or a 3D plate by tracking its centreline motion and the changes it induces on its normal vector [15, 81].

### 2.2 Folding of an elastic rod

We now consider an inextensible elastic layer embedded in a viscous framework. We model the effect of the structure's surrounding as a reaction from its foundation. We use a Kelvin-Voigt viscoelastic framework to model this response. For this, we utilize Winkler's idealization to represent the medium as a system of independent, closely
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spaced, discrete, and linearly elastic springs and nonlinear viscous dashpots. Figure 2.1 sketches our model.


Figure 2.1: A beam surrounded by a Kelvin-Voigt viscoelastic framework.

Here, we describe the deformation of the beam due to the axial compressive force $P$ using the vertical displacement of its centreline $w(x, t)$. Since the springs and dashpots representing the elastic and viscous behaviours, respectively, are arranged in parallel, the Kelvin-Voigt model states that the strains in each component are equal:

$$
\begin{equation*}
\epsilon_{\text {total }}=\epsilon_{e}=\epsilon_{v} \tag{2.2.1}
\end{equation*}
$$

where $\epsilon$ denotes the strain and subscripts $e$ and $v$ indicate the elastic and viscous parts, respectively. Accordingly, for the stress $\sigma$, we have:

$$
\begin{equation*}
\sigma_{\text {total }}=\sigma_{e}+\sigma_{v} \tag{2.2.2}
\end{equation*}
$$

which allows us to first derive the governing equations without the viscous behaviour and later add it to the model. For this, we define the beam curvature:

$$
\begin{equation*}
\chi=\frac{d}{d x} \arcsin w^{\prime}=\frac{w^{\prime \prime}}{\sqrt{1-\left(w^{\prime}\right)^{2}}} \tag{2.2.3}
\end{equation*}
$$

where $w^{\prime}$ and $w^{\prime \prime}$ are the first and second differentiation of $w$ with respect to $x$, respectively. Then, we derive the bending energy of a linear elastic beam as:

$$
\begin{align*}
E_{b} & =\frac{B}{2} \int_{0}^{L} \chi^{2} d x=\frac{B}{2} \int_{0}^{L} \frac{w^{\prime \prime}}{1-\left(w^{\prime}\right)^{2}}  \tag{2.2.4}\\
& =\frac{B}{2} \int_{0}^{L}\left(w^{\prime \prime}\right)^{2}\left(1+\left(w^{\prime}\right)^{2}+\mathcal{O}\left(\left(w^{\prime}\right)^{4}\right)\right)
\end{align*}
$$

with $B$ being the bending stiffness. Furthermore, the vertical deformation of the centreline leads to the shortening of the beam $\delta(w)$ which we obtain using:

$$
\begin{align*}
\delta(w) & =L-\int_{0}^{L} \sqrt{1-\left(w^{\prime}\right)^{2}} d x \\
& =L-\int_{0}^{L}\left(1-\frac{1}{2}\left(w^{\prime}\right)^{2}+\mathcal{O}\left(\left(w^{\prime}\right)^{4}\right)\right) d x \tag{2.2.5}
\end{align*}
$$

where $L$ is the beam's length. Assuming moderate deflections, we only retain quadratic terms in equations (2.2.4) and (2.2.5). Therefore, the potential energy of the beam reads:

$$
\begin{equation*}
\Pi=E_{b}-P \delta=\int_{0}^{L}\left(\frac{B}{2}\left(w^{\prime \prime}\right)^{2}-\frac{P}{2}\left(w^{\prime}\right)^{2}\right) d x . \tag{2.2.6}
\end{equation*}
$$

We minimize the energy functional (2.2.6) using the Lagrangian of the system $\mathscr{L}$ (for more details, see [45]):

$$
\Pi \equiv \int_{0}^{L} \mathscr{L}\left(w^{\prime}, w^{\prime \prime}\right) d x
$$

satisfying the Euler-Lagrange equation:

$$
\begin{equation*}
\frac{d^{2}}{d x^{2}} \frac{\partial \mathscr{L}}{\partial w^{\prime \prime}}-\frac{d}{d x} \frac{\partial \mathscr{L}}{\partial w^{\prime}}=0 . \tag{2.2.7}
\end{equation*}
$$

Substituting (2.2.6) into (2.2.7), one can readily obtain:

$$
\begin{equation*}
B w^{\prime \prime \prime \prime}+P w^{\prime \prime}=0 . \tag{2.2.8}
\end{equation*}
$$

Lastly, we require adding the framework's support as a resistive vertical force applied locally to the beam.

### 2.2.1 Behaviour of the foundation

In our model, we describe the elastic behaviour of the Winkler-type foundation as a localized softening and re-stiffening type using a cubic-quintic non-linear term. A time-dependent term also describes the viscous effect. Thus, we add the support of the framework as a resistive vertical force applied locally to the plate as

$$
\begin{equation*}
f(w)=f_{e}(w)+f_{v}(w)=k_{1} w-k_{2} w^{3}+k_{3} w^{5}+\eta \dot{w}, \quad k_{i}, \eta>0 \tag{2.2.9}
\end{equation*}
$$

where $f(w)$ is the vertical resistive force that depends on the local vertical deformation of the middle surface of the plate. $f_{e}(w)$ and $f_{v}(w)$ are elastic and viscoelastic effects,
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respectively. $\dot{w}$ denotes the time-derivative of $w$. Increasing the vertical displacement $w$ leads to softening of the foundation. This behaviour finally changes to stiffening after the deflection $w$ reaches a specific value. We account for the foundation's elastic behaviour by rewriting $\sqrt{2.2 .9}$ ) as a dimensionless resistive vertical force dependant on a single parameter that reads (for more details, see, section 2.3.1):

$$
\begin{equation*}
f(w)=w-w^{3}+\mu w^{5}+\dot{w}, \quad \mu>0 \tag{2.2.10}
\end{equation*}
$$

Figure 2.2 shows the softening re-stiffening behaviour of the elastic part of the force 2.2 .10 for different $\mu$ values.


Figure 2.2: The Softening re-stiffening behaviour of elastic force $f_{e}$ applied by the foundation.

In the next step, we calculate the potential energy $\Pi_{f}$ imposed to the system from the foundation by the resistive force 2.2 .9 . For this, we have:

$$
\begin{equation*}
\Pi_{f}=\Pi_{f_{e}}(w)+\Pi_{f_{v}}(w)=-\int_{\Omega_{0}} \frac{k_{1}}{2} w^{2}-\frac{k_{2}}{4} w^{4}+\frac{k_{3}}{6} w^{6}+\eta w \dot{w}, \quad k_{i}, \eta>0 \tag{2.2.11}
\end{equation*}
$$

Similarly, the potential energy corresponding to the dimensionless force 2.2 .10 reads:

$$
\begin{equation*}
\Pi_{f}=-\int_{\Omega_{0}} \frac{1}{2} w^{2}-\frac{1}{4} w^{4}+\frac{\mu}{6} w^{6}+w \dot{w}, \quad \mu>0 \tag{2.2.12}
\end{equation*}
$$

In figure 2.3, we show the evolution of the elastic part $\Pi_{f_{e}}$ of the energy functional imposed by the foundation.


Figure 2.3: The evolution of the elastic part of the energy functional imposed by the foundation.

Remark 1. In our model, the foundation's elastic behaviour softens and re-stiffens due to the cubic-quintic nonlinear interactions. Increasing the vertical displacement softens the foundation due to the cubic term that is energetically favourable to buckle the beam further. As this deflection progresses, the quintic term increases and eventually dominates the interaction stiffening the foundation's response. This interaction induces a trade-off between growing a fold at the current and establishing a new fold close by in a softer region. Hence, the softening and re-stiffening of the foundation induce snaking where a fold localizes and expands sequentially due to this ongoing competition of softening and stiffening.

As a consequence, our aggregate model reads:

$$
\begin{equation*}
B w^{\prime \prime \prime \prime}+P w^{\prime \prime}+k_{1} w-k_{2} w^{3}+k_{3} w^{5}+\eta \dot{w}=0 . \tag{2.2.13}
\end{equation*}
$$

Next, we extend this model to predict the folding of a 2 D plate.

### 2.3 Folding of a plate

Herein, we extend the derived model in the previous section to a 2D model. For this, we start by defining the domain $\Omega$ :

$$
\Omega:=\left\{\left(x_{1}, x_{2}, x_{3}\right) \in \mathbb{R}^{3}: x_{1}, x_{2} \in \Omega_{0}, x_{3} \in[-h / 2, h / 2]\right\},
$$

with $\Omega_{0}:=\left(0, L_{1}\right) \times\left(0, L_{2}\right)$ being the middle surface of the plate and $h$ denoting the plate thickness. We consider compressive forces $P_{1}$ and $P_{2}$ along $x_{1}$ and $x_{2}$, respectively,
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are applied on the edges of $\Omega$. Similarly, the plate is supported using a viscoelastic foundation. we present our model in figure 2.4. Then, assuming $h \ll \min \left(L_{1}, L_{2}\right)$,


Figure 2.4: A 2D plate embedded in a viscoelastic framework.
the displacement field reads:

$$
\begin{equation*}
\mathbf{u}\left(x_{1}, x_{2}, x_{3}\right)=\left(-x_{3} \frac{\partial w\left(x_{1}, x_{2}\right)}{\partial x_{1}},-x_{3} \frac{\partial w\left(x_{1}, x_{2}\right)}{\partial x_{2}}, w\left(x_{1}, x_{2}\right)\right) \tag{2.3.1}
\end{equation*}
$$

where $w\left(x_{1}, x_{2}\right)$ is the deflection along $x_{3}$. Using the von-Karman strain--displacement relations, the non-zero strain components at an arbitrary point of the plate are related to the displacement field of the middle surface 2.3 .1 , the changes in the curvatures $k_{1}$ and $k_{2}$, and torsion $k_{12}$ of the middle surface as [24]:

$$
\begin{equation*}
\epsilon_{1}=x_{3} k_{1}, \quad \epsilon_{2}=x_{3} k_{2}, \quad \quad \gamma_{12}=x_{3} k_{12} \tag{2.3.2}
\end{equation*}
$$

Following closely the Kirchhoff-Love theory of plates, the rotation of the normal to the mid-surface reads [72]:

$$
\begin{equation*}
\zeta_{1}=\frac{\partial w\left(x_{1}, x_{2}\right)}{\partial x_{1}}, \quad \zeta_{2}=\frac{\partial w\left(x_{1}, x_{2}\right)}{\partial x_{2}} \tag{2.3.3}
\end{equation*}
$$

where $\zeta_{1}$ and $\zeta_{2}$ are the rotation with respect to the directions $x_{1}$ and $x_{2}$, respectively. Figure 2.5 sketches the details. Thus, one can readily obtain the strain components as:


Figure 2.5: Normal vector rotation of the middle surface. Blue dotted line is the position of the middle surface.

$$
\begin{align*}
\epsilon_{1} & =-x_{3} \frac{\partial^{2} w\left(x_{1}, x_{2}\right)}{\partial x_{1}^{2}} \\
\epsilon_{2} & =-x_{3} \frac{\partial^{2} w\left(x_{1}, x_{2}\right)}{\partial x_{2}^{2}}  \tag{2.3.4}\\
\gamma_{12} & =-2 x_{3} \frac{\partial^{2} w\left(x_{1}, x_{2}\right)}{\partial x_{1} \partial x_{2}}
\end{align*}
$$

Remark 2. The assumption of $h \ll \min \left(L_{1}, L_{2}\right)$ and consequently the displacement field 2.3.1) lead to neglect of the transverse shear strains:

$$
\begin{equation*}
\gamma_{13}=\gamma_{23}=0 . \tag{2.3.5}
\end{equation*}
$$

Following the elastic theory, the strain energy of the body is then proportional to
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the functional:

$$
\begin{equation*}
\Pi_{S}(\boldsymbol{u})=\int_{\Omega} \boldsymbol{\sigma}(\boldsymbol{u}): \boldsymbol{\epsilon}(\boldsymbol{u})=\int_{\Omega_{0}} \int_{-h / 2}^{h / 2} \boldsymbol{\sigma}(\boldsymbol{u}): \boldsymbol{\epsilon}(\boldsymbol{u})=\int_{\Omega_{0}} \int_{-h / 2}^{h / 2}\left(\sigma_{1} \epsilon_{1}+\sigma_{2} \epsilon_{2}+\sigma_{12} \epsilon_{12}\right) \tag{2.3.6}
\end{equation*}
$$

where $\boldsymbol{\sigma}$ and $\boldsymbol{\epsilon}$ are stress and strain tensors, respectively. Later, we use a Linear constitutive relation, such that:

$$
\begin{equation*}
\boldsymbol{\sigma}=\mathbb{E} \boldsymbol{\epsilon} \tag{2.3.7}
\end{equation*}
$$

which can be written element-wise as:

$$
\left[\begin{array}{c}
\sigma_{1}  \tag{2.3.8}\\
\sigma_{2} \\
\sigma_{12} \\
\sigma_{13} \\
\sigma_{23}
\end{array}\right]=\frac{E}{1-\nu^{2}}\left[\begin{array}{ccccc}
1 & \nu & 0 & 0 & 0 \\
\nu & 1 & 0 & 0 & 0 \\
0 & 0 & \frac{1-\nu}{2} & 0 & 0 \\
0 & 0 & 0 & \frac{1-\nu}{2} & 0 \\
0 & 0 & 0 & 0 & \frac{1-\nu}{2}
\end{array}\right]\left[\begin{array}{c}
\epsilon_{1} \\
\epsilon_{2} \\
\gamma_{12} \\
\gamma_{13} \\
\gamma_{23}
\end{array}\right]
$$

Thus, we derive the strain energy due to plate bending and twisting as:

$$
\begin{equation*}
\Pi_{S}(w)=\int_{\Omega_{0}}\left\{-M_{1} \frac{\partial^{2} w}{\partial x_{1}^{2}}-M_{2} \frac{\partial^{2} w}{\partial x_{2}^{2}}-2 M_{12} \frac{\partial^{2} w}{\partial x_{1} \partial x_{2}}\right\} \tag{2.3.9}
\end{equation*}
$$

where $M$ terms are the horizontal stress resultants defined by:

$$
\begin{equation*}
M_{1}=\int_{-h / 2}^{h / 2} z \sigma_{1} d z, \quad M_{2}=\int_{-h / 2}^{h / 2} z \sigma_{2} d z, \quad M_{12}=\int_{-h / 2}^{h / 2} z \sigma_{12} d z \tag{2.3.10}
\end{equation*}
$$

Finally, we have:

$$
\begin{align*}
\Pi_{S}(w) & =\int_{\Omega_{0}} \frac{D}{2}\left[\left(\frac{\partial^{2} w}{\partial x_{1}^{2}}\right)^{2}+2 \nu \frac{\partial^{2} w}{\partial x_{1}^{2}} \frac{\partial^{2} w}{\partial x_{2}^{2}}+2(1-\nu)\left(\frac{\partial^{2} w}{\partial x_{1} \partial x_{2}}\right)^{2}+\left(\frac{\partial^{2} w}{\partial x_{2}^{2}}\right)^{2}\right] \\
& =\int_{\Omega_{0}} \frac{D}{2}\left[\left(\frac{\partial^{2} w}{\partial x_{1}^{2}}+\frac{\partial^{2} w}{\partial x_{2}^{2}}\right)^{2}-2(1-\nu)\left(\frac{\partial^{2} w}{\partial x_{1}^{2}} \frac{\partial^{2} w}{\partial x_{2}^{2}}-\left(\frac{\partial^{2} w}{\partial x_{1} \partial x_{2}}\right)^{2}\right)\right] \tag{2.3.11}
\end{align*}
$$

where $D$ is

$$
\begin{equation*}
D:=\int_{-h / 2}^{h / 2} z^{2} \frac{E}{1-\nu^{2}} d z=\frac{E h^{3}}{12\left(1-\nu^{2}\right)} \tag{2.3.12}
\end{equation*}
$$

with $\nu$ being the Poisson's ratio. Next, we require to determine the work done by the applied axial forces to the unit of thickness $\tilde{P}_{i}=P_{i} / h, i=1,2$. For this, we calculate
the shifting of the edges of the plate horizontally which leads to the shortenings $\delta_{i}$ as:

$$
\begin{align*}
& \delta_{1}(w)=L_{1} \times h-\int_{\Omega_{0}} \int_{-h / 2}^{h / 2} \sqrt{1-\left(\frac{\partial w}{\partial x_{1}}\right)^{2}}  \tag{2.3.13}\\
& \delta_{2}(w)=L_{2} \times h-\int_{\Omega_{0}} \int_{-h / 2}^{h / 2} \sqrt{1-\left(\frac{\partial w}{\partial x_{2}}\right)^{2}} .
\end{align*}
$$

Using a Taylor's expansion and the approximation $\sqrt{1-\alpha} \approx 1-\frac{\alpha}{2}$ for $\alpha \ll 1$, we approximate (2.3.13) as

$$
\begin{align*}
& \delta_{1}(w)=L_{1} \times h-\int_{\Omega_{0}} \int_{-h / 2}^{h / 2} 1-\frac{1}{2}\left(\frac{\partial w}{\partial x_{1}}\right)^{2}+\mathcal{O}\left(\left(\frac{\partial w}{\partial x_{1}}\right)^{4}\right), \\
& \delta_{2}(w)=L_{2} \times h-\int_{\Omega_{0}} \int_{-h / 2}^{h / 2} 1-\frac{1}{2}\left(\frac{\partial w}{\partial x_{2}}\right)^{2}+\mathcal{O}\left(\left(\frac{\partial w}{\partial x_{2}}\right)^{4}\right) . \tag{2.3.14}
\end{align*}
$$

Thus, the work done by the forces can be written as:

$$
\begin{equation*}
\Pi_{p}(w)=-h \int_{\Omega_{0}} \frac{\tilde{P}_{1}}{2}\left(\frac{\partial w}{\partial x_{1}}\right)^{2}+\frac{\tilde{P}_{2}}{2}\left(\frac{\partial w}{\partial x_{2}}\right)^{2} . \tag{2.3.15}
\end{equation*}
$$

One can readily rewrite 2.3.15 as

$$
\begin{equation*}
\Pi_{p}(w)=-\int_{\Omega_{0}} \frac{P_{1}}{2}\left(\frac{\partial w}{\partial x_{1}}\right)^{2}+\frac{P_{2}}{2}\left(\frac{\partial w}{\partial x_{2}}\right)^{2} \tag{2.3.16}
\end{equation*}
$$

Therefore, from (2.3.11) and 2.3.15) we obtain the potential energy of the plate as:

$$
\begin{equation*}
\Pi(w)=\Pi_{S}(w)+\Pi_{p}(w)=\int_{\Omega_{0}} \mathscr{L}\left(x_{1}, x_{2}, \nabla(w), \boldsymbol{H}(w)\right), \tag{2.3.17}
\end{equation*}
$$

with $\nabla$ denoting the spatial gradient, e.g. $\nabla(u)=\left[\frac{\partial u}{\partial x_{1}}, \frac{\partial u}{\partial x_{2}}\right]^{T} . \boldsymbol{H}$ is the Hessian matrix with entries of $\left(\boldsymbol{H}_{u}\right)_{i, j}=\frac{\partial^{2} u}{\partial x_{i} \partial x_{j}}$. Following a similar argument, to minimize the functional energy (2.3.17), we use an Euler-Lagrange equation that reads [102]:

$$
\begin{align*}
\frac{\partial}{\partial x_{1}}\left(\frac{\partial \mathscr{L}}{\partial w_{, 1}}\right) & +\frac{\partial}{\partial x_{2}}\left(\frac{\partial \mathscr{L}}{\partial w_{, 2}}\right)-\frac{\partial^{2}}{\partial x_{1}^{2}}\left(\frac{\partial \mathscr{L}}{\partial w_{, 11}}\right)  \tag{2.3.18}\\
& -\frac{\partial^{2}}{\partial x_{1} \partial x_{2}}\left(\frac{\partial \mathscr{L}}{\partial w_{, 12}}\right)-\frac{\partial^{2}}{\partial x_{2}^{2}}\left(\frac{\partial \mathscr{L}}{\partial w_{, 22}}\right)=0 .
\end{align*}
$$

where

$$
\begin{equation*}
w_{, i}:=\frac{\partial w}{\partial x_{i}}, \quad w_{, i j}:=\frac{\partial^{2} w}{\partial x_{i} \partial x_{j}}, \quad i, j=1,2 . \tag{2.3.19}
\end{equation*}
$$
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Substituting 2.3.17 into 2.3.18, it is straightforward to obtain:

$$
\begin{equation*}
D\left[\frac{\partial^{4} w}{\partial x_{1}^{4}}+\frac{\partial^{4} w}{\partial x_{2}^{4}}+2 \frac{\partial^{4} w}{\partial x_{1}^{2} \partial x_{2}^{2}}\right]+P_{1} \frac{\partial^{2} w}{\partial x_{1}^{2}}+P_{2} \frac{\partial^{2} w}{\partial x_{2}^{2}}=0 \tag{2.3.20}
\end{equation*}
$$

Finally, adding the viscoelastic response of the foundation and setting $P=P_{1}=P_{2}$, we derive the model as:

$$
\begin{equation*}
D \Delta^{2} w+P \Delta w+k_{1} w-k_{2} w^{3}+k_{3} w^{5}+\eta \dot{w}=0 \tag{2.3.21}
\end{equation*}
$$

where $\Delta$ is the Laplacian operator defined as $\Delta w=\frac{\partial^{2} w}{\partial x_{1}^{2}}+\frac{\partial^{2} w}{\partial x_{2}^{2}}$. In the next section, we consider 2.3.21 for further analysis.

### 2.3.1 Generalized homogeneity $\pi$ theorem

Here, we aim to derive the dimensionless version of the model we derived for the beam folding 2.2 .13 and a plate 2.3 .21 . For this aim, we use Buckingham $\pi$ theorem for transformation to dimensionless parameters [30]. This theorem reduces a problem in determining [49]:

$$
\begin{equation*}
a=\mathscr{F}\left(a_{1}, \cdots, a_{k}, b_{1}, \cdots, b_{m}\right) \tag{2.3.22}
\end{equation*}
$$

where $a$ is a quantity being determined with $k+m$ arguments and $a_{i}$ denotes arguments with independent dimensions. $b_{i}$ represents arguments with dimensions being expressed using dimensions of $a_{i}$ as:

$$
\begin{equation*}
\left[b_{i}\right]=\left[a_{1}\right]^{p_{i}} \cdots\left[a_{k}\right]^{r_{i}} \tag{2.3.23}
\end{equation*}
$$

Then, introducing the variables

$$
\begin{aligned}
\pi & =\frac{a}{a_{1}^{p} \cdots a_{k}^{r}}, \\
\pi_{i} & =\frac{b_{i}}{a_{1}^{p_{i}} \cdots a_{k}^{r_{i}}}, \\
\pi_{m} & =\frac{b_{m}}{a_{1}^{p_{m}} \cdots a_{k}^{r_{m}}},
\end{aligned}
$$

allows us to formulate:

$$
\begin{equation*}
\pi=\frac{\mathscr{F}\left(a_{1}, \cdots, a_{k}, b_{1}, \cdots, b_{m}\right)}{a_{1}^{p} \cdots a_{k}^{r}} \tag{2.3.24}
\end{equation*}
$$

Thus, from (2.3.22) and (2.3.24), we have:

$$
\begin{equation*}
\pi=\mathcal{F}\left(a_{1}, \cdots, a_{k}, \pi_{1}, \cdots, \pi_{m}\right) \tag{2.3.25}
\end{equation*}
$$

with $\mathcal{F}$ being a certain function.
Next, we show that changing $a_{1}$ by an arbitrary factor does not lead to any changes in $a_{2}, \cdots, a_{k}$ and $\pi_{1}, \cdots, \pi_{m}$. Similarly, this is valid for changing $a_{i}$ by an arbitrary factor. Therefore, $\mathcal{F}$ is independent of $a_{1}, \cdots, a_{k}$, and we can reformulate (2.3.24) as:

$$
\begin{equation*}
\pi=\Phi\left(\pi_{1}, \cdots, \pi_{m}\right) \tag{2.3.26}
\end{equation*}
$$

From (2.3.24) and (2.3.26), one can readily obtain:

$$
\begin{equation*}
\mathscr{F}\left(a_{1}, \cdots, a_{k}, b_{1}, \cdots, b_{m}\right)=a_{1}^{p} \cdots a_{k}^{r} \Phi\left(\frac{b_{1}}{a_{1}^{p_{1}} \cdots a_{k}^{r_{1}}}, \cdots, \frac{b_{m}}{a_{1}^{p_{m}} \cdots a_{k}^{r_{m}}}\right) . \tag{2.3.27}
\end{equation*}
$$

We use a similar logic to 2.3.27) in the rest of the discussion to derive the nondimensional models for beam and plate folding.

We derive the dimensionless version of the model 2.3.21), by closely following (2.3.22) and (2.3.24) and defining the independent arguments $a_{1}=w, a_{2}=t, a_{3}=x_{1}, a_{4}=x_{2}$, $a_{5}=P$, and $a_{6}=\mu$. This allows us to rewrite 2.3.21) as:

$$
\begin{equation*}
\Delta^{2} w+P \Delta w+w-w^{3}+\mu w^{5}+\dot{w}=0 . \tag{2.3.28}
\end{equation*}
$$

by setting:

$$
\begin{array}{ll}
x_{1} \rightarrow\left(\frac{D}{k_{1}}\right)^{1 / 4} x_{1}, & x_{2} \rightarrow\left(\frac{D}{k_{1}}\right)^{1 / 4} x_{2}, \\
w \rightarrow \sqrt{\frac{k_{1}}{k_{2}}} w, & t \rightarrow \frac{\eta}{k_{1}} t \\
P \rightarrow \frac{P}{\sqrt{D k_{1}}}, & \mu \rightarrow \frac{k_{1} k_{3}}{k_{2}^{2}}
\end{array}
$$

Later, we study the stability behaviour of the model (2.3.28).

### 2.3.2 Linear-stability analysis

We analyse the behaviour of the models 2.3 .28 by rewriting them as:

$$
\begin{equation*}
\dot{w}:=\Psi(w) . \tag{2.3.29}
\end{equation*}
$$
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We first find the fixed points of the models in 2.3 .28 . For this, we require to find the stationary point of the energy functional, which is equivalent to the zeros of the resistive force $f_{e}(w)$. Thus, we have:

$$
\begin{align*}
w_{0} & =0 \\
w_{ \pm 1} & = \pm \sqrt{\frac{1-\sqrt{1-4 \mu}}{2 \mu}}  \tag{2.3.30}\\
w_{ \pm 2} & = \pm \sqrt{\frac{1+\sqrt{1-4 \mu}}{2 \mu}}
\end{align*}
$$

Remark 3. From 2.3.30, we conclude that to have softening and re-stiffening behaviour in the framework, one requires to choose $0<\mu \leq 0.25$, as Figure 2.2 shows.

Then, linearizing the non-linear model in the vicinity of the fixed points $w_{\star}$ using small perturbations, we obtain:

$$
\begin{equation*}
w(\cdot, t)=w_{\star}+\delta w(\cdot, t) \tag{2.3.31}
\end{equation*}
$$

Inserting the perturbation ansatz (2.3.31) into (2.3.29), we have

$$
\begin{equation*}
g\left(w_{\star}+\delta w(\cdot, t)\right) \approx g\left(w_{\star}\right)+g^{\prime}\left(w_{\star}\right) \delta w(\cdot, t)=g^{\prime}\left(w_{\star}\right) \delta w(\cdot, t) \tag{2.3.32}
\end{equation*}
$$

Thus, we find that a linear ODE governs the growth of the perturbation $\delta w(\cdot, t)$, that is

$$
\begin{equation*}
\frac{d}{d t} \delta w(\cdot, t)=g^{\prime}\left(w_{\star}\right) \delta w(\cdot, t) \tag{2.3.33}
\end{equation*}
$$

with the solution of

$$
\begin{equation*}
\delta w(\cdot, t)=\delta w(\cdot, 0) \exp \left(g^{\prime}\left(w_{\star}\right) t\right) \tag{2.3.34}
\end{equation*}
$$

Therefore, if $g^{\prime}\left(w_{\star}\right)>0$, the perturbation grows in the temporal domain, and the fixed point is linearly unstable. Whereas, for $g^{\prime}\left(w_{\star}\right)>0$, the fixed point shows stable behaviour, and the perturbation decays with the limit value of

$$
\begin{equation*}
\lim _{t \rightarrow \infty} \delta w(\cdot, t)=0 \tag{2.3.35}
\end{equation*}
$$

For further analysis, we consider a perturbation function:

$$
\begin{equation*}
\delta w(\cdot, t)=\epsilon \exp (\sigma t-i \mathbf{k} \cdot \mathbf{x}) \tag{2.3.36}
\end{equation*}
$$

where $\mathbf{x}:=\left(x_{1}, x_{2}\right)$ and $\mathbf{k}:=\left(k_{1}, k_{2}\right)$ is defined as the vector of modes in $x_{1}$ and $x_{2}$ directions. Plugging 2.3.36) into the linearized form of the model, the dispersion relations for the model (2.3.28) read:

$$
\begin{align*}
\sigma_{0}(\mathbf{k}) & =-\left(|\mathbf{k}|^{4}-P|\mathbf{k}|^{2}+1\right) \\
\sigma_{ \pm 1}(\mathbf{k}) & =-\left(|\mathbf{k}|^{4}-P|\mathbf{k}|^{2}-4\right) \mp \frac{1}{\mu}(1-\sqrt{1-4 \mu})  \tag{2.3.37}\\
\sigma_{ \pm 2}(\mathbf{k}) & =-\left(|\mathbf{k}|^{4}-P|\mathbf{k}|^{2}-4\right) \mp \frac{1}{\mu}(1+\sqrt{1-4 \mu})
\end{align*}
$$

with $|\mathbf{k}|=\sqrt{k_{x}^{2}+k_{y}^{2}}$ being the magnitude of the vector $\mathbf{k}$.
As we discussed before, the $k$-modes with $\sigma>0$ lead to instability. Therefore, the dispersion relations in (2.3.37) show that the model have stable behaviour around the point $\omega_{0}$ when the applied force $P$ is compressional. Around the other fixed points $w_{ \pm 1}$ and $w_{ \pm 2}$, the solution is stable for sufficiently large modes regardless of $\mu$ and $P$. To analyse the stability behaviour for general modes, we consider the lowest mode $|\mathbf{k}|=1$. Then, one requires to have $\xi_{1}, \xi_{2}, \xi_{3}, \xi_{4} \geq 0$ for compressive $P$ to have stability around the fixed points $\sigma_{+1}, \sigma_{-1}, \sigma_{+2}$, and $\sigma_{-2}$, respectively. Here, we define:

$$
\begin{align*}
& \xi_{1}=-4 \mu+1-\sqrt{1-4 \mu}, \\
& \xi_{2}=-4 \mu-1+\sqrt{1-4 \mu},  \tag{2.3.38}\\
& \xi_{3}=-4 \mu+1+\sqrt{1-4 \mu}, \\
& \xi_{4}=-4 \mu-1-\sqrt{1-4 \mu} .
\end{align*}
$$

Figure 2.6.a presents the variations of $\xi_{j}, j=1, \cdots, 4$ with respect to $\mu$. We can see that only the fixed point $\sigma_{+2}$ is stable with any compressive axial force $P$. For other cases, we derive $P_{\min }$ from (2.3.37) and require to set $|P|>P_{\text {min }}$ where the negative sign represents the compressibility (see, figure 2.6.b). Otherwise, the behaviour is nontrivial and depends on the values of $|k|$ and $\mu$.

### 2.4 Viscoelastic plate

In this section, we extend our model further and consider that both the plate and the surrounding framework behave as a viscoelastic material. Similarly, we use the Kelvin-Voigt viscoelastic model for the plate to write the stress tensor as:

$$
\begin{equation*}
\boldsymbol{\sigma}(t)=\mathbb{E} \boldsymbol{\epsilon}(t)+\tau_{c} \mathbb{E} \frac{\partial \boldsymbol{\epsilon}(t)}{\partial t}, \tag{2.4.1}
\end{equation*}
$$
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Figure 2.6: The effect of the axial force and $\mu$ on the stability of the model.
with $\tau_{c}$ denoting the viscoelastic relaxation parameter. Therefore, we have:

$$
\begin{align*}
\sigma_{1}(t) & =\frac{E}{1-\nu^{2}}\left(\epsilon_{1}+\nu \epsilon_{2}\right)+\tau_{c} \frac{E}{1-\nu^{2}}\left(\frac{\partial \epsilon_{1}}{\partial t}+\nu \frac{\partial \epsilon_{2}}{\partial t}\right),  \tag{2.4.2}\\
\sigma_{2}(t) & =\frac{E}{1-\nu^{2}}\left(\epsilon_{2}+\nu \epsilon_{1}\right)+\tau_{c} \frac{E}{1-\nu^{2}}\left(\frac{\partial \epsilon_{2}}{\partial t}+\nu \frac{\partial \epsilon_{1}}{\partial t}\right),  \tag{2.4.3}\\
\sigma_{12}(t) & =\frac{E}{2(1+\nu)} \epsilon_{12}+\tau_{c} \frac{E}{2(1+\nu)} \frac{\partial \epsilon_{12}}{\partial t} \tag{2.4.4}
\end{align*}
$$

Thus, we can propose the energy of the plate as the summation of the elastic and viscous contributions as:

$$
\begin{equation*}
\Pi_{S}(w)=\Pi_{E}(w)+\Pi_{V}(w) \tag{2.4.5}
\end{equation*}
$$

where $\Pi_{E}(w)$ is the energy of the elastic plate and $\Pi_{V}(w)$ is the viscous contribution. Following closely the previous section, from (2.3.9) and (2.4.1), we have:

$$
\begin{align*}
\Pi_{V}(w) & =\int_{\Omega_{0}} \tau_{c} D\left[\frac{\partial^{2} w}{\partial x_{1}^{2}}\left(\frac{\partial^{2} \dot{w}}{\partial x_{1}^{2}}+\nu \frac{\partial^{2} \dot{w}}{\partial x_{2}^{2}}\right)\right.  \tag{2.4.6}\\
& \left.+\frac{\partial^{2} w}{\partial x_{2}^{2}}\left(\frac{\partial^{2} \dot{w}}{\partial x_{2}^{2}}+\nu \frac{\partial^{2} \dot{w}}{\partial x_{1}^{2}}\right)+2(1-\nu)\left(\frac{\partial^{2} w}{\partial x_{1} \partial x_{2}}\right)\left(\frac{\partial^{2} \dot{w}}{\partial x_{1} \partial x_{2}}\right)\right] .
\end{align*}
$$

Also, we obtain $\Pi_{E}(w)$ similar to (2.3.11). The potential energy of the plate affixed to a foundation with localized behaviour is the summation of the energies of the elastic and viscous contributions of the plate, work done by the applied axial forces, and the work of the foundation response. Thus, we define the system's potential energy as:

$$
\begin{equation*}
\Pi(w)=\Pi_{E}(w)+\Pi_{V}(w)+\Pi_{p}(w)+\Pi_{f}(w) . \tag{2.4.7}
\end{equation*}
$$

Plugging (2.2.11, 2.3.11, 2.3.16), and (2.4.6 into (2.4.7), we obtain the potentialenergy functional of the system as:

$$
\begin{align*}
\Pi(w) & =\int_{\Omega_{0}} \frac{D}{2}\left[\left(\frac{\partial^{2} w}{\partial x_{1}^{2}}+\frac{\partial^{2} w}{\partial x_{2}^{2}}\right)^{2}-2(1-\nu)\left(\frac{\partial^{2} w}{\partial x_{1}^{2}} \frac{\partial^{2} w}{\partial x_{2}^{2}}-\left(\frac{\partial^{2} w}{\partial x_{1} \partial x_{2}}\right)^{2}\right)\right] \\
& +\int_{\Omega_{0}} \tau_{c} D\left[\frac{\partial^{2} w}{\partial x_{1}^{2}}\left(\frac{\partial^{2} \dot{w}}{\partial x_{1}^{2}}+\nu \frac{\partial^{2} \dot{w}}{\partial x_{2}^{2}}\right)+\frac{\partial^{2} w}{\partial x_{2}^{2}}\left(\frac{\partial^{2} \dot{w}}{\partial x_{2}^{2}}+\nu \frac{\partial^{2} \dot{w}}{\partial x_{1}^{2}}\right)\right. \\
& \left.+2(1-\nu)\left(\frac{\partial^{2} w}{\partial x_{1} \partial x_{2}}\right)\left(\frac{\partial^{2} \dot{w}}{\partial x_{1} \partial x_{2}}\right)\right]-\int_{\Omega_{0}} \frac{P}{2}\left(\left(\frac{\partial w}{\partial x_{1}}\right)^{2}+\left(\frac{\partial w}{\partial x_{2}}\right)^{2}\right) \\
& -\int_{\Omega_{0}} \frac{k_{1}}{2} w^{2}-\frac{k_{2}}{4} w^{4}+\frac{k_{3}}{6} w^{6}+\eta w \dot{w}=\int_{\Omega_{0}} \mathscr{L}\left(x_{1}, x_{2}, w, \nabla(w), \nabla(\dot{w}), \boldsymbol{H}(w), \boldsymbol{H}(\dot{w})\right) . \tag{2.4.8}
\end{align*}
$$

Thus, we minimize $\Pi(w)$ in (2.4.8) using an Euler-Lagrange equation that reads [102]:

$$
\begin{align*}
\frac{\partial}{\partial x_{1}}\left(\frac{\partial \mathscr{L}}{\partial w_{, 1}}\right) & +\frac{\partial}{\partial x_{2}}\left(\frac{\partial \mathscr{L}}{\partial w_{, 2}}\right)-\frac{\partial^{2}}{\partial x_{1}^{2}}\left(\frac{\partial \mathscr{L}}{\partial w_{, 11}}\right) \\
& -\frac{\partial^{2}}{\partial x_{1} \partial x_{2}}\left(\frac{\partial \mathscr{L}}{\partial w_{, 12}}\right)-\frac{\partial^{2}}{\partial x_{2}^{2}}\left(\frac{\partial \mathscr{L}}{\partial w_{, 22}}\right) \\
& +\frac{\partial}{\partial x_{1}}\left(\frac{\partial \mathscr{L}}{\partial \dot{w}_{, 1}}\right)+\frac{\partial}{\partial x_{2}}\left(\frac{\partial \mathscr{L}}{\partial \dot{w}_{, 2}}\right)-\frac{\partial^{2}}{\partial x_{1}^{2}}\left(\frac{\partial \mathscr{L}}{\partial \dot{w}_{, 11}}\right)  \tag{2.4.9}\\
& -\frac{\partial^{2}}{\partial x_{1} \partial x_{2}}\left(\frac{\partial \mathscr{L}}{\partial \dot{w}_{, 12}}\right)-\frac{\partial^{2}}{\partial x_{2}^{2}}\left(\frac{\partial \mathscr{L}}{\partial \dot{w}_{, 22}}\right)-\frac{\partial \mathscr{L}}{\partial w}=0 .
\end{align*}
$$

Finally, we obtain the following model:

$$
\begin{equation*}
D \Delta^{2} w+2 \tau_{c} D \Delta^{2} \dot{w}+P_{1} \frac{\partial^{2} w}{\partial x_{1}^{2}}+P_{2} \frac{\partial^{2} w}{\partial x_{2}^{2}}+k_{1} w-k_{2} w^{3}+k_{3} w^{5}+\eta \dot{w}=0 . \tag{2.4.10}
\end{equation*}
$$

Setting $P_{1}=P_{2}$, we have:

$$
\begin{equation*}
D \Delta^{2} w+2 \tau_{c} D \Delta^{2} \dot{w}+P \Delta w+k_{1} w-k_{2} w^{3}+k_{3} w^{5}+\eta \dot{w}=0 . \tag{2.4.11}
\end{equation*}
$$

In the next section, we conduct the dimensional analysis and derive the dimensionless version of the proposed model 2.4.11). We also bound the corresponding parameters to provide linear stability.

### 2.4.1 Dimensional analysis and study of linear stability

Herein, we continue the analysis of Section 2.3.1, which allows us to write the dimensionless version of (2.4.11) as:

$$
\begin{equation*}
\Delta^{2} w+\lambda \Delta^{2} \dot{w}+P \Delta w+w-w^{3}+\mu w^{5}+\dot{w}=0 . \tag{2.4.12}
\end{equation*}
$$
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Similarly, we define:

$$
\begin{aligned}
x_{1} & \rightarrow\left(\frac{D}{k_{1}}\right)^{1 / 4} x_{1}, & x_{2} & \rightarrow\left(\frac{D}{k_{1}}\right)^{1 / 4} x_{2} \\
w & \rightarrow \sqrt{\frac{k_{1}}{k_{2}}} w, & t & \rightarrow \frac{\eta}{k_{1}} t \\
P & \rightarrow \frac{P}{\sqrt{D k_{1}}}, & \mu & \rightarrow \frac{k_{1} k_{3}}{k_{2}^{2}} \\
\lambda & \rightarrow \frac{2 \tau_{c} k_{1}}{\eta t} & &
\end{aligned}
$$

Next, we use the non-dimensional model 2.4 .12 for the stability analysis. First, we find the zeros of the forcing term (see, 2.3.30). Then, linearizing the non-linear model near the fixed points and inserting the small perturbation 2.3.31), the dispersion relations for the model 2.4 .12 are:

$$
\begin{align*}
\sigma_{0, V}(\mathbf{k}) & =\frac{-1}{1+\lambda|\mathbf{k}|^{4}}\left(|\mathbf{k}|^{4}-P|\mathbf{k}|^{2}+1\right) \\
\sigma_{ \pm 1, V}(\mathbf{k}) & =\frac{-1}{\mu\left(1+\lambda|\mathbf{k}|^{4}\right)}\left(\mu\left(|\mathbf{k}|^{4}-P|\mathbf{k}|^{2}-4\right) \pm(1-\sqrt{1-4 \mu})\right)  \tag{2.4.13}\\
\sigma_{ \pm 2, V}(\mathbf{k}) & =\frac{-1}{\mu\left(1+\lambda|\mathbf{k}|^{4}\right)}\left(\mu\left(|\mathbf{k}|^{4}-P|\mathbf{k}|^{2}-4\right) \pm(1+\sqrt{1-4 \mu})\right)
\end{align*}
$$

The dispersion relations 2.4 .13 shows that the models behave similar to the model for the elastic layer around the point $\omega_{0}$ and is stable when the applied force $P$ is compressive and $\lambda \geq 0$. Around other fixed points $w_{ \pm 1}$ and $w_{ \pm 2}$, it is required to have $\lambda \geq 0$ and large modes. For general modes, choosing $\lambda \geq 0$, we also need $\xi_{1}, \xi_{2}, \xi_{3}, \xi_{4} \geq$ 0 for compressive $P$ to have stable behaviour around the fixed points $\sigma_{+1}, \sigma_{-1}, \sigma_{+2}$, and $\sigma_{-2}$, respectively. Here, we refer the reader to figures (2.6).

### 2.4.2 Folding of thick layers

The central assumption in deriving the models in the previous sections is that the layer is considerably thin with respect to its lateral dimensions. We overcome this shortcoming for thick layers by using higher-order shear deformation theories and redefine the displacement field $\mathbf{u}=\left(u_{1}, u_{2}, u_{3}\right)$ as:

$$
\begin{align*}
& u_{1}\left(x_{1}, x_{2}, x_{3}\right)=-x_{3} \frac{\partial w_{b}\left(x_{1}, x_{2}\right)}{\partial x_{1}}-\frac{4 x_{3}^{3}}{3 h^{2}} \frac{\partial w_{s}\left(x_{1}, x_{2}\right)}{\partial x_{1}} \\
& u_{2}\left(x_{1}, x_{2}, x_{3}\right)=-x_{3} \frac{\partial w_{b}\left(x_{1}, x_{2}\right)}{\partial x_{2}}-\frac{4 x_{3}^{3}}{3 h^{2}} \frac{\partial w_{s}\left(x_{1}, x_{2}\right)}{\partial x_{2}}  \tag{2.4.14}\\
& u_{3}\left(x_{1}, x_{2}, x_{3}\right)=w_{b}\left(x_{1}, x_{2}\right)+w_{s}\left(x_{1}, x_{2}\right)
\end{align*}
$$

with $w_{b}$ and $w_{s}$ being the vertical deformations due to the bending and shear components, respectively. This higher-order theory allows us to account for shear deformation effects. Later, the strains obtained in (2.3.4) become:

$$
\begin{align*}
& \epsilon_{1}=-x_{3} \frac{\partial^{2} w_{b}\left(x_{1}, x_{2}\right)}{\partial x_{1}^{2}}-\frac{4 x_{3}^{3}}{3 h^{2}} \frac{\partial^{2} w_{s}\left(x_{1}, x_{2}\right)}{\partial x_{1}^{2}}  \tag{2.4.15}\\
& \epsilon_{2}=-x_{3} \frac{\partial^{2} w_{b}\left(x_{1}, x_{2}\right)}{\partial x_{2}^{2}}-\frac{4 x_{3}^{3}}{3 h^{2}} \frac{\partial^{2} w_{s}\left(x_{1}, x_{2}\right)}{\partial x_{2}^{2}}  \tag{2.4.16}\\
& \gamma_{12}=-2 x_{3} \frac{\partial^{2} w_{b}\left(x_{1}, x_{2}\right)}{\partial x_{1} \partial x_{2}}-\frac{8 x_{3}^{3}}{3 h^{2}} \frac{\partial^{2} w_{s}\left(x_{1}, x_{2}\right)}{\partial x_{1} \partial x_{2}} \tag{2.4.17}
\end{align*}
$$

We now take into account the transverse shear strains as:

$$
\begin{align*}
& \gamma_{13}=\left(1-\frac{4 x_{3}^{2}}{h^{2}}\right) \frac{\partial w_{s}\left(x_{1}, x_{2}\right)}{\partial x_{1}}  \tag{2.4.18}\\
& \gamma_{23}=\left(1-\frac{4 x_{3}^{2}}{h^{2}}\right) \frac{\partial w_{s}\left(x_{1}, x_{2}\right)}{\partial x_{2}} . \tag{2.4.19}
\end{align*}
$$

We can show that the transverse shear stresses in 2.4.18) satisfy the condition of zero transverse shear stresses at the top $(z=h / 2)$ and bottom $(z=-h / 2)$ surfaces of the plate. From 2.4.2 and 2.4.15, we calculate the general form of the strain energy as:

$$
\begin{align*}
& \Pi_{S}\left(w_{b}, w_{s}\right)= \int_{\Omega_{0}} \\
&=\int_{-h / 2}^{h / 2}\left(\sigma_{1} \epsilon_{1}+\sigma_{2} \epsilon_{2}+\sigma_{12} \epsilon_{12}+\sigma_{13} \epsilon_{13}+\sigma_{23} \epsilon_{23}\right)  \tag{2.4.20}\\
&\left\{-M_{1}^{b} \frac{\partial^{2} w_{b}}{\partial x_{1}^{2}}-M_{1}^{s} \frac{\partial^{2} w_{s}}{\partial x_{1}^{2}}-M_{2}^{b} \frac{\partial^{2} w_{b}}{\partial x_{2}^{2}}-M_{2}^{s} \frac{\partial^{2} w_{s}}{\partial x_{2}^{2}}\right. \\
&\left.-2 M_{12}^{b} \frac{\partial^{2} w_{b}}{\partial x_{1} \partial x_{2}}-2 M_{12}^{s} \frac{\partial^{2} w_{s}}{\partial x_{1} \partial x_{2}}+Q_{13} \frac{\partial w_{s}}{\partial x_{1}}+Q_{23} \frac{\partial w_{s}}{\partial x_{2}}\right\},
\end{align*}
$$

where $M$ terms are the horizontal stress resultants defined by:

$$
\begin{array}{lll}
M_{1}^{b}=\int_{-h / 2}^{h / 2} z \sigma_{1} d z, & M_{2}^{b}=\int_{-h / 2}^{h / 2} z \sigma_{2} d z, & M_{12}^{b}=\int_{-h / 2}^{h / 2} z \sigma_{12} d z, \\
M_{1}^{s}=\int_{-h / 2}^{h / 2} \frac{4 z^{3}}{3 h^{2}} \sigma_{1} d z, & M_{2}^{s}=\int_{-h / 2}^{h / 2} z \frac{4 z^{3}}{3 h^{2}} \sigma_{2} d z, & M_{12}^{s}=\int_{-h / 2}^{h / 2} \frac{4 z^{3}}{3 h^{2}} \sigma_{12} d z, \tag{2.4.22}
\end{array}
$$

and $Q$ denotes the transversal stress resultants defined as:

$$
\begin{equation*}
Q_{13}=\int_{-h / 2}^{h / 2}\left(1-\frac{4 z^{2}}{h^{2}}\right) \sigma_{13} d z, \quad Q_{23}=\int_{-h / 2}^{h / 2}\left(1-\frac{4 z^{2}}{h^{2}}\right) \sigma_{23} d z . \tag{2.4.23}
\end{equation*}
$$
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Using the constitutive law (2.4.1), one can derive the stress resultants as:

$$
\begin{align*}
& {\left[\begin{array}{l}
M_{1}^{b} \\
M_{2}^{b} \\
M_{12}^{b}
\end{array}\right]=} D\left[\begin{array}{ccc}
1 & \nu & 0 \\
\nu & 1 & 0 \\
0 & 0 & \frac{1-\nu}{2}
\end{array}\right]\left[\begin{array}{c}
-\frac{\partial^{2} w_{b}}{\partial x_{1}^{2}}-\tau_{c} \frac{\partial^{2} \dot{w}_{b}}{\partial x_{1}^{2}} \\
-\frac{\partial^{2} w_{b}}{\partial x_{2}^{2}}-\tau_{c} \frac{\partial^{2} \dot{w}_{b}}{\partial x_{2}^{2}} \\
-2 \frac{\partial^{2} w_{b}}{\partial x_{2} \partial x_{2}}-2 \tau_{c} \frac{\partial^{2} \dot{w}_{b}}{\partial x_{1} \partial x_{2}}
\end{array}\right] \\
&+c F\left[\begin{array}{lll}
1 & \nu & 0 \\
\nu & 1 & 0 \\
0 & 0 & \frac{1-\nu}{2}
\end{array}\right]\left[\begin{array}{r}
-\frac{\partial^{2} w_{s}}{\partial x_{1}^{2}}-\tau_{c} \frac{\partial^{2} \dot{w}_{s}}{\partial x_{1}^{2}} \\
-\frac{\partial^{2} w_{s}}{\partial x_{2}^{2}}-\tau_{c} \frac{\partial^{2} \dot{w}_{s}}{\partial x_{2}^{2}} \\
-2 \frac{\partial^{2} w_{s}}{\partial x_{1} \partial x_{2}}-2 \tau_{c} \frac{\partial^{2} \dot{w}_{s}}{\partial x_{1} \partial x_{2}}
\end{array}\right]  \tag{2.4.24}\\
& {\left[\begin{array}{l}
M_{1}^{s} \\
M_{2}^{s} \\
M_{12}^{s}
\end{array}\right]=c F\left[\begin{array}{lll}
1 & \nu & 0 \\
\nu & 1 & 0 \\
0 & 0 & \frac{1-\nu}{2}
\end{array}\right]\left[\begin{array}{r}
-\frac{\partial^{2} w_{b}}{\partial x_{1}^{2}}-\tau_{c} \frac{\partial^{2} \dot{w}_{b}}{\partial x_{1}^{2}} \\
-\frac{\partial^{2} w_{b}}{\partial x_{2}^{2}}-\tau_{c} \frac{\partial^{2} \dot{w}_{b}}{\partial x_{2}^{2}} \\
-2 \frac{\partial^{2} w_{b}}{\partial x_{1} \partial x_{2}}-2 \tau_{c} \frac{\partial^{2} \dot{w}_{b}}{\partial x_{1} \partial x_{2}}
\end{array}\right] } \\
&+c^{2} H\left[\begin{array}{ccc}
1 & \nu & 0 \\
\nu & 1 & 0 \\
0 & 0 & \frac{1-\nu}{2}
\end{array}\right]\left[\begin{array}{r}
-\frac{\partial^{2} w_{s}}{\partial x_{1}^{2}}-\tau_{c} \frac{\partial^{2} \dot{w}_{s}}{\partial x_{1}^{2}} \\
-\frac{\partial^{2} w_{s}}{\partial x_{2}^{2}}-\tau_{c} \frac{\partial^{2} \dot{w}_{s}}{\partial x_{2}^{2}} \\
-2 \frac{\partial^{2} w_{s}}{\partial x_{1} \partial x_{2}}-2 \tau_{c} \frac{\partial^{2} \dot{w}_{s}}{\partial x_{1} \partial x_{2}}
\end{array}\right] \tag{2.4.25}
\end{align*}
$$

and

$$
\left[\begin{array}{l}
Q_{13}  \tag{2.4.26}\\
Q_{23}
\end{array}\right]=A^{s}\left[\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right]\left[\begin{array}{l}
\frac{\partial w_{s}}{\partial x_{1}}+\tau_{c} \frac{\partial \dot{w}_{s}}{\partial x_{1}} \\
\frac{\partial w_{s}}{\partial x_{2}}+\tau_{c} \frac{\partial \dot{w}_{s}}{\partial x_{2}}
\end{array}\right],
$$

where $c=\frac{4}{3 h^{2}}$ and

$$
\begin{align*}
F & :=\int_{-h / 2}^{h / 2} z^{4} \frac{E}{1-\nu^{2}} d z=\frac{E h^{5}}{80\left(1-\nu^{2}\right)} \\
H & :=\int_{-h / 2}^{h / 2} z^{6} \frac{E}{1-\nu^{2}} d z=\frac{E h^{7}}{448\left(1-\nu^{2}\right)}  \tag{2.4.27}\\
A^{s} & :=\int_{-h / 2}^{h / 2}\left(1-\frac{4 z^{2}}{h^{2}}\right)^{2} \frac{E}{2(1+\nu)} d z=\frac{4 E h}{15(1+\nu)} .
\end{align*}
$$

We express the work done by the vertical force of the framework as:

$$
\begin{equation*}
\Pi_{f}\left(w_{b}, w_{s}\right)=-\int_{\Omega_{0}}\left(q+\eta\left(\dot{w}_{b}+\dot{w}_{s}\right)\right)\left(w_{b}+w_{s}\right) \tag{2.4.28}
\end{equation*}
$$

where

$$
\begin{equation*}
q=\frac{k_{1}}{2}\left(w_{b}+w_{s}\right)-\frac{k_{2}}{4}\left(w_{b}+w_{s}\right)^{4}+\frac{k_{3}}{6}\left(w_{b}+w_{s}\right)^{6} . \tag{2.4.29}
\end{equation*}
$$

Thus, the system's energy is given by the summation of the potential energy 2.4.20 and the work done by the external force 2.4 .28 ) and the framework response as:

$$
\begin{align*}
\Pi\left(w_{b}, w_{s}\right) & =\Pi_{E}\left(w_{b}, w_{s}\right)+\Pi_{V}\left(w_{b}, w_{s}\right)+\Pi_{f}\left(w_{b}, w_{s}\right)+\Pi_{p}\left(w_{b}, w_{s}\right) \\
& =\int_{\Omega_{0}} \mathscr{L}\left(x_{1}, x_{2}, \nabla\left(w_{b}\right), \nabla\left(w_{s}\right), \boldsymbol{H}\left(w_{b}\right), \boldsymbol{H}\left(w_{s}\right), \boldsymbol{H}\left(\dot{w}_{b}\right), \boldsymbol{H}\left(\dot{w}_{s}\right)\right) . \tag{2.4.30}
\end{align*}
$$

Next, we minimize the energy functional (2.4.30) using an Euler-Lagrangian equation. For this functional with two functions and several variables, we use:

$$
\begin{align*}
-\frac{\partial \mathscr{L}}{\partial w_{b}}+\frac{\partial}{\partial x_{1}}\left(\frac{\partial \mathscr{L}}{\partial w_{b, 1}}\right) & +\frac{\partial}{\partial x_{2}}\left(\frac{\partial \mathscr{L}}{\partial w_{b, 2}}\right)-\frac{\partial^{2}}{\partial x_{1}^{2}}\left(\frac{\partial \mathscr{L}}{\partial w_{b, 11}}\right) \\
& -\frac{\partial^{2}}{\partial x_{1} \partial x_{2}}\left(\frac{\partial \mathscr{L}}{\partial w_{b, 12}}\right)-\frac{\partial^{2}}{\partial x_{2}^{2}}\left(\frac{\partial \mathscr{L}}{\partial w_{b, 22}}\right) \\
& +\frac{\partial}{\partial x_{1}}\left(\frac{\partial \mathscr{L}}{\partial \dot{w}_{b, 1}}\right)+\frac{\partial}{\partial x_{2}}\left(\frac{\partial \mathscr{L}}{\partial \dot{w}_{b, 2}}\right)-\frac{\partial^{2}}{\partial x_{1}^{2}}\left(\frac{\partial \mathscr{L}}{\partial \dot{w}_{b, 11}}\right) \\
& -\frac{\partial^{2}}{\partial x_{1} \partial x_{2}}\left(\frac{\partial \mathscr{L}}{\partial \dot{w}_{b, 12}}\right)-\frac{\partial^{2}}{\partial x_{2}^{2}}\left(\frac{\partial \mathscr{L}}{\partial \dot{w}_{b, 22}}\right)=0_{b}, \\
-\frac{\partial \mathscr{L}}{\partial w_{s}}+\frac{\partial}{\partial x_{1}}\left(\frac{\partial \mathscr{L}}{\partial w_{s, 1}}\right) & +\frac{\partial}{\partial x_{2}}\left(\frac{\partial \mathscr{L}}{\partial w_{s, 2}}\right)-\frac{\partial^{2}}{\partial x_{1}^{2}}\left(\frac{\partial \mathscr{L}}{\partial w_{s, 11}}\right)  \tag{2.4.31}\\
& -\frac{\partial^{2}}{\partial x_{1} \partial x_{2}}\left(\frac{\partial \mathscr{L}}{\partial w_{s, 12}}\right)-\frac{\partial^{2}}{\partial x_{2}^{2}}\left(\frac{\partial \mathscr{L}}{\partial w_{s, 22}}\right) \\
& +\frac{\partial}{\partial x_{1}}\left(\frac{\partial \mathscr{L}}{\partial \dot{w}_{s, 1}}\right)+\frac{\partial}{\partial x_{2}}\left(\frac{\partial \mathscr{L}}{\partial \dot{w}_{s, 2}}\right)-\frac{\partial^{2}}{\partial x_{1}^{2}}\left(\frac{\partial \mathscr{L}}{\partial \dot{w}_{s, 11}}\right) \\
& -\frac{\partial^{2}}{\partial x_{1} \partial x_{2}}\left(\frac{\partial \mathscr{L}}{\partial \dot{w}_{s, 12}}\right)-\frac{\partial^{2}}{\partial x_{2}^{2}}\left(\frac{\partial \mathscr{L}}{\partial \dot{w}_{s, 22}}\right)=0_{s},
\end{align*}
$$

Substitution (2.4.30) into (2.4.31), we have:

$$
\begin{align*}
& D \Delta^{2} w_{b}+2 \tau_{c} D \Delta^{2} \dot{w}_{b}+c F \Delta^{2} w_{s}+2 \tau_{c} c F \Delta^{2} \dot{w}_{s} \\
& +P \Delta w_{b}+q+\eta\left(\dot{w}_{b}+\dot{w}_{s}\right)=0 . \\
& c F \Delta^{2} w_{b}+2 \tau_{c} c F \Delta^{2} \dot{w}_{b}+c^{2} H \Delta^{2} w_{s}+2 \tau_{c} c^{2} H \Delta^{2} \dot{w}_{s}-A^{s} \Delta w_{s}-2 \tau_{c} A^{s} \Delta \dot{w}_{s}  \tag{2.4.32}\\
& +P \Delta w_{s}+q+\eta\left(\dot{w}_{b}+\dot{w}_{s}\right)=0,
\end{align*}
$$

Following closely our analysis in 2.3.1, the dimensionless model is obtained as:

$$
\begin{align*}
& \Delta^{2} w_{b}+\lambda \Delta^{2} \dot{w}_{b}+\frac{1}{5} \Delta^{2} w_{s}+\frac{1}{5} \lambda \Delta^{2} \dot{w}_{s}+P \Delta w_{b}+w_{b}+w_{s}-\left(w_{b}+w_{s}\right)^{3} \\
& +\mu\left(w_{b}+w_{s}\right)^{5}+\dot{w_{b}}+\dot{w}_{s}=0, \\
& \frac{1}{5} \Delta^{2} w_{b}+\frac{1}{5} \lambda \Delta^{2} \dot{w}_{b}+\frac{1}{21} \Delta^{2} w_{s}+\frac{1}{21} \lambda \Delta^{2} \dot{w}_{s}-A_{D}^{s} \Delta w_{s}-\lambda A_{D}^{s} \Delta \dot{w}_{s}+P \Delta w_{s}  \tag{2.4.33}\\
& +w_{b}+w_{s}-\left(w_{b}+w_{s}\right)^{3}+\mu\left(w_{b}+w_{s}\right)^{5}+\dot{w}_{b}+\dot{w}_{s}=0 .
\end{align*}
$$
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with the following definitions:

$$
\begin{aligned}
x_{1} & \rightarrow\left(\frac{D}{k_{1}}\right)^{1 / 4} x_{1}, & x_{2} & \rightarrow\left(\frac{D}{k_{1}}\right)^{1 / 4} x_{2}, \\
w_{b} & \rightarrow \sqrt{\frac{k_{1}}{k_{2}}} w_{b}, & w_{s} & \rightarrow \sqrt{\frac{k_{1}}{k_{2}}} w_{s} \\
P & \rightarrow \frac{P}{\sqrt{D k_{1}}}, & \mu & \rightarrow \frac{k_{1} k_{3}}{k_{2}^{2}} \\
A_{D}^{s} & \rightarrow \frac{A_{s}}{\sqrt{D k_{1}}}, & \eta_{2} & \rightarrow \frac{k_{1}^{3}}{\eta_{1}^{3} k_{2}} \\
\lambda & \rightarrow \frac{2 \tau_{c} k_{1}}{\eta t} & t & \rightarrow \frac{\eta}{k_{1}} t
\end{aligned}
$$

In the next section, we develop a robust numerical simulator for these models.
Remark 4. We assume that the required boundary conditions and an initial state are given for the models 2.3.28, 2.4.12, and 2.4.33. In Section 2.5, we detail how we choose the corresponding boundary conditions.

### 2.5 Numerical procedure

In this section, we describe an efficient simulator for the models we propose $2.3 .28,(2.4 .12)$, and 2.4.33). We discretize in space using isogeometric analysis (IGA). IGA is a finite element method where we use NURBS as basis functions, which deliver elements with higher global continuity up to $C^{p-1}$ where $p$ is the polynomial order [28, 29, 38, 99]. This feature allows us to discretise weak formulations with higher-order derivatives (e.g. here, second-order derivatives) [17, 46]. We compare the quadratic functions with continuity of $C^{0}$ and $C^{1}$ in figure 2.7 to show how the regularity of basis functions affects their shape and support. Later, we use the generalized- $\alpha$ method as a time marching approach to obtain the fully discrete system.

### 2.5.1 Weak form

Defining a functional space $\mathcal{V}=\mathcal{H}^{2}$ as a Sobolev space of square-integrable functions with square-integrable first and second derivatives, we multiply models 2.3.28 and 2.4 .12 by $v \in \mathcal{V}$. Then, repeating the divergence theorem, the variational formulations are stated as follow, respectively: Find $w \in \mathcal{V}$ such that:

$$
\begin{align*}
B(w, v)=0, & \forall v \in \mathcal{V} \\
B_{V}(w, v)=0, & \forall v \in \mathcal{V} \tag{2.5.1}
\end{align*}
$$



Figure 2.7: Quadratic basis functions for FEM and IGA with $C^{0}$ and $C^{1}$ continuity, respectively.
where

$$
\begin{align*}
B(w, v) & :=(\Delta w, \Delta v)-(P \nabla w, \nabla v)+\left(\dot{w}+w-w^{3}+\mu w^{5}, v\right) \\
B_{V}(w, v) & :=(\Delta w, \Delta v)+(\lambda \Delta \dot{w}, \Delta v)-(P \nabla w, \nabla v)+\left(\dot{w}+w-w^{3}+\mu w^{5}, v\right), \tag{2.5.2}
\end{align*}
$$

with $(\cdot, \cdot)$ being the $L^{2}$ inner product with respect to the spatial domain. Furthermore, we derive the weak from of the problem 2.4 .33 by multiplying it by test functions $v, r \in \mathcal{V}$. Then, we obtain the weak problem as finding $w_{b}, w_{s} \in \mathcal{V}$, such that:

$$
\begin{equation*}
B_{T}\left(w_{b}, w_{s}, v, r\right)=0, \quad \forall v, r \in \mathcal{V} \tag{2.5.3}
\end{equation*}
$$

with defining

$$
\begin{align*}
B_{T}\left(w_{b}, w_{s}, v, r\right) & :=\left(\Delta w_{b}, \Delta v\right)+\left(\lambda \Delta \dot{w}_{b}, \Delta v\right)+\frac{1}{5}\left(\Delta w_{s}, \Delta v\right)+\frac{1}{5}\left(\lambda \Delta \dot{w}_{s}, \Delta v\right) \\
& -\left(P \nabla w_{b}, \nabla v\right)+\left(w_{b}+w_{s}-\left(w_{b}+w_{s}\right)^{3}+\mu\left(w_{b}+w_{s}\right)^{5}+\dot{w}_{b}+\dot{w}_{s}, v\right) \\
& +\frac{1}{5}\left(\Delta w_{b}, \Delta r\right)+\frac{1}{5}\left(\lambda \Delta \dot{w}_{b}, \Delta r\right)+\frac{1}{21}\left(\Delta w_{s}, \Delta r\right) \\
& +\frac{1}{21}\left(\lambda \Delta \dot{w}_{s}, \Delta r\right)-\left(P \nabla w_{s}, \nabla r\right) \\
& +\left(w_{b}+w_{s}-\left(w_{b}+w_{s}\right)^{3}+\mu\left(w_{b}+w_{s}\right)^{5}+\dot{w}_{b}+\dot{w}_{s}, r\right) . \tag{2.5.4}
\end{align*}
$$
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### 2.5.2 The semi-discrete formulation

We use a spatial finite element discretization and define $\mathcal{P}_{h}$ as a partition of the domain $\Omega$ into elements $K$ and obtain $\Omega_{h}:=\bigcup_{K \in \mathcal{P}_{h}} K$. Following standard notation for the Lebesgue and Sobolev spaces, we assume $\mathcal{V}^{h}$ as a finite-dimensional space composed of polynomial functions with order $p \geq 1$ defined on $\Omega_{h}$. Then for the spatial discretization of (2.5.1), we use the Galerkin method and approximate 2.5.1 by the following variational problems over the finite-dimensional spaces: find $w^{h} \in \mathcal{V}^{h} \subset \mathcal{V}$ such that:

$$
\begin{align*}
B\left(w^{h}, v^{h}\right) & =0, & \forall v^{h} \in v^{h} \\
B_{N}\left(w^{h}, v^{h}\right) & =0, & \forall v^{h} \in \mathcal{V}^{h} . \tag{2.5.5}
\end{align*}
$$

Following the same approach, for 2.5 .3 , we can state the approximate problem as finding $w_{b}^{h}, w_{s}^{h} \in \mathcal{V}^{h} \subset \mathcal{V}$ such that:

$$
\begin{equation*}
B_{T}\left(w_{b}^{h}, w_{s}^{h}, v^{h}, r^{h}\right)=0, \quad \forall v^{h}, r^{h} \in \mathcal{V}^{h} \tag{2.5.6}
\end{equation*}
$$

with trial solutions $w^{h}, w_{s}^{h}, w_{s}^{h}$ defined as:

$$
\begin{equation*}
w^{h}=\sum_{A=1}^{n_{b}} w_{A} N_{A}, \quad w_{b}^{h}=\sum_{A=1}^{n_{b}} w_{b A} N_{A}, \quad w_{s}^{h}=\sum_{A=1}^{n_{b}} w_{s A} N_{A} \tag{2.5.7}
\end{equation*}
$$

and the weighting functions $v^{h}, r^{h}$ as:

$$
\begin{equation*}
v^{h}=\sum_{A=1}^{n_{b}} v_{A} N_{A}, \quad r^{h}=\sum_{A=1}^{n_{b}} r_{A} N_{A} \tag{2.5.8}
\end{equation*}
$$

Here, $N_{A}$ is the basis function, and $n_{b}$ is the dimension of the discrete space. Based on the definition of $\mathcal{V}_{h}$, we need the discrete space to be at least $\mathcal{H}^{2}$-conforming globally. In this work, we satisfy this requirement by using a NURBS basis with $C^{1}$-continuity.

### 2.5.3 Time integration

Let us partition the temporal domain $[0, T]$ uniformly with a time step $\tau$ : $0=t_{0}<t_{1}<$ $\cdots<t_{N}=T$ and denote by $W_{n}^{h}, V_{n}^{h}$ the approximations to $w^{h}\left(t_{n}\right), \dot{w}^{h}\left(t_{n}\right)$, respectively. Therefore, exploiting the generalized- $\alpha$ method [60], the fully discrete formulation of the model 2.3 .28 at time-step $n+1$ is:

$$
\begin{align*}
0 & =\left(\Delta W_{n+\alpha_{f}}^{h}, \Delta v^{h}\right)-\left(P \nabla W_{n+\alpha_{f}}^{h}, \nabla v^{h}\right)+\left(V_{n+\alpha_{m}}^{h}+\psi\left(W_{n+\alpha_{f}}^{h}\right), v^{h}\right), \\
W_{n+1} & =W_{n}+\tau V_{n}+\tau \gamma \llbracket V_{n} \rrbracket,  \tag{2.5.9}\\
\left(V_{0}^{h}, v^{h}\right) & =-\left(\Delta W_{0}^{h}, \Delta v^{h}\right)+\left(P \nabla W_{0}^{h}, \nabla v^{h}\right)-\left(\psi\left(W_{0}\right), v^{h}\right),
\end{align*}
$$

where

$$
\begin{align*}
\psi\left(W_{n}\right) & =W_{n}^{h}-\left(W_{n}^{h}\right)^{3}+\mu\left(W_{n}^{h}\right)^{5}, \\
W_{n+\alpha_{f}} & =W_{n}+\alpha_{f} \llbracket W_{n} \rrbracket,  \tag{2.5.10}\\
V_{n+\alpha_{m}} & =V_{n}+\alpha_{m} \llbracket V_{n} \rrbracket, \\
\llbracket W_{n} \rrbracket & =W_{n+1}-W_{n} .
\end{align*}
$$

According to (2.5.9), the method requires a two-step computation; the first one solves an implicit system to find $\llbracket V_{n} \rrbracket$, the second one uses the second equation in 2.5.9 to update $U_{n+1}$ explicitly. We guarantee the scheme's second-order accuracy in time by setting $\gamma=\frac{1}{2}+\alpha_{m}-\alpha_{f}$; we also control the numerical dissipation using the following parameter definition 60]:

$$
\begin{equation*}
\alpha_{m}=\frac{1}{2}\left(\frac{3-\rho_{\infty}}{1+\rho_{\infty}}\right), \quad \alpha_{f}=\frac{1}{1+\rho_{\infty}} . \tag{2.5.11}
\end{equation*}
$$

where, $\rho_{\infty} \in[0,1]$ is a user-control parameter. The next chapter describes the dissipation control, a higher-order version of this approximation in time, and the stability behaviour in the temporal domain of the methods we propose.

Remark 5. To complete our methodology for the implementation of the fully discrete problem (2.5.9), we use Newton's method to solve the resulting nonlinear equation. The iterative procedure can be summarized as computing the residual $\boldsymbol{R}^{(i)}$, using $W_{n+1}^{(i)}$ with $i$ denoting the $i$-th iteration. Next, computing the Jacobian $\boldsymbol{j}^{(i)}$, we solve

$$
\begin{equation*}
\boldsymbol{j}^{(i)} \delta W^{(i+1)}=\boldsymbol{R}^{i} . \tag{2.5.12}
\end{equation*}
$$

Then, we update $W_{n+1}^{(i+1)}=W_{n+1}^{(i)}-\delta W^{(i+1)}$. We repeat these steps until the norm of the global residual vector is reduced to a certain tolerance (for example, here, 10-8) of their initial value. We usually achieve convergence in 3 to 5 nonlinear iterations per time step. For more details, we refer the reader to [46, (100].

Remark 6. To obtain the fully discrete version of the models (2.4.12) and (2.4.33) we follow the procedure of deriving (2.5.9) from (2.5.1) closely.

### 2.5.4 Results and discussion

In our examples, we simulate a plate with an imperfection at its initial state given by:

$$
\begin{equation*}
w(\cdot, 0)=\frac{0.0001}{\left(1+x^{2}\right)\left(1+y^{2}\right)} . \tag{2.5.13}
\end{equation*}
$$
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For thick layers and in the case of using (2.4.33), the initial conditions read:

$$
\begin{equation*}
w_{b}(\cdot, 0)=\frac{0.0001}{\left(1+x^{2}\right)\left(1+y^{2}\right)}, \quad w_{s}(\cdot, 0)=0 \tag{2.5.14}
\end{equation*}
$$

Then, we study the effects of the viscosity of the layer on the localized buckling by comparing the evolution of folding for different viscosities. For this, we simulate 2.3.28 and 2.4.12 with given $\eta=0.25$, with a compressive force $P=4$ and Dirichlet boundary conditions for vertical displacement and the bending moment. Later, we choose time step of $\tau=0.05$, polynomial space of order $p=2$ with $C^{1}$ continuity. We present the evolution of the fold in figure 2.8 . We conclude that the folds approach a sinusoidal shape by decreasing the viscosity of the layer.

We also solve 2.4 .12 for a 2D plate and present the result at time 10 in figure 2.9 with cross-sections to show the behaviour of our model. The localized bucklings occur in $x$ and $y$ directions. That is, the sinusoidal patterns predicted by Biot in [14] are not valid in both horizontal dimensions, and the results are more realistic. For example, here, the simulation resembles a dome and basins.
Next, we simulate the model 2.4 .33 for a thick layer of thickness $h=1$. For this, we consider a 2 D domain $[-40,40] \times[-40,40]$ and set $\mu=0.25$ with a compressive force $P=4$. Then, we study the effects of viscosity of the layer on the localized buckling by comparing the evolution of two cases of $\lambda=0$ and $\lambda=100$. Figure 2.10 presents the vertical deformation of the layers. The temporal evolution of the folded layer with $\lambda=100$ results in the formation of patterns. These simulations show that the viscosity of the layer plays an important role in forming localized folds.
In figures 2.11 and 2.12 , we show the cross-sections of the elastic and viscoelastic folded plates, respectively. The evolution of the elastic layer shows that the sinusoidal pattern of the deformation remains, while the viscoelastic layers demonstrate varying localized patterns during the simulation time.


Figure 2.8: From top to bottom: time $=3,10,30$.


Figure 2.9: The folding of a viscoelastic layer with $\lambda=1$ at time $=10$. The introduced model captures the locallized foldins and the structure resembles dome and basins
(a) $\lambda=0, t=5$
(b) $\lambda=0, t=100$
(c) $\lambda=0, t=200$

(d) $\lambda=100, t=5$
(e) $\lambda=100, t=100$
(f) $\lambda=100, t=200$


Figure 2.10: The deformation of the middle surface $\Omega_{0}$ of the layer embedded in a viscoelastic framework. The localized behaviour is true for all stages of the deformation of the viscoelastic layer.
(a) $\lambda=0, t=100$

(b) $\lambda=0, t=200$


Figure 2.11: The plate's cross-section evolution at $x_{2}=4$ for the case of elastic layer.
(a) $\lambda=100, t=100$

(b) $\lambda=100, t=200$


Figure 2.12: The plate's cross-section evolution at $x_{2}=4$.

## 3

## Higher-order Time Marching

Now, we introduce our work on addressing the heretofore-unfulfilled need for higherorder time-integration methods with user-controlled dissipation in the high-frequency part of the spectrum. The commonly-used implicit generalized- $\alpha$ time-marching approach delivers second-order accuracy in time for parabolic and hyperbolic problems. Furthermore, the user can control the numerical dissipation in the high-frequency regions of the discrete spectrum. Nevertheless, we require high-order time marching methods in practice in various cases. For example, to fully exploit the high accuracy of the spatial discretization, it is vital to have a high-order time integrator that handles the possible poor approximability in the discrete high-frequency range. Thus, we extend the generalized- $\alpha$ method to increase its accuracy while keeping its appealing features such as unconditional stability and algorithmic control on high-frequency numerical dissipation. The core idea is to use high-order Taylor's expansion for defining the parameters.

Below, we introduce our approach for the equations with second-order derivative in time (e.g., second-order hyperbolic models) and then approximate the first-order derivative in time (e.g., parabolic models). Then, we introduce a new class of explicit time integrators delivering an accuracy order of $2 k, k \in \mathbb{N}$ as well as the user-control on the numerical dissipations. We also detail our analysis on the unconditional stability of implicit methods, the CFL conditions for the explicit technique, and the accuracy of the methods.

For this chapter, we use the methodologies and the results that we reported in the following papers:

- Behnoudfar, Pouria, Quanling Deng, and Victor M. Calo. "Higher-order generalized$\alpha$ methods for hyperbolic problems. "Computer Methods in Applied Mechanics and Engineering 378 (2021): 113725 [10].
- Behnoudfar, Pouria, Quanling Deng, and Victor M. Calo. "High-order generalized$\alpha$ method." Applications in Engineering Science 4 (2020): 100021 [8].
- Behnoudfar, Pouria, Gabriele Loli, Alessandro Reali, Giancarlo Sangalli, and Victor M. Calo. "Explicit high-order generalized- $\alpha$ methods for isogeometric analysis of structural dynamics." arXiv preprint arXiv:2102.11536 (2021) [12].
- Behnoudfar, Pouria, Quanling Deng, and Victor M. Calo. "Higher-order generalized$\alpha$ methods for parabolic problems." arXiv preprint arXiv:2102.05910 (2021) [9].

In the next sections, we summarise our schemes as well as their analysis and use.

### 3.1 Implicit higher-order time marching methods for hyperbolic problems

### 3.1.1 Generalized- $\alpha$ for second-order time derivatives

We first consider a second-order ordinary differential equation (ODE)

$$
\begin{align*}
\ddot{u}+\lambda u & =0 \\
u(0) & =u_{0}  \tag{3.1.1}\\
\dot{u}(0) & =v_{0}
\end{align*}
$$

with the given initial values of the solution, $u_{0}$, and $v_{0}$ its first derivative. We discretise the time-marching domains between $0=t_{0}<t_{1}<\cdots<t_{N}=T$ with $T$ being the final time and introducing the time step-size as $\tau_{n}=t_{n+1}-t_{n}$. Herein, without loss of generality, we consider a uniform grid with time step $\tau$. Denoting the approximations of $u\left(t_{n}\right), \dot{u}\left(t_{n}\right), \ddot{u}\left(t_{n}\right)$, by $U_{n}, V_{n}, A_{n}$ respectively, the generalized- $\alpha$ method for solving (3.1.1) at time-step $n+1$ is given by [26]:

$$
\begin{align*}
A_{n+\alpha_{m}} & =-\lambda U_{n+\alpha_{f}}  \tag{3.1.2a}\\
U_{n+1} & =U_{n}+\tau v_{n}+\frac{\tau^{2}}{2} A_{n}+\tau^{2} \beta_{1} \llbracket A_{n} \rrbracket  \tag{3.1.2b}\\
V_{n+1} & =V_{n}+\tau A_{n}+\tau \gamma_{1} \llbracket A_{n} \rrbracket, \tag{3.1.2c}
\end{align*}
$$
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with the discrete counterparts of the given initial data $U_{0}=u_{0}$ and $V_{0}=v_{0}$, and the estimated initial acceleration $A_{0}=-\lambda U_{0}$, and the parameters defined using 2.5.10). Setting $\gamma_{1}=\frac{1}{2}+\alpha_{m}-\alpha_{f}$ guarantees second-order of accuracy. To control the numerical dissipation, we set $\beta_{1}=\frac{1}{4}\left(1+\alpha_{m}-\alpha_{f}\right)^{2}$ and follow the standard parameter definitions:

$$
\begin{equation*}
\alpha_{f}=\frac{1}{1+\rho_{\infty}}, \quad \alpha_{m}=\frac{2-\rho_{\infty}}{1+\rho_{\infty}} \tag{3.1.3}
\end{equation*}
$$

where $\rho_{\infty} \in[0,1]$ is a control parameter that the user can adjust to control the highfrequency dissipation of the methods.

### 3.1.2 A fourth-order generalized- $\alpha$ method

Equations 3.1.2b- 3.1 .2 c imply a sub-step time-marching for the generalized- $\alpha$ scheme that limit the order of accuracy as the truncation error is of order $\mathcal{O}\left(\tau^{3}\right)$. To overcome this limitation, we exploit a higher-order Taylor expansion to obtain these two equations; see our detailed discussion in [8]. For this, let $\mathcal{L}^{a}(s)$ be the $a$-th order derivative of the function $s$ in time. Therefore, for example, to formulate a fourth-order generalized$\alpha$ method, we introduce a method that solves

$$
\begin{align*}
A_{n}^{\alpha_{1}} & =-\lambda U_{n+1} \\
\mathcal{L}^{3}\left(A_{n}^{\alpha_{2}}\right) & =-\lambda \mathcal{L}^{1}\left(A_{n}^{\alpha_{f}}\right), \tag{3.1.4}
\end{align*}
$$

with the following update strategy

$$
\begin{align*}
U_{n+1} & =U_{n}+\tau V_{n}+\frac{\tau^{2}}{2} A_{n}+\frac{\tau^{3}}{6} \mathcal{L}^{1}\left(A_{n}\right)+\frac{\tau^{4}}{24} \mathcal{L}^{2}\left(A_{n}\right)+\frac{\tau^{5}}{120} \mathcal{L}^{3}\left(A_{n}\right)+\beta_{1} \tau^{2} P_{n}, \\
V_{n+1} & =V_{n}+\tau A_{n}+\frac{\tau^{2}}{2} \mathcal{L}^{1}\left(A_{n}\right)+\frac{\tau^{3}}{6} \mathcal{L}^{2}\left(A_{n}\right)+\frac{\tau^{4}}{24} \mathcal{L}^{3}\left(A_{n}\right)+\gamma_{1} \tau P_{n}, \\
\mathcal{L}^{1}\left(A_{n+1}\right) & =\mathcal{L}^{1}\left(A_{n}\right)+\tau \mathcal{L}^{2}\left(A_{n}\right)+\frac{\tau^{2}}{2} \mathcal{L}^{3}\left(A_{n}\right)+\tau^{2} \beta_{2} \llbracket \mathcal{L}^{3}\left(A_{n}\right) \rrbracket, \\
\mathcal{L}^{2}\left(A_{n+1}\right) & =\mathcal{L}^{2}\left(A_{n}\right)+\tau \mathcal{L}^{3}\left(A_{n}\right)+\tau \gamma_{2} \llbracket \mathcal{L}^{3}\left(A_{n}\right) \rrbracket, \tag{3.1.5}
\end{align*}
$$

where

$$
\begin{align*}
P_{n} & =A_{n+1}-A_{n}-\tau \mathcal{L}^{1}\left(A_{n}\right)-\frac{\tau^{2}}{2} \mathcal{L}^{2}\left(A_{n}\right)-\frac{\tau^{3}}{6} \mathcal{L}^{3}\left(A_{n}\right) \\
A_{n}^{\alpha_{1}} & =A_{n}+\tau \mathcal{L}^{1}\left(A_{n}\right)+\frac{\tau^{2}}{2} \mathcal{L}^{2}\left(A_{n}\right)+\frac{\tau^{3}}{6} \mathcal{L}^{3}\left(A_{n}\right)+\alpha_{1} P_{n}  \tag{3.1.6}\\
\mathcal{L}^{3}\left(A_{n}^{\alpha_{2}}\right) & =\mathcal{L}^{3}\left(A_{n}\right)+\alpha_{2} \llbracket \mathcal{L}^{3}\left(A_{n}\right) \rrbracket \\
\mathcal{L}^{1}\left(A_{n}^{\alpha_{f}}\right) & =\mathcal{L}^{1}\left(A_{n}\right)+\alpha_{f} \llbracket \mathcal{L}^{1}\left(A_{n}\right) \rrbracket .
\end{align*}
$$
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Assuming sufficient regularity for the solution in time, one can readily obtain $\mathcal{L}^{3}\left(A_{n}^{\alpha_{2}}\right)=$ $-\lambda \mathcal{L}^{1}\left(A_{n}^{\alpha_{f}}\right)$ by taking three derivatives of the first equation in 3.1.4 with respect to time. Also, using the given information $U_{0}$ and $V_{0}$, we determine:

$$
\begin{align*}
A_{0} & =-\lambda U_{0}, & \mathcal{L}^{1}\left(A_{0}\right) & =-\lambda V_{0}, \\
\mathcal{L}^{2}\left(A_{0}\right) & =\lambda^{2} U_{0}, & \mathcal{L}^{3}\left(A_{0}\right) & =\lambda^{2} V_{0} \tag{3.1.7}
\end{align*}
$$

which completes a brief introduction of our method. Next, we now determine the accuracy order and stability of the method.

### 3.1.2.1 Order of accuracy in time

As an example, we now derive the fourth-order accuracy of (3.1.4), we require to set conditions on the parameters $\gamma_{1}$ and $\gamma_{2}$. For this, from (3.1.5) and 3.1.4), we obtain a system of equations for each time step as

$$
\begin{equation*}
A \mathbf{U}_{\mathbf{n}+\mathbf{1}}=B \mathbf{U}_{\mathbf{n}} \tag{3.1.8}
\end{equation*}
$$

where

$$
\begin{align*}
& A=\left[\begin{array}{cccccc}
1 & 0 & -\beta_{1} & 0 & 0 & 0 \\
0 & 1 & -\gamma_{1} & 0 & 0 & 0 \\
\tau^{2} \lambda & 0 & \alpha_{1} & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & -\beta_{2} \\
0 & 0 & 0 & 0 & 1 & -\gamma_{2} \\
0 & 0 & 0 & \tau^{2} \alpha_{f} \lambda & 0 & \alpha_{2}
\end{array}\right], \\
& \mathbf{U}_{\mathbf{n}}=\left[\begin{array}{c}
U_{n} \\
\tau V_{n} \\
\tau^{2} A_{n} \\
\tau^{3} \mathcal{L}^{1}\left(A_{n}\right) \\
\tau^{4} \mathcal{L}^{2}\left(A_{n}\right) \\
\tau^{5} \mathcal{L}^{3}\left(A_{n}\right)
\end{array}\right], \\
& B=\frac{1}{120}\left[\begin{array}{cccccc}
120 & 120 & 60\left(1-2 \beta_{1}\right) & 20\left(1-6 \beta_{1}\right) & 5\left(1-12 \beta_{1}\right) & 1-20 \beta_{1} \\
0 & 120 & 120\left(1-\gamma_{1}\right) & 60\left(1-2 \beta_{1}\right) & 20\left(1-3 \beta_{1}\right) & 5\left(1-4 \beta_{1}\right) \\
0 & 0 & 120\left(\alpha_{1}-1\right) & 120\left(\alpha_{2}-1\right) & 60\left(\alpha_{2}-1\right) & 20\left(\alpha_{2}-1\right) \\
0 & 0 & 0 & 120 & 120 & 60\left(1-2 \beta_{2}\right) \\
0 & 0 & 0 & 0 & 120 & 120\left(1-\gamma_{2}\right) \\
0 & 0 & 0 & -120 \tau^{2}\left(1-\alpha_{f}\right) \lambda & 0 & 120\left(\alpha_{2}-1\right)
\end{array}\right] . \tag{3.1.9}
\end{align*}
$$

Thus, we define the amplification matrix $G$ as:

$$
\begin{equation*}
G=A^{-1} B \tag{3.1.10}
\end{equation*}
$$

Then, for any arbitrary amplification matrix, we can readily obtain the following [12, 56:

$$
\begin{equation*}
\mathcal{L}^{1}\left(A_{n+1}\right)-(\operatorname{tr} G) \mathcal{L}^{1}\left(A_{n}\right)+\frac{1}{2}\left((\operatorname{tr} G)^{2}-\operatorname{tr}\left(G^{2}\right)\right) \mathcal{L}^{1}\left(A_{n-1}\right)-\operatorname{det}(G) \mathcal{L}^{1}\left(A_{n-2}\right)=0 \tag{3.1.11}
\end{equation*}
$$

### 3.1 Implicit higher-order time marching methods for hyperbolic problems

with the coefficients being the invariants of $G$ and $\operatorname{tr}(G)$ is the trace of $G$. Next, we estimate the unknowns $\mathcal{L}^{1}(A)$ and $U$ at time steps $n-2, n-1$, and $n+1$ as:

$$
\begin{align*}
\mathcal{L}^{1}\left(A_{n+1}\right) & =\mathcal{L}^{1}\left(A_{n}\right)+\tau \mathcal{L}^{2}\left(A_{n}\right)+\frac{\tau^{2}}{2} \mathcal{L}^{3}\left(A_{n}\right)+\mathcal{O}\left(\tau^{3}\right) \\
\mathcal{L}^{1}\left(A_{n-1}\right) & =\mathcal{L}^{1}\left(A_{n}\right)-\tau \mathcal{L}^{2}\left(A_{n}\right)+\frac{\tau^{2}}{2} \mathcal{L}^{3}\left(A_{n}\right)+\mathcal{O}\left(\tau^{3}\right) \\
\mathcal{L}^{1}\left(A_{n-2}\right) & =\mathcal{L}^{1}\left(A_{n}\right)-2 \tau \mathcal{L}^{2}\left(A_{n}\right)+2 \tau^{2} \mathcal{L}^{3}\left(A_{n}\right)+\mathcal{O}\left(\tau^{3}\right) \\
U_{n+1} & =U_{n}+\tau V_{n}+\frac{\tau^{2}}{2} A_{n}+\mathcal{R}_{1}  \tag{3.1.12}\\
U_{n-1} & =U_{n}-\tau V_{n}+\frac{\tau^{2}}{2} A_{n}+\mathcal{R}_{2} \\
U_{n-2} & =U_{n}-2 \tau V_{n}+4 \frac{\tau^{2}}{2} A_{n}+\mathcal{R}_{3}
\end{align*}
$$

with the terms $\mathcal{R}_{k}$ being defined using a Taylor's expansion as a function of $\tau^{3} \mathcal{L}^{1}\left(A_{n}\right)$, $\tau^{4} \mathcal{L}^{2}\left(A_{n}\right)$, and $\tau^{5} \mathcal{L}^{3}\left(A_{n}\right)$. For example, we have

$$
\begin{equation*}
\mathcal{R}_{1}=\frac{\tau^{3}}{6} \mathcal{L}^{1}\left(A_{n}\right)+\frac{\tau^{4}}{24} \mathcal{L}^{2}\left(A_{n}\right)+\frac{\tau^{5}}{120} \mathcal{L}^{3}\left(A_{n}\right) \tag{3.1.13}
\end{equation*}
$$

Finally, substituting (3.1.12) into 3.1.11, to have fourth-order of accuracy in time or truncation error of $\mathcal{O}\left(\tau^{5}\right)$, we propose:

$$
\begin{equation*}
\gamma_{1}=\alpha_{1}-\frac{1}{2}, \quad \gamma_{2}=\frac{1}{2}-\alpha_{f}+\alpha_{2} \tag{3.1.14}
\end{equation*}
$$

For more details, we refer the reader to [10].

### 3.1.2.2 Stability analysis and eigenvalue control

We construct an unconditionally stable method; to do so, we need to bound absolute values of the eigenvalues of the amplification matrix by one. For this, firstly, we determine the eigenvalues of of 3.1.10 for the case $\sigma:=\lambda \tau^{2} \rightarrow 0$ as

$$
\begin{equation*}
\lambda_{1}=\lambda_{2}=\lambda_{3}=\lambda_{4}=1, \quad \lambda_{5}=\frac{\alpha_{1}-1}{\alpha_{1}}, \quad \lambda_{6}=\frac{\alpha_{2}-1}{\alpha_{2}} \tag{3.1.15}
\end{equation*}
$$

Therefore, the conditions $\alpha_{1} \geq \frac{1}{2}$ and $\alpha_{2} \geq \frac{1}{2}$ imply the boundedness of $\lambda_{5}$ and $\lambda_{6}$. Similarly, for the case of $\sigma \rightarrow \infty$, we propose the following conditions:

$$
\begin{equation*}
1 \leq \alpha_{1}, \quad \frac{1}{2} \leq \alpha_{f} \leq \alpha_{2} \tag{3.1.16}
\end{equation*}
$$

We also show the stability regions for two cases in which $\alpha_{1}$ is constant as well as when


Figure 3.1: Stability regions for (a) $\alpha_{1}=2$, (b) $\alpha_{1}=\alpha_{2}$.


Figure 3.2: Eigenvalues of the amplification matrix, fourth-order-accurate time-marching scheme: (a) $\rho_{1}^{\infty}=\rho_{2}^{\infty}=0$, (b) $\rho_{1}^{\infty}=0.1 \& \rho_{2}^{\infty}=0.4$ [10.
it is equal to $\alpha_{2}$ in figure 3.1
In the next step, to control the numerical dissipation, we follow the analysis of the second-order generalized- $\alpha$ method in [7, 26, 60] and define:

$$
\begin{equation*}
\beta_{1}=\frac{1}{16}\left(1+4 \gamma_{1}+4 \gamma_{1}^{2}\right), \quad \beta_{2}=\frac{1}{16}\left(1+4 \gamma_{2}+4 \gamma_{2}^{2}\right) . \tag{3.1.17}
\end{equation*}
$$

Finally, we set the user-control parameters $\rho_{1}^{\infty}, \rho_{2}^{\infty}$ equal to the spectral radius of the system and introduce:

$$
\begin{equation*}
\alpha_{1}=\frac{2}{1+\rho_{1}^{\infty}}, \quad \alpha_{f}=\frac{1}{1+\rho_{2}^{\infty}}, \quad \alpha_{2}=\frac{2-\rho_{2}^{\infty}}{1+\rho_{2}^{\infty}} . \tag{3.1.18}
\end{equation*}
$$

### 3.1 Implicit higher-order time marching methods for hyperbolic problems

Therefore, by choosing $0 \leq \rho_{1}^{\infty}, \rho_{2}^{\infty} \leq 1$, one controls the eigenvalues of the amplification matrix and consequently, the high-frequency damping; see figure 3.2 .

Next, we extend our method to an arbitrary order of accuracy $2 k, k \in \mathbb{N}$ in the temporal domain.

### 3.1.3 Higher-order accuracy in time

Our scheme delivers the $2 k$-th order generalized- $\alpha$ method by solving:

$$
\begin{align*}
A_{n}^{\alpha_{1}} & =-\lambda U_{n+1} \\
\mathcal{L}^{3 j-3}\left(A_{n}^{\alpha_{j}}\right) & =-\lambda \mathcal{L}^{3 j-5}\left(A_{n+1}\right), \quad j=2, \cdots, k-1,  \tag{3.1.19}\\
\mathcal{L}^{3 k-3}\left(A_{n}^{\alpha_{k}}\right) & =-\lambda \mathcal{L}^{3 k-5}\left(A_{n}^{\alpha_{f}}\right),
\end{align*}
$$

and updating the system as follows

$$
\begin{align*}
U_{n+1} & =U_{n}+\tau V_{n}+\frac{\tau^{2}}{2} A_{n}+\frac{\tau^{3}}{6} \mathcal{L}^{1}\left(A_{n}\right)+\cdots+\frac{\tau^{3 k-1}}{(3 k-1)!} \mathcal{L}^{3 k-3}\left(A_{n}\right)+\tau^{2} \beta_{1} P_{n, 1}, \\
V_{n+1} & =V_{n}+\tau A_{n}+\frac{\tau^{2}}{2} \mathcal{L}^{1}\left(A_{n}\right)+\cdots+\frac{\tau^{3 k-2}}{(3 k-2)!} \mathcal{L}^{3 k-3}\left(A_{n}\right)+\tau \gamma_{1} P_{n, 1}, \\
\mathcal{L}^{3 j-5}\left(A_{n+1}\right) & =\mathcal{L}^{3 j-5}\left(A_{n}\right)+\tau \mathcal{L}^{3 j-4}\left(A_{n}\right)+\cdots+\frac{\tau^{3(k-j)+2}}{(3(k-j)+2)!} \mathcal{L}^{3 k-3}\left(A_{n}\right)+\tau^{2} \beta_{j} P_{n, j}, \\
\mathcal{L}^{3 j-4}\left(A_{n+1}\right) & =\mathcal{L}^{3 j-4}\left(A_{n}\right)+\cdots+\frac{\tau^{3(k-j)+1}}{(3(k-j)+1)!}+\tau \gamma_{j} P_{n, j}, \quad j=2, \cdots, k-1, \\
\mathcal{L}^{3 k-5}\left(A_{n+1}\right) & =\mathcal{L}^{3 k-5}\left(A_{n}\right)+\tau \mathcal{L}^{3 k-4}\left(A_{n}\right)+\frac{\tau^{2}}{2} \mathcal{L}^{3 k-3}\left(A_{n}\right)+\tau^{2} \beta_{k} \llbracket \mathcal{L}^{3 k-3}\left(A_{n}\right) \rrbracket \\
\mathcal{L}^{3 k-4}\left(A_{n+1}\right) & =\mathcal{L}^{3 k-4}\left(A_{n}\right)+\tau \mathcal{L}^{3 k-3}\left(A_{n}\right)+\tau \gamma_{k} \llbracket \mathcal{L}^{3 k-3}\left(A_{n}\right) \rrbracket \tag{3.1.20}
\end{align*}
$$

where we have

$$
\begin{align*}
P_{n, 1} & =A_{n+1}-A_{n}-\tau \mathcal{L}^{1}\left(A_{n}\right)-\cdots-\frac{\tau^{3 k-3}}{(3 k-3)!} \mathcal{L}^{3 k-3}\left(A_{n}\right), \\
A_{n}^{\alpha_{1}} & =A_{n}+\tau \mathcal{L}^{1}\left(A_{n}\right)+\cdots+\frac{\tau^{3 k-3}}{(3 k-3)!} \mathcal{L}^{3 k-3}\left(A_{n}\right)+\alpha_{1} P_{n, 1}, \\
P_{n, j} & =\mathcal{L}^{3 j-3}\left(A_{n+1}\right)-\mathcal{L}^{3 j-3}\left(A_{n}\right)-\cdots-\frac{\tau^{3(k-j)}}{3(k-j)!} \mathcal{L}^{3 k-3}\left(A_{n}\right), \\
A_{n}^{\alpha_{j}} & =\mathcal{L}^{3 j-3}\left(A_{n}\right)+\cdots+\frac{\tau^{3(k-j)}}{3(k-j)!} \mathcal{L}^{3 k-3}\left(A_{n}\right)+\alpha_{j} P_{n, j}, \quad j=2, \cdots, k-1, \\
\mathcal{L}^{3 k-3}\left(A_{n}^{\alpha_{k}}\right) & =\mathcal{L}^{3 k-3}\left(A_{n}\right)+\alpha_{k} \llbracket \mathcal{L}^{3 k-3}\left(A_{n} \rrbracket,\right. \\
\mathcal{L}^{3 k-5}\left(A_{n}^{\alpha_{f}}\right) & =\mathcal{L}^{k 3-5}\left(A_{n}\right)+\alpha_{f} \llbracket \mathcal{L}^{3 k-5}\left(A_{n} \rrbracket .\right. \tag{3.1.21}
\end{align*}
$$

## 3. HIGHER-ORDER TIME MARCHING

For $k=1,2$, one retrieves the second- and fourth-order generalized- $\alpha$ methods, respectively. For the analysis, we a similar approach to the one we discussed in the previous section; therefore, we obtain the matrix system as:

$$
\begin{equation*}
L \boldsymbol{U}_{n+1}=R \boldsymbol{U}_{n} \tag{3.1.22}
\end{equation*}
$$

Accordingly, the amplification matrix $H=L^{-1} R$ is defined as

$$
H=\left[\begin{array}{ccccc}
\Lambda_{1} & \Xi_{12} & \cdots & \cdots & \Xi_{1 k}  \tag{3.1.23}\\
0 & \Lambda_{2} & \Xi_{23} & \cdots & \Xi_{2 k} \\
\vdots & & \ddots & & \\
0 & 0 & \cdots & \Lambda_{k-1} & \Xi_{(k-1) k} \\
0 & 0 & \cdots & 0 & \Lambda_{k}
\end{array}\right]
$$

where

$$
\begin{align*}
& \Lambda_{i}=\sigma_{i}\left[\begin{array}{ccc}
\alpha_{i} & \alpha_{i} & \frac{1}{2} \alpha_{i}-\beta_{i} \\
-\gamma_{i} \sigma & \left(\beta_{i}-\gamma_{i}\right) \sigma+\alpha_{i} & \left(\beta_{i}-\frac{1}{2} \gamma_{i}\right) \sigma+\alpha_{i}-\gamma_{i} \\
-\sigma & -\sigma & \left(\beta_{i}-\frac{1}{2}\right) \sigma+\alpha_{i}-1
\end{array}\right], \quad i=1, \cdots, k-1, \\
& \Lambda_{k}=\sigma_{k}\left[\begin{array}{ccc}
\beta_{k}\left(\alpha_{f}-1\right) \sigma+\alpha_{k} & \alpha_{k} & \frac{1}{2} \alpha_{k}-\beta_{k} \\
-\gamma_{k} \sigma & \alpha_{f}\left(\beta_{k}-\gamma_{k}\right) \sigma+\alpha_{k} & \alpha_{f} \sigma\left(\beta_{k}-\frac{1}{2} \gamma_{k}\right)+\alpha_{k}-\gamma_{k} \\
-\sigma & -\alpha_{f} \sigma & \alpha_{f} \sigma\left(\beta_{k}-\frac{1}{2}\right)+\alpha_{k}-1
\end{array}\right], \tag{3}
\end{align*}
$$

where $\sigma_{i}=\left(\beta_{i} \sigma+\alpha_{i}\right)^{-1}$ and $\sigma_{k}=\left(\beta_{k} \alpha_{f} \sigma+\alpha_{k}\right)^{-1}$. We propose to obtain $2 k$-order accuracy in time:

$$
\begin{align*}
\gamma_{i} & =\alpha_{i}-\frac{1}{2}, \quad \text { for } i=1, \cdots, k-1 \\
\gamma_{k} & =\frac{1}{2}-\alpha_{f}+\alpha_{k} \tag{3.1.25}
\end{align*}
$$

Due to the structure of the amplification matrix (diagonal block entries), the analysis is similar to what we provided for the fourth-order method. We repeat the approach $k$ times for a scheme with a $2 k$ order of accuracy. Here, for brevity, we omit the details and refer the reader to 10$]$.

### 3.1.3.1 Stability analysis and control on dissipation

To analyze the spectral behaviour of the amplification matrix 3.1 .22 , we refer to the sketch that figure 3.3 illustrates and (3.1.23), where we calculate all the eigenvalues

### 3.1 Implicit higher-order time marching methods for hyperbolic problems



Figure 3.3: $2 k$-order accurate method in time: Amplification matrix. Blue blocks have zero entries, and the entries of the green ones are similar to the second-order generalized- $\alpha$ method [10].
by determining the eigenvalues of each diagonal block. Hence, we set the parameters as [10] (following Section 3.1.2.2)

$$
\begin{equation*}
\beta_{i}=\frac{1}{16}\left(1+4 \gamma_{i}+4 \gamma_{i}^{2}\right), \quad i=1, \cdots, k \tag{3.1.26}
\end{equation*}
$$

Accordingly, we define user-control parameters $\rho_{\infty}^{i}$ and set:

$$
\begin{align*}
\alpha_{i}=\frac{2}{1+\rho_{i}^{\infty}}, & i=1, \cdots, k-1 \\
\alpha_{k} & =\frac{2-\rho_{k}^{\infty}}{1+\rho_{k}^{\infty}}, \tag{3.1.27}
\end{align*} \quad \alpha_{f}=\frac{1}{1+\rho_{k}^{\infty}} .
$$

where the eigenvalues of block $i$ approaches to $\rho_{i}^{\infty}$ when $\sigma \rightarrow \infty$.

### 3.1.4 Linear structural dynamics

In this section, we use our time marching scheme to simulate time-dependent PDEs. We consider the initial boundary-value hyperbolic problem of structural dynamics, that is:

$$
\begin{align*}
\ddot{u}(\boldsymbol{x}, t)-\nabla \cdot\left(\omega^{2} \nabla u(\boldsymbol{x}, t)\right)+c(\dot{u}(\boldsymbol{x}, t)) & =f(\boldsymbol{x}, t), & & (\boldsymbol{x}, t) \in \Omega \times[0, T], \\
u(\boldsymbol{x}, t) & =u_{D}, & & \boldsymbol{x} \in \partial \Omega \times[0, T], \\
u(\boldsymbol{x}, 0) & =u_{0}, & & \boldsymbol{x} \in \Omega,  \tag{3.1.28}\\
\dot{u}(\boldsymbol{x}, 0) & =v_{0}, & & \boldsymbol{x} \in \Omega,
\end{align*}
$$

## 3. HIGHER-ORDER TIME MARCHING

Let $\Omega \subset \mathbb{R}^{d}, d=1,2,3$, be an open bounded domain with Lipschitz boundary $\partial \Omega$. $\nabla$. The operator $\nabla$ is the spatial gradient while a superscript dot denotes a time derivative

$$
\dot{u}(\boldsymbol{x}, t)=\frac{\partial u(\boldsymbol{x}, t)}{\partial t} \text { and } \ddot{u}(\boldsymbol{x}, t)=\frac{\partial^{2} u(\boldsymbol{x}, t)}{\partial t^{2}} .
$$

$c(\dot{u}(\boldsymbol{x}, t))$ models linear damping. The source $f$, propagation speed $\omega$, initial data $u_{0}, v_{0}$, and Dirichlet boundary conditions $u_{D}$ are given and assumed regular enough for the problem to admit a weak solution. We derive our numerical method for 3.1.28) by first obtaining a semi-discrete problem by using finite elements in space; then, we use our generalized- $\alpha$ method to discretise the problem fully.

Remark 7. In the considered problem (3.1.28) and accordingly (3.1.32), we only consider constant $\omega$ and assume that the solution $u(\cdot, t)$ satisfies homogeneous boundary condition. One requires slight modifications of the discrete bilinear and linear functions for the cases of heterogeneous propagation speed and non-homogeneous boundary conditions; for more details, see [56].

We use a spatial finite element discretization. For this, We define $\mathcal{P}_{h}$ as a partition of the domain $\Omega$ into elements $K$ and obtain $\Omega_{h}:=\bigcup_{K \in \mathcal{P}_{h}} K$. Following standard notation for the Lebesgue and Sobolev spaces, we consider $V_{h}^{p}$ as a finite-dimensional space composed of polynomial functions with order $p \geq 1$ defined on $\Omega_{h}$. Next, we multiply the hyperbolic equation (3.1.28 with a sufficiently regular test function $w_{h} \in$ $V_{h}^{p}$ (here, $w_{h} \in H_{0}^{1}(\Omega)$ ), integrate over $\Omega_{h}$, and exploit the divergence theorem to obtain the semi-discrete form of the problem as:

$$
\begin{equation*}
\left(w_{h}, \ddot{u}_{h}\right)+a\left(w_{h}, \dot{u}_{h}\right)+b\left(w_{h}, u_{h}\right)=\ell\left(w_{h}\right), \quad w_{h} \in V_{h}^{p}(\Omega), t>0 \tag{3.1.29}
\end{equation*}
$$

where we have

$$
\begin{align*}
a(w, v) & =(w, c(v)) \\
b(w, v) & =\left(\omega^{2} \nabla w, \nabla v\right)  \tag{3.1.30}\\
\ell(w) & =(w, f)
\end{align*}
$$

with $(\cdot, \cdot)$ being the $L_{2}$-inner product defined on the domain $\Omega_{h}$. We approximate $u(x, t)$ for each fixed $t$ by a function $u_{h}(x, t)$ that belongs to a finite-dimensional space $V_{h}^{p}$. This allows us to derive the following variational formulation:

$$
\begin{cases}\text { Find } u_{h}(t)=u_{h}(\cdot, t) \in V_{h}^{p}(\Omega) & \text { for } t>0:  \tag{3.1.31}\\ \left(w_{h}, \ddot{u}_{h}\right)+a\left(w_{h}, \dot{u}_{h}\right)+b\left(w_{h}, u_{h}\right)=\ell\left(w_{h}\right), & \forall w_{h} \in V_{h}^{p}\end{cases}
$$

### 3.1 Implicit higher-order time marching methods for hyperbolic problems

with $u_{h}(0)$ being the interpolation of $u_{0}$ in $V^{h}$. Next, adopting a Galerkin method (in particular, isogeometric analysis [28, 29]), the matrix problem resulting from the semi-discretization of the linear structural dynamics problem (3.1.31) reads:

$$
\begin{equation*}
M \ddot{U}+C \dot{U}+K U=F \tag{3.1.32}
\end{equation*}
$$

with $M, C$ and $K$ denoting the mass, the viscous damping, and the stiffness matrices, respectively. $F$ is the given external-force vector, and $U$ is the unknown displacement vector. We assume $M$ and $K$ are symmetric and positive definite. Any spatial discretization methods such as finite differences, finite elements, or Isogeometric analysis that provides such properties can result in the matrix equation 3.1.32). To simulate the initial-value problem $\sqrt[3.1 .32]{ }$, we need to determine a time-dependent function $U(t)$ that satisfies 3.1.32 as well as the given initial conditions:

$$
\begin{equation*}
U(0)=U_{0}, \quad \dot{U}(0)=V_{0} \tag{3.1.33}
\end{equation*}
$$

Then, exploiting our high-order method, to have $2 k$ order of accuracy in the temporal domain, the full-discrete problem reads:

$$
\begin{align*}
M A_{n}^{\alpha_{1}}+C V_{n+1}+K U_{n+1} & =F_{n+1}, \\
M \mathcal{L}^{3 j-3}\left(A_{n}^{\alpha_{j}}\right)+C \mathcal{L}^{3 j-4}\left(A_{n+1}\right)+K \mathcal{L}^{3 j-5}\left(A_{n+1}\right) & =F_{n+1}^{(3 j-3)}, \quad j=2, \cdots, k-1, \\
M \mathcal{L}^{3 k-3}\left(A_{n}^{\alpha_{k}}\right)+C \mathcal{L}^{3 k-4}\left(A_{n}^{\alpha_{f}}\right)+K \mathcal{L}^{3 k-5}\left(A_{n}^{\alpha_{f}}\right) & =F_{n+\alpha_{f}}^{(3 k-3)} \tag{3.1.34}
\end{align*}
$$

updating as in 3.1.20. We also approximate $\frac{\partial^{(a)}}{\partial t^{(a)}} f(\cdot, n)$ as $F_{n}^{(a)}$, and accordingly, define $F_{n+\alpha_{f}}^{(3 k-3)}=F_{n}^{(3 k-3)}+\alpha_{f} \llbracket F_{n}^{(3 k-3)} \rrbracket$. Additionally, the definitions of other terms can be found in (3.1.21). Lastly, we require to determine the values of $3 k-2$ high-order unknowns at the initial step from the given $U_{0}$ and $V_{0}$. For this, we have:

$$
\begin{align*}
A_{0} & =M^{-1}\left[F_{0}-C V_{0}-K U_{0}\right] \\
\mathcal{L}^{1}\left(A_{0}\right) & =M^{-1}\left[F_{0}^{(1)}-C A_{0}-K V_{0}\right]  \tag{3.1.35}\\
\mathcal{L}^{j}\left(A_{0}\right) & =M^{-1}\left[F_{0}^{(j)}-C \mathcal{L}^{j-1}\left(A_{0}\right)-K \mathcal{L}^{j-2}\left(A_{0}\right)\right], \quad j=2, \cdots, 3 k-3 .
\end{align*}
$$

Remark 8. We introduce a new higher-order generalized- $\alpha$ method by considering a spatial discretization, leading to the matrix problem (3.1.32). Therefore, our method and its corresponding analysis are independent of the use of the spatial discretization [10, 12].

## 3. HIGHER-ORDER TIME MARCHING

### 3.1.4.1 Analysis

First, we rewrite the method in a0 matrix form as:

$$
\begin{equation*}
L \boldsymbol{U}_{n+1}=R \boldsymbol{U}_{n}+\boldsymbol{F} \tag{3.1.36}
\end{equation*}
$$

with $\boldsymbol{F}$ denoting the forcing vector. Without loss of generality, we can assume $\boldsymbol{F}=\mathbf{0}$ (for details, see, [26]). Then, we derive the amplitude matrix in a diagonal block structure (see, figure 3.3) similar to 3.1 .23 ). Therefore, to analyse the stability behaviour of the method, we require to determine the eigenvalues of each diagonal block. Starting with the lowest diagonal block $\Lambda_{k}$ corresponding to three highest-order terms, we define $\omega$ and $\kappa$ as the largest eigenvalues of the matrices $M^{-1} K$ and $M^{-1} C$, respectively, which allows us to state:

$$
\begin{array}{|ll|}
\hline \Lambda_{k}^{11}=\frac{\alpha_{f} \gamma_{k} L+\alpha_{k}+\beta_{k}\left(\alpha_{f}-1\right) S}{\alpha_{f} \gamma_{k} L+\alpha_{k}+\beta_{k} \alpha_{f} S}, & \Lambda_{k}^{12}=\frac{-\beta_{k} L+\alpha_{f} \gamma_{k} L+\alpha_{k}}{\alpha_{f} \gamma_{k} L+\alpha_{k}+\beta_{k} \alpha_{f} S}, \\
\Lambda_{k}^{13}=\frac{\alpha_{f} \gamma_{k} L-2 \beta_{k}\left(\alpha_{f} L+1\right)+\alpha_{k}}{2\left(\alpha_{f} \gamma_{k} L+\alpha_{k}+\beta_{k} \alpha_{f} S\right)}, & \Lambda_{k}^{21}=-\frac{\gamma_{k} S}{\alpha_{f} \gamma_{k} L+\alpha_{k}+\beta_{k} \alpha_{f} S}, \\
\Lambda_{k}^{22}=\frac{\left(\alpha_{f}-1\right) \gamma_{k} L+\alpha_{k}+\alpha_{f}\left(\beta_{k}-\gamma_{k}\right) S}{\alpha_{f} \gamma_{k} L+\alpha_{k}+\beta_{k} \alpha_{f} S}, & \Lambda_{k}^{23}=\frac{2\left(\alpha_{k}+\beta_{k} \alpha_{f} S\right)-\gamma_{k}\left(\alpha_{f} S+2\right)}{2\left(\alpha_{f} \gamma_{k} L+\alpha_{k}+\beta_{k} \alpha_{f} S\right)}, \\
\Lambda_{k}^{31}=-\frac{S}{\alpha_{f} \gamma_{k} L+\alpha_{k}+\beta_{k} \alpha_{f} S}, & \Lambda_{k}^{32}=-\frac{L+\alpha_{f} S}{\alpha_{f} \gamma_{k} L+\alpha_{k}+\beta_{k} \alpha_{f} S}, \\
\Lambda_{k}^{33}=\frac{2\left(\alpha_{f}\left(\gamma_{k}-1\right) L+\alpha_{k}-1\right)+\left(2 \beta_{k}-1\right) \alpha_{f} S}{2\left(\alpha_{f} \gamma_{k} L+\alpha_{k}+\beta_{k} \alpha_{f} S\right)}, & \\
\hline
\end{array}
$$

where $\Lambda_{k}^{i j}$ is the entry of the matrix $\Lambda_{k}, S=\omega \tau^{2}$, and $L=\kappa \tau$. The entries 3.1.37) leads to an identical to the one obtained for the problem 3.1.1 for the limit cases $\tau \rightarrow 0$ and $\tau \rightarrow+\infty$. Therefore, our proposed parameters such as $\gamma_{k}, \beta_{k}$, and the user-control parameters $\rho_{k}^{\infty}$ are also valid here.

For the stability analysis, from the characteristic polynomial of the diagonal-block matrix $\Lambda_{k}$, we define $S$ as

$$
\begin{equation*}
S=\frac{2(P-1)\left[2(P-1)\left(\alpha_{k}(P-1)+1\right)-L\left(\alpha_{f}(P-1)+1\right)\left(2\left(\alpha_{k}-\alpha_{f}\right)(P-1)-P-1\right)\right]}{\left(\alpha_{f}(P-1)+1\right)\left[\left(\alpha_{k}-\alpha_{f}\right)(P-1)+P+1\right]^{2}} . \tag{3.1.38}
\end{equation*}
$$

Based on the definition of the structural dynamics model, we enforce $S \geq 0$. Besides,

### 3.1 Implicit higher-order time marching methods for hyperbolic problems

considering $\alpha_{k} \geq \alpha_{f} \geq \frac{1}{2}$ leads to $-1<P<1$ and

$$
\begin{align*}
& {\left[\left(\frac{1}{2} \leq \alpha_{k}<\frac{P+5}{4-4 P} \& L \geq-\frac{18(P-1)\left(\alpha_{k}(P-1)+1\right)}{\left(\alpha_{k}(P-1)+P+2\right)\left(4 \alpha_{k}(P-1)+P+5\right)}\right)\right.} \\
& \text { or } \left.\left(\frac{P+5}{4-4 P}<\alpha_{k} \& L \leq-\frac{18(P-1)\left(\alpha_{k}(P-1)+1\right)}{\left(\alpha_{k}(P-1)+P+2\right)\left(4 \alpha_{k}(P-1)+P+5\right)}\right)\right]  \tag{3.1.39}\\
& \text { or } \quad\left(P=1 \& 2 \alpha_{k} \geq 1\right) .
\end{align*}
$$

The conditions in show that the method has bounded eigenvalues. Furthermore, there is no condition on choosing $L$ before the spectral radius starts to drift from one (see, Figure 3.2 . For the case that $P=\rho_{\infty}$ which implies $\tau \rightarrow 0, L$ also can be chosen without any conditions [10]. For the bifurcation interval of spectral radius, we investigate more in remark 10. This completes our analysis.

Remark 9. The other diagonal blocks have similar structures, and one can readily analyse them. Additionally, the accuracy analysis and the user-control on the spectral behaviour (numerical dissipation) is true (we omit the details for brevity). Therefore, one can set the parameters proposed in 3.1.25, (3.1.26), and 3.1.27) to gain a desired order of accuracy as well as control the eigenvalues of the amplitude matrix.

Remark 10. Following [48], we estimate the eigenvalues of the spatial discretization matrices. Abusing notation, we denote by $S^{2}=\omega^{2} \tau^{2}$, and $\zeta S$ the eigenvalues of the spatial matrices $\tau^{2} \cdot K$ and $\tau \cdot C$, respectively where $\zeta$ is the damping coefficient and,
without loss of generality, we set it to 1 . Thus, we obtain

$$
\begin{align*}
& \Lambda_{k}^{11}=\frac{\alpha_{k}+S\left(\alpha_{f}\left(\gamma_{k}+\beta_{k} S\right)-\beta_{k} S\right)}{\alpha_{k}+\alpha_{f} S\left(\gamma_{k}+\beta_{k} S\right)} \\
& \Lambda_{k}^{12}=\frac{\alpha_{k}-\beta_{k} S+\alpha_{f} \gamma_{k} S}{\alpha_{k}+\alpha_{f} S\left(\gamma_{k}+\beta_{k} S\right)} \\
& \Lambda_{k}^{13}=\frac{\alpha_{k}+\alpha_{f} \gamma_{k} S-2 \beta_{k}\left(\alpha_{f} S+1\right)}{2\left(\alpha_{k}+\alpha_{f} S\left(\gamma_{k}+\beta_{k} S\right)\right)} \\
& \Lambda_{k}^{21}=-\frac{\gamma_{k} S^{2}}{\alpha_{k}+\alpha_{f} S\left(\gamma_{k}+\beta_{k} S\right)} \\
& \Lambda_{k}^{22}=\frac{\alpha_{k}+S\left(\beta_{k} \alpha_{f} S+\gamma_{k}\left(-S \alpha_{f}+\alpha_{f}-1\right)\right)}{\alpha_{k}+\alpha_{f} S\left(\gamma_{k}+\beta_{k} S\right)}  \tag{3.1.40}\\
& \Lambda_{k}^{23}=\frac{2\left(\beta_{k} \alpha_{f} S^{2}+\alpha_{k}\right)-\gamma_{k}\left(\alpha_{f} S^{2}+2\right)}{2\left(\alpha_{k}+\alpha_{f} S\left(\gamma_{k}+\beta_{k} S\right)\right)} \\
& \Lambda_{k}^{31}=-\frac{S^{2}}{\alpha_{k}+\alpha_{f} S\left(\gamma_{k}+\beta_{k} S\right)} \\
& \Lambda_{k}^{32}=-\frac{S\left(\alpha_{f} S+1\right)}{\alpha_{k}+\alpha_{f} S\left(\gamma_{k}+\beta_{k} S\right)} \\
& \Lambda_{k}^{33}= \frac{2 \alpha_{k}+\alpha_{f} S\left(2 \gamma_{k}+2 \beta_{k} S-S-2\right)-2}{2\left(\alpha_{k}+\alpha_{f} S\left(\gamma_{k}+\beta_{k} S\right)\right)}
\end{align*}
$$

These expressions are a specific case of (3.1.23) ; therefore, the observations are also valid here. Here, we only analyze the presence of damping when the spectral radius bifurcates from one. Thus, to have positive eigenvalues for the matrix $K$, we have:

$$
\begin{equation*}
0 \leq P<1 \text { and } \alpha_{k}<\frac{P+2}{1-P} \tag{3.1.41}
\end{equation*}
$$

which is a consequence of definition of $\alpha_{k}$ using the user-defined parameter $\rho_{k}^{\infty}$.

### 3.1.4.2 Damped system's stability behaviour

The eigenvalues of the stiffness matrix are real and strictly positive as it is a symmetric positive definite matrix, whereas the damping matrix may have complex eigenvalues. The second Dahlquist barrier states that the stable region of a multistep method for a stiff equation shrinks for accuracies higher than two (for more details, see, [48]).

Nevertheless, our method solves $k$ systems identical to the generalized- $\alpha$ method resulting in the amplification matrix of 3.1 .24 ; its blocks are independent of each other, their eigenvalues are independent as well. Therefore, we solve $k$ separate systems, leading to a high-order method with a stability region that is almost unchanged. The


Figure 3.4: Stability region (system's spectral radius) with increasing accuracy-order [10].
accuracy and the stability region are independent; Figure 3.4 shows the boundedness of the system's eigenvalues for damping terms with eigenvalues with real and imaginary parts. The eigenvalue of the stiffness matrix is set equal to the square of the modulus of the damping ones. The largest system's eigenvalue behaves similarly for the second, fourth, and sixth orders of accuracy.

### 3.2 Explicit higher-order time marching methods for hyperbolic problems

Here, we consider the matrix problem (3.1.32) to introduce an explicit family of highorder time marching schemes. The explicit generalized- $\alpha$ method with second-order
accuracy in time solves 3.1.32 at time-step $t_{n+1}$ by:

$$
\begin{align*}
M A_{n+\alpha_{m}}+C V_{n}+K U_{n} & =F_{n+\alpha_{f}}  \tag{3.2.1a}\\
V_{n+1} & =V_{n}+\tau A_{n}+\tau \gamma \llbracket A_{n} \rrbracket  \tag{3.2.1b}\\
U_{n+1} & =U_{n}+\tau V_{n}+\frac{\tau^{2}}{2} A_{n}+\tau^{2} \beta \llbracket A_{n} \rrbracket . \tag{3.2.1c}
\end{align*}
$$

Similar to the implicit approach, in each time step, we first determine $A_{n+1}$ explicitly using 3.2 .1 a , and then evaluate $V_{n+1}$ and $U_{n+1}$ from 3.2 .1 b ) and 3.2 .1 c , respectively. The method 3.2 .1 has a truncation error in time of $\mathcal{O}\left(\tau^{3}\right)$ (for further details, see [8, 10]). We extend the accuracy, assuming sufficient temporal regularity of the solution (here, we require defined $\frac{\partial^{i} u}{\partial t^{i}}, i=0, \cdots, 5$ ); thus, we use a Taylor expansion with higher-order terms. Therefore, to derive a fourth-order explicit generalized- $\alpha$ method, we solve

$$
\begin{align*}
M A_{n}^{\alpha_{1}}+C V_{n}+K U_{n} & =F_{n+\alpha_{f 1}} \\
M \mathcal{L}^{3}\left(A_{n}\right)^{\alpha_{2}}+C \mathcal{L}^{2}\left(A_{n}\right)+K \mathcal{L}^{1}\left(A_{n}\right) & =F_{n+\alpha_{f 2}}^{(3)} \tag{3.2.2}
\end{align*}
$$

with updating terms 3.1.5). Using (3.1.35, we also approximate the required initial data. Next, we derive the corresponding coefficients that deliver the desired accuracy and discuss the method's stability.

### 3.2.1 Order of accuracy in time

We now determine the parameters $\gamma_{1}$ and $\gamma_{2}$ which guarantee the fourth-order accuracy of 3.1 .4 ; thus, we closely follow our logic in Section 3.1.2.1. For this, we first obtain the amplification matrix $G$ with a structure similar to 3.1.23 where $\Lambda_{1}$ and $\Lambda_{2}$ represent the blocks on the diagonal. Then, to produce a truncation error of $\mathcal{O}\left(\tau^{5}\right)$ and consequently obtain a fourth-order accurate scheme in time, we use the following result. Assuming that the solution is sufficiently smooth in time, the method (3.1.4) is fourth-order accurate in the time given (see [12] for further details).:

$$
\begin{equation*}
\gamma_{1}=\frac{1}{2}-\alpha_{f 1}+\alpha_{1}, \quad \quad \gamma_{2}=\frac{1}{2}-\alpha_{f 2}+\alpha_{2} \tag{3.2.3}
\end{equation*}
$$

### 3.2.2 Stability analysis and CFL condition

Due to the conditional stability of the explicit methods, we derive the corresponding stability conditions. For this, we bound the spectral radius of the amplification matrix by one. Therefore, we calculate the eigenvalues of the amplification matrix $G$ of the
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method introduced in (3.2.2) for the case $\Theta:=\tau^{2} \lambda \rightarrow 0$ where $\lambda$ is the largest eigenvalue corresponding to the spatial discretization. Thus, in this case, $G$ 's diagonal blocks read:

$$
\Lambda_{1}=\left[\begin{array}{lll}
1 & 1 & \frac{1}{2}-\frac{\beta_{1}}{\alpha_{1}}  \tag{3.2.4}\\
0 & 1 & 1-\frac{\gamma_{1}}{\alpha_{1}} \\
0 & 0 & 1-\frac{1}{\alpha_{1}}
\end{array}\right], \Lambda_{2}=\left[\begin{array}{lll}
1 & 1 & \frac{1}{2}-\frac{\beta_{2}}{\alpha_{2}} \\
0 & 1 & 1-\frac{\gamma_{2}}{\alpha_{2}} \\
0 & 0 & 1-\frac{1}{\alpha_{2}}
\end{array}\right] .
$$

Then, $G$ 's eigenvalues are:

$$
\begin{equation*}
\lambda_{1}=\lambda_{2}=\lambda_{3}=\lambda_{4}=1, \quad \lambda_{5}=1-\frac{1}{\alpha_{1}}, \quad \lambda_{6}=1-\frac{1}{\alpha_{2}} \tag{3.2.5}
\end{equation*}
$$

The boundedness of $\lambda_{5}$ and $\lambda_{6}$ in 3.2.5 implies that $\alpha_{1} \geq \frac{1}{2}$ and $\alpha_{2} \geq \frac{1}{2}$.
Next, we introduce the CFL condition for our scheme. In the analysis of the implicit generalized- $\alpha$ methods of second- and higher-order accuracy [10, 26], we analyze the discrete system's eigenvalue distribution in the limit $\Theta \rightarrow \infty$ and set the method's free parameters such that all eigenvalues are equal to a real constant $\rho_{\infty} \in[0,1]$; this parameter controls the numerical dissipation. In our explicit method, we need to find the method's conditional stability region. Thus, we exploit the amplification matrix's upper-triangular structure to explicitly compute the eigenvalues of $G$, which is equivalent to finding the eigenvalues of each diagonal block (see, [12]). Therefore, the characteristic polynomials for the diagonal blocks are:

$$
\begin{align*}
\Lambda_{1}: & \\
& \\
&  \tag{3.2.6}\\
& \\
& +\alpha_{1} \lambda_{1}^{3}
\end{align*}+\lambda_{1}^{2}\left(\Theta\left(2 \beta_{1}+2 \gamma_{1}+1\right)-6 \alpha_{1}+2\right) .
$$

where two roots of each characteristic polynomial in (3.2.6) are the principal roots while the third is spurious (unphysical).; thus, we require the two principal roots to be complex conjugates except in the high-frequency regions. This requirement maximizes high-frequency dissipation while setting two eigenvalues to one in the low-frequency range to improve its approximation accuracy. As a consequence, we set $\beta_{1}$ and $\beta_{2}$ such that the complex parts of the principal roots of the blocks $\Lambda_{1}$ and $\Lambda_{2}$, respectively, vanish in the high-frequency regions. This setting changes the largest eigenvalue from one to a user-defined value, which results in an approach similar to the implicit generalized$\alpha$ methods. Additionally, we define the limit in which this bifurcation happens at block
$i, i=1,2$, by $\Omega_{b i}$. We define the critical stability limit for our explicit method as $\Omega_{s i}$ and show the stability region of block $i$.

We find the parameter values using the characteristic equation corresponding to the diagonal block $i$ of the amplification matrix as:

$$
\begin{equation*}
\sum_{j=0}^{3}\left(\tilde{a}_{i}^{j}+\tilde{y}_{i}^{j} \Theta^{2}\right) \lambda_{i}^{(3-j)}=0 \tag{3.2.7}
\end{equation*}
$$

where $\tilde{a}_{i}$ and $\tilde{y}_{i}$ are functions of the parameters $\gamma_{i}$ and $\beta_{i}$. Each block $i$ has three eigenvalues; we set two of them to $\rho_{b i}$ and one becomes $\rho_{s i}$. Therefore, we rewrite the characteristic polynomial 4.2 .21 as

$$
\begin{equation*}
\left(\lambda_{i}^{2}+\rho_{b i}^{2}+2 \lambda_{i} \rho_{b i}\right)\left(\lambda_{i}+\rho_{s i}\right)=0 \tag{3.2.8}
\end{equation*}
$$

Next, to have all three roots with real values at the bifurcation limit, we equate 3.2.8 to 3.2 .6 to obtain:

$$
\begin{align*}
\Omega_{b 1} & =2-2 \rho_{b 1}-\rho_{s 1}+\rho_{s 1} \rho_{b 1}^{2} \\
\Omega_{b 2} & =2+2 \rho_{b 2}+\rho_{s 2}-\rho_{s 2} \rho_{b 2}^{2} \\
\alpha_{1} & =\frac{2-\left(1+\rho_{b 1}\right) \rho_{s 1}}{\left(-1+\rho_{b 1}\right)\left(-1+\rho_{s 1}\right)}  \tag{3.2.9}\\
\alpha_{2} & =\frac{2+\left(1-\rho_{b 2}\right) \rho_{s 2}}{\left(1+\rho_{b 2}\right)\left(1+\rho_{s 2}\right)} .
\end{align*}
$$

Figure 3.5 shows how the bifurcation and stability regions change as the user-defined parameter changes.

Remark 11. Herein, we constrain $\rho_{s i} \leq \rho_{b i}$ which results in $\Omega_{b i} \leq \Omega_{s i}$. We can maximize the bifurcation region $\Omega_{b i}$ by setting $\rho_{s i}=\rho_{b i}$ and consequently, obtain a one-parameter family of algorithms, Figure 3.5 shows this numerically.

We set the complex part of the eigenvalues equal to zero in the high-frequency regions; thus, we define the parameters $\beta_{i}$ as

$$
\begin{align*}
& \beta_{1}=\frac{\left(1+\rho_{b 1}\right)\left(-1+\rho_{b 1} \rho_{s 1}\right)^{2}}{\left(-1+\rho_{b 1}\right)^{2}\left(-1+\rho_{s 1}\right)\left(-2+\rho_{s 1}+\rho_{b 1} \rho_{s 1}\right)} \\
& \beta_{2}=\frac{-5-3 \rho_{b 2}-4 \rho_{s 2}+2 \rho_{b 2} \rho_{s 2}+2 \rho_{b 2}^{2} \rho_{s 2}-\rho_{s 2}^{2}+\rho_{b 2} \rho_{s 2}^{2}}{\left(1+\rho_{b 2}\right)^{2}\left(-2-3 \rho_{s 2}+\rho_{b 2} \rho_{s 2}-\rho_{s 2}^{2}+\rho_{b 2} \rho_{s 2}^{2}\right)} \tag{3.2.10}
\end{align*}
$$

Finally, we find the critical values at which each block's spectral radius becomes larger than one. For this, we set $\Theta=\Omega_{s i}$ and $\lambda_{i}=1$ in 4.2.21 and solve the resulting
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Figure 3.5: Effect of user-defined parameters on the bifurcation regions $\Omega_{b 1}$ and $\Omega_{b 2}$ [12].
equation. Thus, we introduce the critical values $\Omega_{s i}$ as

$$
\begin{align*}
& \Omega_{s 1}=\frac{4\left(1-\rho_{b 1}\right)\left(2-\rho_{b 1} \rho_{s 1}-\rho_{s 1}\right)\left(3+\rho_{b 1}-\rho_{s 1}-3 \rho_{b 1} \rho_{s 1}\right)}{2\left(5-\rho_{b 1}\right)+\left(5-13 \rho_{b 1}-\rho_{b 1}^{2}-\rho_{b 1}^{3}\right) \rho_{s 1}-\left(1+\rho_{b 1}\right)^{3} \rho_{s 1}^{2}},  \tag{3.2.11}\\
& \Omega_{s 2}=\frac{4\left(1+\rho_{b 2}\right)\left(2-\rho_{b 2} \rho_{s 2}+\rho_{s 2}\right)\left(3-\rho_{b 2}+\rho_{s 2}-3 \rho_{b 2} \rho_{s 2}\right)}{2\left(5-\rho_{b 2}^{2}\right)+\left(5-13 \rho_{b 2}-\rho_{b 2}^{2}+\rho_{b 2}^{3}\right) \rho_{s 2}-\left(1-\rho_{b 2}\right)^{3} \rho_{s 2}^{2} .} .
\end{align*}
$$

Remark 12. Following [7, 57], $\alpha_{f 1}$ and $\alpha_{f 2}$ are free parameters with respect to spectral radius. Therefore, we set $\alpha_{f 1}=1$ to deliver fourth-order accuracy. Accordingly, to optimally combine low- and high-frequency dissipation, we set $\alpha_{f 2}=0$.

Therefore, setting $0 \leq \rho_{b 1}, \rho_{b 2} \leq 1$ allows us to control the system's spectral radius $\rho$ and, consequently, the high-frequency numerical damping. Figure 3.6 shows how the user controls $\rho$ and the stability region $\Omega_{s}$; setting $\rho_{b}=\rho_{s}=0.99$ leads to the largest stability region $\Omega_{s}=4(\theta \tau)^{2}=4 \Theta$, equivalent to the stability region of the second-order central difference method [48].


Figure 3.6: Spectral radius $\rho$ for different $\rho_{b}$ values, where $\rho_{b 1}=\rho_{b 2}=\rho_{s 1}=\rho_{s 2}$ [12].

### 3.2.3 Higher-order explicit method: $2 k^{t h}$-order accuracy in time

This section extends our approach to deliver $2 k^{t h}$-order accurate methods with $k \geq 2$. That is, we introduce our $2 k^{\text {th }}$-order explicit generalized- $\alpha$ method as:

$$
\begin{align*}
M A_{n}^{\alpha_{1}}+C V_{n}+K U_{n} & =F_{n+\alpha_{f 1}}, \\
M \mathcal{L}^{3 j-3}\left(A_{n}\right)^{\alpha_{j}}+C \mathcal{L}^{3 j-4}\left(A_{n}\right)+K \mathcal{L}^{3 j-5}\left(A_{n}\right) & =F_{n+\alpha_{f j}}^{(3 j-3)}, \quad j=2, \cdots, k-1, \\
M \mathcal{L}^{3 k-3}\left(A_{n}\right)^{\alpha_{k}}+C \mathcal{L}^{3 k-4}\left(A_{n}\right)+K \mathcal{L}^{3 k-5}\left(A_{n}\right) & =F_{n+\alpha_{f k}}^{(3 k-3)}, \tag{3.2.12}
\end{align*}
$$

and updating the system using (3.1.20) with the definitions given in (3.1.21). Similarly, we establish higher-order schemes proposed in 3.2.12 and 3.1.20 by using highorder Taylor series. Next, for the analysis, we substitute 3.1 .20 into 3.2 .12 and find a matrix system similar to 3.1 .36 where the amplification matrix of the $2 k^{\text {th }}$-order accurate scheme is:

$$
G_{k}=L^{-1} R=\left[\begin{array}{ccccc}
\Lambda_{1} & \Xi_{12} & \cdots & \cdots & \Xi_{1 k}  \tag{3.2.13}\\
0 & \Lambda_{2} & \Xi_{23} & \cdots & \Xi_{2 k} \\
\vdots & & \ddots & & \\
0 & 0 & \cdots & \Lambda_{k-1} & \Xi_{k-1} \\
0 & 0 & \cdots & 0 & \Lambda_{k}
\end{array}\right]
$$
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with

$$
\begin{align*}
& \Lambda_{j}=\frac{1}{\alpha_{j}}\left[\begin{array}{ccc}
\alpha_{j}-\beta_{j} \Theta & \alpha_{j}-\beta_{j} \Theta & \frac{1}{2}\left(\alpha_{j}-\beta_{j}(\Theta+2)\right) \\
-\gamma_{j} \Theta & \alpha_{j}-\gamma_{j} \Theta & \alpha_{j}-\frac{\gamma_{j}}{2}(\Theta+2) \\
-\Theta & -\Theta & \alpha_{j}-1-\frac{\Theta}{2}
\end{array}\right], \quad j=1, \cdots, k-1  \tag{3.2.14}\\
& \Lambda_{k}=\frac{1}{\alpha_{k}}\left[\begin{array}{ccc}
\alpha_{k}-\beta_{k} \Theta & \alpha_{k} & \frac{\alpha_{k}}{2}-\beta_{k} \\
-\gamma_{k} \Theta & \alpha_{k} & \alpha_{k}-\gamma_{k} \\
-\Theta & 0 & \alpha_{k}-1
\end{array}\right] .
\end{align*}
$$

Remark 13. The solution $u(\cdot, t)$ nees to be sufficiently regularity such that $\frac{\partial^{i} u}{\partial t^{i}}, i=$ $0, \cdots, 3 k-1$ are defined for us to achieve $2 k^{\text {th }}$-order of accuracy using 3.2 .12 , Otherwise, one needs to estimate the higher-order terms used in the Taylor's expansions using the combination of lower-order terms in different time steps. This alternative approach is similar to multi-step methods such as BDF schemes (see, e.g., [93]).

Remark 14. The amplification matrix (3.2.13) is an upper-triangular block matrix; thus, we neglect the non-diagonal block contributions in the eigenvalue analysis (see the sketch in Figure 3.3).

Theorem 1. Assuming $u_{h}(t)$ and $\dot{u}_{h}(t)$ have sufficient regularity in time, our explicit scheme introduced in 3.2.12 with updating terms (3.1.20) provides $2 k^{\text {th }}$-order accurate approximation in the temporal domain when

$$
\begin{align*}
\gamma_{j} & =\frac{1}{2}-\alpha_{f j}+\alpha_{j}, \quad j=1, \cdots, k-1 \\
\gamma_{k} & =\frac{1}{2}-\alpha_{f k}+\alpha_{k} \tag{3.2.15}
\end{align*}
$$

Proof. The amplification matrix 3.2 .13 is an upper-diagonal block matrix; each block is a $3 \times 3$ matrix. The last two diagonal blocks $\Lambda_{k-1}$ and $\Lambda_{k}$ have similar entries to those of the amplification matrix of the fourth-order method. The other diagonal blocks are analogous to $\Lambda_{k-1}$. Hence, separately for each block, we determine the relevant terms for (3.1.11) and consider the higher-order terms to obtain second-order accuracy. Consequently, after solving the whole system and adding the higher-order terms to the unknowns $u_{h}$ and $v_{h}$, we have a truncation error of $\mathcal{O}\left(\tau^{2 k+1}\right)$. A similar path we used in Section 3.1.3.

### 3.2.3.1 CFL condition and dissipation control

We analyze the system's spectral behaviour, the bifurcation regions, and its CFL conditions. For this, we study the amplification matrix's eigenvalues (3.2.13). Accordingly,
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we calculate each diagonal block's eigenvalues. The first $k-1$ blocks have identical structures; hence, following Section 3.2 .2 , we propose these algorithmic parameters as

$$
\begin{align*}
\Omega_{b j} & =2-2 \rho_{b j}-\rho_{s j}+\rho_{s j} \rho_{b j}^{2}, \quad j=1, \cdots, k-1, \\
\alpha_{j} & =\frac{2-\left(1+\rho_{b j}\right) \rho_{s j}}{\left(-1+\rho_{b j}\right)\left(-1+\rho_{s j}\right)}, \\
\beta_{j} & =\frac{\left(1+\rho_{b j}\right)\left(-1+\rho_{b j} \rho_{s j}\right)^{2}}{\left(-1+\rho_{b j}\right)^{2}\left(-1+\rho_{s j}\right)\left(-2+\rho_{s j}+\rho_{b j} \rho_{s j}\right)},  \tag{3.2.16}\\
\Omega_{b k} & =2+2 \rho_{b k}+\rho_{s k}-\rho_{s k} \rho_{b k}^{2}, \\
\alpha_{k} & =\frac{2+\left(1-\rho_{b k}\right) \rho_{s k}}{\left(1+\rho_{b k}\right)\left(1+\rho_{s k}\right)}, \\
\beta_{k} & =\frac{-5-3 \rho_{b k}-4 \rho_{s k}+2 \rho_{b k} \rho_{s k}+2 \rho_{b k}^{2} \rho_{s k}-\rho_{s k}^{2}+\rho_{b k} \rho_{s k}^{2}}{\left(1+\rho_{b k}\right)^{2}\left(-2-3 \rho_{s k}+\rho_{b k} \rho_{s k}-\rho_{s k}^{2}+\rho_{b k} \rho_{s k}^{2}\right)},
\end{align*}
$$

and the critical values $\Omega_{s j}$ are

$$
\begin{aligned}
& \Omega_{s j}=\frac{4\left(1-\rho_{b j}\right)\left(2-\rho_{b j} \rho_{s j}-\rho_{s j}\right)\left(3+\rho_{b j}-\rho_{s j}-3 \rho_{b j} \rho_{s j}\right)}{2\left(5-\rho_{b j}^{2}\right)+\left(5-13 \rho_{b j}-\rho_{b j}^{2}-\rho_{b j}^{3}\right) \rho_{s j}-\left(1+\rho_{b j}\right)^{3} \rho_{s j}^{2}}, \quad j=1, \cdots, k-1, \\
& \Omega_{s k}=\frac{4\left(1+\rho_{b k}\right)\left(2-\rho_{b k} \rho_{s k}+\rho_{s k}\right)\left(3-\rho_{b k}+\rho_{s k}-3 \rho_{b k} \rho_{s k}\right)}{2\left(5-\rho_{b k}^{2}\right)+\left(5-13 \rho_{b k}-\rho_{b k}^{2}+\rho_{b k}^{3}\right) \rho_{s k}-\left(1-\rho_{b k}\right)^{3} \rho_{s k}^{2}}
\end{aligned}
$$

Remark 15. We constrain $\rho_{s m} \leq \rho_{b m}, m=1, \cdots, k$ and maximize the bifurcation regions $\Omega_{b m}$ by setting $\rho_{s m}=\rho_{b m}=\rho$ with $0 \leq \rho<1$ as a user-defined parameter; our method is a one-parameter family of time-marching algorithms. Additionally, the stability region is independent of the accuracy order; we obtain higher-order accuracy without affecting any features of the second-order algorithm (i.e., preserve stability regions, bifurcation limit, and dissipation control). Similarly, $\alpha_{f j}$ and $\alpha_{f k}$ are free parameters; thus, we set $\alpha_{f j}=1, j=1, \cdots, k-1$, and $\alpha_{f k}=0$.

### 3.3 Implicit higher-order time marching methods for parabolic problems

### 3.3.1 Model problem

Here, we introduce our method for approximating first-order time derivatives. For this, we consider a parabolic, linear initial boundary-value problem:

$$
\begin{align*}
\frac{\partial u(x, t)}{\partial t}-\nabla \cdot(\kappa \nabla u(x, t)) & =f(x, t), & & (x, t) \in \Omega \times[0, T], \\
u(x, t) & =u_{D}, & & x \in \partial \Omega \times[0, T],  \tag{3.3.1}\\
u(x, 0) & =u_{0}, & & x \in \Omega,
\end{align*}
$$

where $\kappa \in L^{\infty}(\Omega)$ is the diffusivity coefficient, the source function $f$, the initial data $u_{0}$, and the Dirichlet boundary condition $u_{D}$ are given.

For the spatial discretization, we follow the steps discussed in Section 3.1.4. Thus, the matrix form of the discrete problem (3.3.1) becomes:

$$
\begin{equation*}
M \dot{U}+K U=F \tag{3.3.2}
\end{equation*}
$$

where $M$ and $K$ are the mass and stiffness matrices, $U$ is the vector of the unknowns, and $F$ is the source vector. The initial condition is

$$
\begin{equation*}
U(0)=U_{0} \tag{3.3.3}
\end{equation*}
$$

where $U_{0}$ is the given vector of initial condition $u_{0, h}$.
Remark 16. Similar to our method for hyperbolic problems, we propose a high-order generalized- $\alpha$ independent of the spatial discretization. Therefore, one can apply our construction to any time-dependent semi-discrete problem. Besides, the problem (3.3.1) can be easily modified to consider heterogeneous diffusivity and non-homogeneous boundary conditions (for more details, see [56]).

### 3.3.2 Generalized- $\alpha$ for parabolic problems

Partitioning of the time interval $[0, T]$, the generalized- $\alpha$ method for 3.3 .2 at time-step $n+1$ reads 60]:

$$
\begin{align*}
M V_{n+\alpha_{m}}+K U_{n+\alpha_{f}} & =F_{n+\alpha_{f}}, \\
U_{n+1} & =U_{n}+\tau V_{n}+\tau \gamma \llbracket V_{n} \rrbracket,  \tag{3.3.4}\\
V_{0} & =M^{-1}\left(F_{0}-K U_{0}\right),
\end{align*}
$$

According to $(3.3 .4)$, the method requires a two-step computation; the first one solves an implicit system to find $\llbracket V_{n} \rrbracket$, the second one deploys the second equation in (3.3.4)
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to update $U_{n+1}$ explicitly. We guarantee the scheme's second-order accuracy in time by setting $\gamma=\frac{1}{2}+\alpha_{m}-\alpha_{f}$; we also control the numerical dissipation using the following parameter definition 60]:

$$
\begin{equation*}
\alpha_{m}=\frac{1}{2}\left(\frac{3-\rho_{\infty}}{1+\rho_{\infty}}\right), \quad \alpha_{f}=\frac{1}{1+\rho_{\infty}} \tag{3.3.5}
\end{equation*}
$$

where, $\rho_{\infty} \in[0,1]$ is a user-control parameter.

### 3.3.3 Third-order generalized- $\alpha$ method

Similar to our approach for developing high-order schemes for hyperbolic problems, we use a Taylor expansion to extend the second-order method 3.3.4 and derive higherorder representations; see also our detailed discussions in [8, 10, 12]. Thus, for example, we derive a third-order generalized- $\alpha$ method for solving the semi-discrete equation (3.3.2) which has a sufficiently smooth solution and forcing on the considered time interval. For this, taking two temporal derivatives from the first equation of (3.3.4), we $M \mathcal{L}^{1}\left(A_{n}\right)^{\alpha_{2}}+K A_{n}^{\alpha_{f}}=F_{n+\alpha_{f}}^{(2)}$. Then, we propose:

$$
\begin{align*}
M V_{n}^{\alpha_{1}} & =-K U_{n+1}+F_{n+1} \\
M \mathcal{L}^{1}\left(A_{n}\right)^{\alpha_{2}} & =-K A_{n}^{\alpha_{f}}+F_{n+\alpha_{f}}^{(2)} \tag{3.3.6}
\end{align*}
$$

with updating conditions

$$
\begin{align*}
U_{n+1} & =U_{n}+\tau V_{n}+\frac{\tau^{2}}{2} A_{n}+\frac{\tau^{3}}{6} \mathcal{L}^{1}\left(A_{n}\right)+\gamma_{1} \tau Q_{n}  \tag{3.3.7}\\
A_{n+1} & =A_{n}+\tau \mathcal{L}^{1}\left(A_{n}\right)+\tau \gamma_{2} \llbracket \mathcal{L}^{1}\left(A_{n}\right) \rrbracket
\end{align*}
$$

where

$$
\begin{align*}
Q_{n} & =V_{n+1}-V_{n}-\tau A_{n}-\frac{\tau^{2}}{2} \mathcal{L}^{1}\left(A_{n}\right) \\
V_{n}^{\alpha_{1}} & =V_{n}+\tau A_{n}+\frac{\tau^{2}}{2} \mathcal{L}^{1}\left(A_{n}\right)+\alpha_{1} Q_{n} \tag{3.3.8}
\end{align*}
$$

The other requires data at the initial state are determined using the given initial condition $U_{0}$ as:

$$
\begin{align*}
V_{0} & =M^{-1}\left(F_{0}-K U_{0}\right), \\
A_{0} & =M^{-1}\left(\mathcal{L}^{1}\left(F_{0}\right)-K V_{0}\right),  \tag{3.3.9}\\
\mathcal{L}^{1}\left(A_{0}\right) & =M^{-1}\left(\mathcal{L}^{2}\left(F_{0}\right)-K A_{0}\right) .
\end{align*}
$$

Next, we define the parameters to assure stability and the third-order of accuracy.

### 3.3.3.1 Accuracy in time

Now, we obtain the parameters $\gamma_{1}$ and $\gamma_{2}$ such that equations (3.3.6)-(3.3.7) deliver third-order accuracy in the temporal domain, which renders the following result:

Theorem 2. Considering a problem with a sufficiently regular solution, the method in (3.3.6) with the update (3.3.7) is third-order accurate in the time given

$$
\begin{equation*}
\gamma_{1}=\alpha_{1}-\frac{1}{2}, \quad \gamma_{2}=\frac{1}{2}-\alpha_{f}+\alpha_{2} \tag{3.3.10}
\end{equation*}
$$

Proof. Substituting (3.3.7) into (3.3.6), we obtain an equation system for each time step similar to (3.1.14) as:

$$
\begin{equation*}
A \mathbf{U}_{\mathbf{n}+\mathbf{1}}=B \mathbf{U}_{\mathbf{n}}+\mathbf{F}_{\mathbf{n}+\alpha_{\mathbf{f}}} \tag{3.3.11}
\end{equation*}
$$

For simplicity, we assume the matrix problem (3.3.11) has one spatial degree of freedom. Then, letting $\mathbf{U}_{n}=\left[U_{n}, \tau V_{n}, \tau^{2} A_{n}, \tau^{3} \mathcal{L}^{1}\left(A_{n}\right)\right]^{T}$, we have:

$$
A=\left[\begin{array}{cccc}
1 & -\gamma_{1} & 0 & 0  \tag{3.3.12}\\
\tau \lambda & \alpha_{1} & 0 & 0 \\
0 & 0 & 1 & -\gamma_{2} \\
0 & 0 & \tau \alpha_{f} \lambda & \alpha_{2}
\end{array}\right], B=\left[\begin{array}{cccc}
1 & 1-\gamma_{1} & \frac{1}{2}-\gamma_{1} & \frac{1}{6}-\frac{1}{2} \gamma_{1} \\
0 & \alpha_{1}-1 & \alpha_{1}-1 & \frac{1}{2}\left(\alpha_{1}-1\right) \\
0 & 0 & 1 & 1-\gamma_{2} \\
0 & 0 & -\tau\left(1-\alpha_{f}\right) \lambda & \alpha_{2}-1
\end{array}\right]
$$

Remark 17. In our analysis, the behaviour of the time-marching methods is independent of spatial discretization. This leads to the assumption of considering one degree of freedom for the spatial discretization for brevity. Whereas, in chapter 4 that we introduce our variational splitting techniques, we require to also include the eigenvalues of the matrices obtained from the spatial discretization. Therefore, we analyse the systems using an alternative approach (see, e.g., 4.2.2).

Without loss of generality, we set $\mathbf{F}_{\mathbf{n}+\alpha_{\mathbf{f}}}=\mathbf{0}$. Thus, the resulting amplification matrix $G$ is similar to the one in 3.1 .10 with an upper-block diagonal matrix:

$$
G=\left[\begin{array}{cc}
\Lambda_{1} & \Xi  \tag{3.3.13}\\
0 & \Lambda_{2}
\end{array}\right]
$$

with

$$
\begin{align*}
& \Lambda_{1}=\theta_{1}\left[\begin{array}{cc}
\alpha_{1} & \alpha_{1}-\gamma_{1} \\
-\theta & \alpha_{1}+\left(\gamma_{1}-1\right) \theta-1
\end{array}\right]  \tag{3.3.14}\\
& \Lambda_{2}=\theta_{2}\left[\begin{array}{cc}
\alpha_{2}+\left(\alpha_{f}-1\right) \gamma_{2} \theta & \alpha_{2}-\gamma_{2} \\
-\theta & \alpha_{2}+\alpha_{f}\left(\gamma_{2}-1\right) \theta-1
\end{array}\right] \tag{3.3.15}
\end{align*}
$$

where $\theta_{1}=\left(\alpha_{1}+\gamma_{1} \theta\right)^{-1}$ and $\theta_{2}=\left(\alpha_{2}+\alpha_{f} \gamma_{2} \theta\right)^{-1}$. Additionally, we define $\theta:=\tau \lambda_{\theta}$ with $\lambda_{\theta}$ being the eigenvalues of $M^{-1} K$ related to the spatial discretization. Then, for the $4 \times 4$ matrix G, we can write:

$$
\begin{align*}
0 & =U^{n+1}-(\operatorname{tr} G) U^{n}+\frac{1}{2}\left((\operatorname{tr} G)^{2}-\operatorname{tr}\left(G^{2}\right)\right) U^{n-1} \\
& -\frac{1}{6}\left((\operatorname{tr} G)^{3}-3 \operatorname{tr}\left(G^{2}\right)(\operatorname{tr} G)+2 \operatorname{tr}\left(G^{3}\right)\right) U^{n-2}+\operatorname{det}(G) U^{n-3} \tag{3.3.16}
\end{align*}
$$

The identity (3.3.16) is a consequence of Cayley-Hamilton Theorem for a $4 \times 4$ matrix. We detail these computations when we analyze a general $k \times k$ matrix in the next section. Later, we substitute the Taylor expansions of $U^{n+1}, U^{n-1}, U^{n-2}$ in time with the truncation error of $\mathcal{O}\left(\tau^{4}\right)$ into (3.3.16). Then, one can verify that these parameter definitions 3.3 .10 cancel the low-order terms and the method delivers the truncation error of fourth-order and therefore, third-order accuracy in the temporal domain 9].

Remark 18. The standard generalized- $\alpha$ method [60] delivers second-order accuracy and dissipation control using two equations; similarly, we obtain a third-order rather than fourth-order to maintain the unconditional stability and dissipation control. For example, we get fourth-order accuracy by setting $\gamma_{2}=0$, which results in an explicitimplicit method with a CFL condition. Therefore, we omit the details for other possible choices of $\gamma_{i}$ and only consider (3.3.10) that leads to unconditional $A$-stability.

Remark 19 (Alternative proof for accuracy order). As with the hyperbolic schemes, due to $G$ 's structure, we can only study the diagonal blocks' behaviour in our analysis. Therefore, we require that the higher-order unknowns $A_{n}, \mathcal{L}^{1}\left(A_{n}\right)$, associated with the lower diagonal-block $\Lambda_{2}$ be second-order accurate (see, Section 3.1.2.1 and [9, 10]):

$$
\begin{equation*}
A_{n+1}-\operatorname{tr}\left(\Lambda_{2}\right) A_{n}-\operatorname{det}\left(\Lambda_{2}\right) A_{n-1}=0 \tag{3.3.17}
\end{equation*}
$$

Then, further substitution of Taylor expansions of $A_{n+1}$ and $A_{n-1}$ in time as:

$$
\begin{align*}
& A_{n+1}=A_{n}+\tau \mathcal{L}^{1}\left(A_{n}\right)+\frac{\tau^{2}}{2} \mathcal{L}^{2}\left(A_{n}\right)+\mathcal{O}\left(\tau^{3}\right) \\
& A_{n-1}=A_{n}-\tau \mathcal{L}^{1}\left(A_{n}\right)+\frac{\tau^{2}}{2} \mathcal{L}^{2}\left(A_{n}\right)+\mathcal{O}\left(\tau^{3}\right) \tag{3.3.18}
\end{align*}
$$

requires $\gamma_{2}=\frac{1}{2}-\alpha_{f}+\alpha_{2}$ to guarantee the second-order accuracy in time of $A_{n+1}$. Next, according to 3.3 .17 and deploying the upper diagonal-block $\Lambda_{1}$, we write:

$$
\begin{equation*}
U_{n+1}-\operatorname{tr}\left(\Lambda_{1}\right) U_{n}+\operatorname{det}\left(\Lambda_{1}\right) U_{n-1}=0 \tag{3.3.19}
\end{equation*}
$$

### 3.3 Implicit higher-order time marching methods for parabolic problems

We obtain the third-order accuracy in time using Taylor expansions with truncation error of $\mathcal{O}\left(\tau^{4}\right)$ for $U_{n+1}$ and $U_{n-1}$, which allows to get

$$
\begin{align*}
& U_{n+1}=U_{n}+\tau V_{n}+\underbrace{\frac{\tau^{2}}{2} A_{n}+\frac{\tau^{3}}{6} \mathcal{L}^{1}\left(A_{n}\right)}_{\mathcal{R}}+\mathcal{O}\left(\tau^{4}\right),  \tag{3.3.20}\\
& U_{n-1}=U_{n}-\tau V_{n}+\underbrace{\frac{\tau^{2}}{2} A_{n}-\frac{\tau^{3}}{6} \mathcal{L}^{1}\left(A_{n}\right)}_{\mathcal{R}}+\mathcal{O}\left(\tau^{4}\right),
\end{align*}
$$

Here, the $\Lambda_{2}$ equations show that $\mathcal{R}$ has second-order accuracy and define a residual term. Thus, following a similar approach, we verify that the remaining terms have second-order accuracy in time by setting $\gamma_{1}=\alpha_{1}-\frac{1}{2}$. Then, we add the residuals to the second-order accurate solution to have the truncation error of $\mathcal{O}\left(\tau^{4}\right)$ and consequently, a third-order accurate scheme in time, which completes the proof [9].

### 3.3.3.2 Stability analysis and eigenvalue control

Following the methodology of Section 3.1.2.2, we bound the spectral radius of the amplification $G$; thus, we first calculate the eigenvalues of $G$ as:

$$
\begin{align*}
0 & =\operatorname{det}(G-\tilde{\lambda} I)=\operatorname{det}\left[\begin{array}{cc}
\Lambda_{1}-\tilde{\lambda} I & H \\
0 & \Lambda_{2}-\tilde{\lambda} I
\end{array}\right]  \tag{3.3.21}\\
& =\operatorname{det}\left(\Lambda_{1}-\tilde{\lambda} I\right) \cdot \operatorname{det}\left(\Lambda_{2}-\tilde{\lambda} I\right)
\end{align*}
$$

with $I$ and $\tilde{\lambda}$ denoting the corresponding identity matrix and eigenvalues of the matrix, respectively. Thus, we obtain a solution for 3.3.21) by solving two uncoupled problems $\operatorname{det}\left(\Lambda_{i}-\tilde{\lambda} I\right)=0, i=1,2$. For this, we have [53]:

$$
\begin{equation*}
\operatorname{det}\left(\Lambda_{i}-\tilde{\lambda} I\right)=\operatorname{det}\left(\Lambda_{i}^{11}-\tilde{\lambda} I\right) \cdot \operatorname{det}\left(\Lambda_{i}^{22}-\tilde{\lambda} I-\Lambda_{i}^{21}\left(\Lambda_{i}^{11}-\tilde{\lambda} I\right)^{-1} \Lambda_{i}^{12}\right) \tag{3.3.22}
\end{equation*}
$$

where $\Lambda_{i}^{j k}$ is the $j k$ component of $\Lambda_{i}$. Therefore, substituting (3.3.15) into (3.3.22), we consider $\operatorname{det}\left(\Lambda_{2}^{11}-\tilde{\lambda} I\right)=0$ which leads to the following bound on $\tilde{\lambda}$ :

$$
\begin{equation*}
-1 \leq\left(\alpha_{2}+\left(\alpha_{f}-1\right) \gamma_{2} \theta\right) \theta_{2} \leq 1 \Longrightarrow 0 \leq \gamma_{2} \theta \theta_{2} \leq 2 \tag{3.3.23}
\end{equation*}
$$

The left inequality is already satisfied since all parameters are non-negative, and the matrices $M$ and $K$ obtained after the spatial discretization are positive definite. We rewrite the right-hand side of the inequality as:

$$
\begin{equation*}
\gamma_{2} \theta\left(1-2 \alpha_{f}\right) \leq 2 \alpha_{2} \tag{3.3.24}
\end{equation*}
$$

## 3. HIGHER-ORDER TIME MARCHING

To satisfy 3.3 .24 unconditionally, one requires $\frac{1}{2} \leq \alpha_{f}$. Next, we solve

$$
\operatorname{det}\left(\Lambda_{2}^{22}-\tilde{\lambda} I-\Lambda_{2}^{21}\left(\Lambda_{2}^{11}-\tilde{\lambda} I\right)^{-1} \Lambda_{2}^{12}\right)=0
$$

in 3.3 .22 using:

$$
\begin{equation*}
\left(1-\gamma_{2} \theta \theta_{2} \tilde{\lambda}\right) \cdot\left(1-\left(1+\alpha_{f} \gamma_{2} \theta\right) \theta_{2} \tilde{\lambda}\right)+\left(1-\theta \theta_{2}\right) \cdot\left(1-\left(\gamma_{2}+\alpha_{f} \gamma_{2} \theta\right) \theta_{2}\right)=0 \tag{3.3.25}
\end{equation*}
$$

Omitting the details, we bound the spectral radius by one; it is sufficient to impose [9, 26]:

$$
\begin{equation*}
\alpha_{2} \geq \alpha_{f} \geq \frac{1}{2} \tag{3.3.26}
\end{equation*}
$$

To solve 3.3 .22 for $i=1$, one can follow the same steps. Thus, we solve

$$
\operatorname{det}\left(\Lambda_{1}^{11}-\tilde{\lambda} I\right)=0
$$

and bound the spectral radius as:

$$
\begin{equation*}
-1 \leq \alpha_{1} \theta_{1} \leq 1 \Longrightarrow \gamma_{1} \theta \leq 2\left(\alpha_{1}+\gamma_{1} \theta\right) \tag{3.3.27}
\end{equation*}
$$

Furthermore, substituting

$$
\operatorname{det}\left(\Lambda_{1}^{22}-\tilde{\lambda} I-\Lambda_{1}^{21}\left(\Lambda_{1}^{11}-\tilde{\lambda} I\right)^{-1} \Lambda_{1}^{12}\right)=0
$$

in 3.3.22 implies that $\alpha_{1} \geq 1$. Again, we omit the details for brevity. We calculate the eigenvalues for the case $\theta \rightarrow \infty$ equal to $\rho_{1}^{\infty}$ to control the eigenvalues in high frequency regions. Accordingly, the eigenvalues of the amplification matrix read:

$$
\begin{equation*}
\lambda_{1}=0, \quad \lambda_{2}=\frac{\gamma_{1}-1}{\gamma_{1}}, \quad \lambda_{3}=\frac{\alpha_{f}-1}{\alpha_{f}}, \quad \lambda_{4}=\frac{\gamma_{2}-1}{\gamma_{2}} . \tag{3.3.28}
\end{equation*}
$$

Providing control on the numerical dissipation, we closely follow the analysis in [7, [26, 60], we set $\lambda_{2}=\rho_{1}^{\infty}$ and $\lambda_{3}=\lambda_{4}=\rho_{2}^{\infty}$ and find corresponding expressions for $\alpha_{1}, \alpha_{2}, \alpha_{f}$ as:

$$
\begin{align*}
\alpha_{1} & =\frac{1}{2}\left(\frac{3+\rho_{1}^{\infty}}{1+\rho_{1}^{\infty}}\right) \\
\alpha_{2} & =\frac{1}{2}\left(\frac{3-\rho_{2}^{\infty}}{1+\rho_{2}^{\infty}}\right)  \tag{3.3.29}\\
\alpha_{f} & =\frac{1}{1+\rho_{2}^{\infty}}
\end{align*}
$$

Therefore, setting $0 \leq \rho_{1}^{\infty}, \rho_{2}^{\infty} \leq 1$, one controls the eigenvalues of the amplification matrix and the high-frequency damping. Figure 3.7 shows the behaviour of these eigenvalues; for large $\theta$, the eigenvalues $\lambda_{1,2}$ of the first block of the amplification matrix approach 0 and $\rho_{1}^{\infty}$ and eigenvalues of the second block $\lambda_{3,4}$ converge to $\rho_{2}^{\infty}$.

### 3.3 Implicit higher-order time marching methods for parabolic problems



Figure 3.7: Amplification matrix eigenvalues, $G$, 3.3.13).

### 3.3.4 Higher-order accuracy in time

This section proposes a method that attains higher-order accuracy in the temporal domain to solve the parabolic problem. In general, to solve the semi-discrete matrix problem (3.3.2), we introduce a high-order generalized- $\alpha$ method by solving $k \geq 2$ equations as (9):

$$
\begin{aligned}
M V_{n}^{\alpha_{1}} & =-K U_{n+1}+F_{n+1}, \\
M \mathcal{L}^{2 j-3}\left(A_{n}\right)^{\alpha_{j}} & =-K \mathcal{L}^{2 j-4}\left(A_{n+1}\right)+\mathcal{L}^{2 j-2}\left(F_{n+1}\right), \quad j=2, \cdots, k-1, \\
M \mathcal{L}^{2 k-3}\left(A_{n}\right)^{\alpha_{k}} & =-K \mathcal{L}^{2 k-4}\left(A_{n}\right)^{\alpha_{f}}+\mathcal{L}^{2 k-2}\left(F_{n}\right)^{\alpha_{f}},
\end{aligned}
$$

to obtain $\left(\frac{3}{2} k\right)^{t h}$ order of accuracy for even $k$ and $\left(\frac{3}{2} k+\frac{1}{2}\right)^{t h}$ for odd $k$. Next, we update the system explicitly using the following expressions:

$$
\begin{align*}
U_{n+1} & =U_{n}+\tau V_{n}+\frac{\tau^{2}}{2} A_{n}+\frac{\tau^{3}}{6} \mathcal{L}^{1}\left(A_{n}\right)+\cdots+\frac{\tau^{2 k-1}}{(2 k-1)!} \mathcal{L}^{2 k-3}\left(A_{n}\right)+\tau \gamma_{1} Q_{n, 1}, \\
\mathcal{L}^{2 j-4}\left(A_{n+1}\right) & =\mathcal{L}^{2 j-4}\left(A_{n}\right)+\cdots+\frac{\tau^{2 k-2 j+1}}{(2 k-2 j+1)!} \mathcal{L}^{2 k-3}\left(A_{n}\right)+\tau \gamma_{j} Q_{n, j}, \quad j=2, \cdots, k-1, \\
\mathcal{L}^{2 k-4}\left(A_{n+1}\right) & =\mathcal{L}^{2 k-4}\left(A_{n}\right)+\tau \mathcal{L}^{2 k-3}\left(A_{n}\right)+\tau \gamma_{k} \cdot \llbracket \mathcal{L}^{2 k-3}\left(A_{n}\right) \rrbracket, \tag{3.3.31}
\end{align*}
$$

where we have

$$
\begin{align*}
Q_{n, 1} & =V_{n+1}-V_{n}-\tau A_{n}-\cdots-\frac{\tau^{2 k-2}}{(2 k-2)!} \mathcal{L}^{2 k-3}\left(A_{n}\right), \\
V_{n}^{\alpha_{1}} & =V_{n}+\tau A_{n}+\cdots+\frac{\tau^{2 k-1}}{(2 k-1)!} \mathcal{L}^{2 k-3}\left(A_{n}\right)+\alpha_{1} Q_{n, 1},  \tag{3.3.32}\\
Q_{n, j} & =\mathcal{L}^{2 j-4}\left(A_{n+1}\right)-\mathcal{L}^{2 j-4}\left(A_{n}\right)-\cdots-\frac{\tau^{2 k-2 j+1}}{(2 k-2 j+1)!} \mathcal{L}^{2 k-3}\left(A_{n}\right),
\end{align*}
$$

and for $j=2, \cdots, k-1$

$$
\begin{align*}
\mathcal{L}^{2 j-3}\left(A_{n}\right)^{\alpha_{j}} & =\mathcal{L}^{2 j-3}\left(A_{n}\right)+\cdots+\frac{\tau^{2 k-2 j+1}}{(2 k-2 j+1)!} \mathcal{L}^{2 k-3}\left(A_{n}\right)+\alpha_{j} Q_{n, j} \\
\mathcal{L}^{2 k-3}\left(A_{n}^{\alpha_{k}}\right) & =\mathcal{L}^{2 k-3}\left(A_{n}\right)+\alpha_{k} \cdot \llbracket \mathcal{L}^{2 k-3}\left(A_{n}\right) \rrbracket  \tag{3.3.33}\\
\mathcal{L}^{2 k-4}\left(A_{n}^{\alpha_{f}}\right) & =\mathcal{L}^{2 k-4}\left(A_{n}\right)+\alpha_{f} \cdot \llbracket \mathcal{L}^{2 k-4}\left(A_{n}\right) \rrbracket .
\end{align*}
$$

For $k=1,2$, this approach reduces to the second- and third-order generalized- $\alpha$ methods of Section 3.3.3.1, respectively. Next, we define the parameters that control the method's accuracy.

### 3.3.5 Accuracy analysis

We analyse the accuracy of the method that $3.3 .30-3.3 .33$ define by first deriving the amplification matrix. Similarly to the third-order method, we substitute 3.1 .20 into 3.3 .30 and find a matrix system:

$$
\begin{equation*}
L \boldsymbol{U}_{n+1}=R \boldsymbol{U}_{n}+\mathbf{F}_{\mathbf{n}+\alpha_{\mathbf{f}}} \tag{3.3.34}
\end{equation*}
$$

Therefore, similar to (3.1.23), the amplification matrix corresponding to a $k$-equation system becomes $G=L^{-1} R$ with:

$$
G=\left[\begin{array}{ccccc}
\Lambda_{1} & \Xi_{12} & \cdots & \cdots & \Xi_{1 k}  \tag{3.3.35}\\
0 & \Lambda_{2} & \Xi_{23} & \cdots & \Xi_{2 k} \\
\vdots & & \ddots & & \\
0 & 0 & \cdots & \Lambda_{k-1} & \Xi_{k-1} \\
0 & 0 & \cdots & 0 & \Lambda_{k}
\end{array}\right],
$$

where

$$
\begin{align*}
& \Lambda_{j}=\theta_{j}\left[\begin{array}{cc}
\alpha_{j} & \alpha_{j}-\gamma_{j} \\
-\theta & \alpha_{j}+\left(\gamma_{j}-1\right) \theta-1
\end{array}\right], \quad j=1, \cdots, k-1  \tag{3.3.36}\\
& \Lambda_{k}=\theta_{k}\left[\begin{array}{cc}
\alpha_{k}+\left(\alpha_{f}-1\right) \gamma_{k} \theta & \alpha_{k}-\gamma_{k} \\
-\theta & \alpha_{k}+\alpha_{f}\left(\gamma_{k}-1\right) \theta-1
\end{array}\right] \tag{3.3.37}
\end{align*}
$$

and denoting $\theta_{j}=\left(\alpha_{j}+\gamma_{j} \theta\right)^{-1}, \theta_{k}=\left(\alpha_{k}+\alpha_{f} \gamma_{k} \theta\right)^{-1}$.
Theorem 3. The method that equations (3.3.30-3.3.33 define for semi-discrete system (3.1.31), delivers $\left(\frac{3}{2} k\right)^{\text {th }}$ order of accuracy for even $k$ and $\left(\frac{3}{2} k+\frac{1}{2}\right)^{\text {th }}$ order for odd $k$ in time by setting:

$$
\begin{align*}
\gamma_{j} & =\alpha_{j}-\frac{1}{2}, \quad \text { for } j=1, \cdots, k-1  \tag{3.3.38}\\
\gamma_{k} & =\frac{1}{2}-\alpha_{f}+\alpha_{k}
\end{align*}
$$

Proof. For a $k$-system of equations, we expand using Taylor series for $k$ unknowns $U^{n+1}, U^{n-1}, \cdots, U^{n-k+1}$ around $U^{n}$ in time with truncation error of $\mathcal{O}\left(\tau^{\frac{3}{2} k+1}\right)$ for even $k$, and $\mathcal{O}\left(\tau^{\frac{3}{2} k+\frac{3}{2}}\right)$ for odd $k$ as:

$$
\begin{align*}
U^{n+1} & =U^{n}+\tau V^{n}+\frac{\tau^{2}}{2} A^{n}+\cdots, \\
U^{n-1} & =U^{n}-\tau V^{n}+\frac{\tau^{2}}{2} A^{n}+\cdots,  \tag{3.3.39}\\
& \vdots \\
U^{n-k+1} & =U^{n}-\tau(n-k+1) V^{n}+\frac{(\tau(n-k+1))^{2}}{2} A^{n}+\cdots
\end{align*}
$$

Then, for second-order accurate schemes, as [56] discusses, the amplification matrix's invariants and the Taylor expansions can be deployed to analyze the accuracy order. The approach applies the Cayley-Hamilton theorem to the resulting $2 \times 2$ and $3 \times 3$ amplification matrices for parabolic and hyperbolic problems, respectively, (see, e.g., [26, 60]). Herein, for schemes general $k \times k$ amplification matrices, we generalize the analysis to determine the parameters such that the method delivers a desired order of accuracy. Having this in mind, we discuss our general approach in the next section.

### 3.3.5.1 Analysing the accuracy of a general system

Herein, we introduce a technique to study the accuracy of a time-marching method with arbitrary order. For this, we first discuss the general form of Cayley-Hamilton theorem. That is, for a general $k \times k$ matrix $G$, the characteristic polynomial of $G$, abusing notation, is $p(\lambda)=\operatorname{det}\left(\lambda I_{k}-G\right)$, with $I_{k}$ denoting the $k \times k$ identity matrix, for which we rewrite the characteristic polynomial $p(\lambda)$ as [53]:

$$
\begin{equation*}
p(\lambda)=\lambda^{k}+c_{k-1} \lambda^{k-1}+\cdots+c_{1} \lambda^{1}+c_{0} \tag{3.3.40}
\end{equation*}
$$

Then, instead of the scalar variable $\lambda$, one can obtain a similar polynomial to 3.3 .40 ) with the matrix $G$ as:

$$
\begin{equation*}
p(G)=G^{k}+c_{k-1} G^{k-1}+\cdots+c_{1} G^{1}+c_{0} I_{k} \tag{3.3.41}
\end{equation*}
$$

for which the Cayley-Hamilton theorem states that the polynomial (3.3.41) equals to the zero matrix, $p(G)=0$ [55]. We provide further details on the determination of the coefficients $c$ in appendix .1. Next, we multiply (3.3.41 by $U^{n-k+1}$ to have:

$$
\begin{equation*}
G^{k} U^{n-k+1}+c_{k-1} G^{k-1} U^{n-k+1}+\cdots+c_{1} G^{1} U^{n-k+1}+c_{0} U^{n-k+1}=0 \tag{3.3.42}
\end{equation*}
$$

given that $U^{n}=G^{n} U^{0}$ [8], we have that:

$$
\begin{equation*}
U^{n+1}+c_{k-1} U^{n}+\cdots+c_{1} U^{n-k}+c_{0} U^{n-k+1}=0 \tag{3.3.43}
\end{equation*}
$$

then, substituting (3.3.39) into 3.3.43 and collecting the terms lead to:

$$
\begin{equation*}
\left(1+c_{k-1}+\cdots+c 0\right) U^{n}+\left(1-c_{k-2}+\cdots+(-1)^{k+1} c_{0}\right) \tau V^{n}+\cdots=0 \tag{3.3.44}
\end{equation*}
$$

Using the problem definition, we have $V^{n}=\lambda_{\theta} U^{n}, A^{n}=\lambda_{\theta}^{2} U^{n}$, which is true for all higher-order terms defined using $U^{n}$. Finally, we set the terms $\gamma_{j}$ and $\gamma_{k}$ to cancel lower-order terms to obtain the optimal accuracy [9].

### 3.3.5.2 Stability analysis

Follow Sections 3.1.2.2 and 3.3.3.2 closely, we establish the unconditional stability of our method (3.3.30)-3.3.33); thus, we calculate the eigenvalues of the amplification matrix $G$ in 3.3.35 as:

$$
\begin{align*}
0 & =\operatorname{det}(G-\tilde{\lambda} I)=\operatorname{det}\left[\begin{array}{ccccc}
\Lambda_{1}-\tilde{\lambda} I & \Xi_{12} & \cdots & \cdots & \Xi_{1 k} \\
0 & \Lambda_{2}-\tilde{\lambda} I & \Xi_{23} & \cdots & \Xi_{2 k} \\
\vdots & & \ddots & & \\
0 & 0 & \cdots & \Lambda_{k-1}-\tilde{\lambda} I & \Xi_{k-1} \\
0 & 0 & \cdots & 0 & \Lambda_{k}-\tilde{\lambda} I
\end{array}\right]  \tag{3.3.45}\\
& =\operatorname{det}\left(\Lambda_{1}-\tilde{\lambda} I\right) \cdot \operatorname{det}\left(\Lambda_{2}-\tilde{\lambda} I\right) \cdots \operatorname{det}\left(\Lambda_{k}-\tilde{\lambda} I\right) .
\end{align*}
$$

Therefore, we bound the spectral radius of each diagonal block to guarantee the overall stability; thus, for $\operatorname{det}\left(\Lambda_{j}-\tilde{\lambda} I\right)=0, j=1, \cdots, k$, expression 3.3 .22 is valid. Similarly, defining $\Lambda_{l m}^{j}$ as the $l m$ component of $\Lambda_{j}$ allows us to bound the spectral radius of $\operatorname{det}\left(\Lambda_{k}^{11}-\tilde{\lambda} I\right)=0$ by:

$$
\begin{equation*}
\gamma_{k} \theta\left(1-2 \alpha_{f}\right) \leq 2 \alpha_{k} \tag{3.3.46}
\end{equation*}
$$

Furthermore, $\operatorname{det}\left(\Lambda_{k}^{22}-\tilde{\lambda} I-\Lambda_{k}^{21}\left(\Lambda_{k}^{11}-\tilde{\lambda} I\right)^{-1} \Lambda_{k}^{12}\right)=0$ results in:

$$
\begin{equation*}
\left(1-\gamma_{k} \theta \theta_{k} \tilde{\lambda}\right) \cdot\left(1-\left(1+\alpha_{f} \gamma_{k} \theta\right) \theta_{k} \tilde{\lambda}\right)+\left(1-\theta \theta_{k}\right) \cdot\left(1-\left(\gamma_{k}+\alpha_{f} \gamma_{k} \theta\right) \theta_{k}\right)=0 \tag{3.3.47}
\end{equation*}
$$

Therefore, to satisfy (3.3.46) and bound the spectral radius in 3.3.47), we impose the following (for details, see the analysis in the previous section):

$$
\begin{equation*}
\alpha_{k} \geq \alpha_{f} \geq \frac{1}{2} \tag{3.3.48}
\end{equation*}
$$

### 3.3 Implicit higher-order time marching methods for parabolic problems

For the other diagonal blocks, $j=1, \cdots, k-1$, the spectral radius of $\operatorname{det}\left(\Lambda_{j}^{11}-\tilde{\lambda} I\right)=$ 0 , is already bounded. Besides, the equations

$$
\operatorname{det}\left(\Lambda_{j}^{22}-\tilde{\lambda} I-\Lambda_{j}^{21}\left(\Lambda_{j}^{11}-\tilde{\lambda} I\right)^{-1} \Lambda_{j}^{12}\right)=0
$$

enforce:

$$
\begin{equation*}
\alpha_{j} \geq 1, \quad j=1, \cdots, k-1 \tag{3.3.49}
\end{equation*}
$$

To control the numerical dissipation, we let $\theta \rightarrow \infty$ and obtain the eigenvalues of the amplification matrix 3.3.35 as:

$$
\begin{array}{ll}
\lambda_{2 j-1}=0, & \lambda_{2 j}=\frac{\gamma_{j}-1}{\gamma_{j}}, \quad j=1, \cdots, k-1, \\
\lambda_{2 k-1}=\frac{\alpha_{f}-1}{\alpha_{f}}, & \lambda_{2 k}=\frac{\gamma_{k}-1}{\gamma_{k}} \tag{3.3.50}
\end{array}
$$

Setting $\lambda_{2 j}=\rho_{j}^{\infty}$ and $\lambda_{2 k-1}=\lambda_{2 k}=\rho_{k}^{\infty}$, the expressions for $\alpha_{j}, \alpha_{k}, \alpha_{f}$ become:

$$
\begin{align*}
\alpha_{j} & =\frac{1}{2}\left(\frac{3+\rho_{1}^{\infty}}{1+\rho_{1}^{\infty}}\right), \quad j=1, \cdots, k-1 \\
\alpha_{2} & =\frac{1}{2}\left(\frac{3-\rho_{2}^{\infty}}{1+\rho_{2}^{\infty}}\right)  \tag{3.3.51}\\
\alpha_{f} & =\frac{1}{1+\rho_{2}^{\infty}}
\end{align*}
$$

As for the third-order method, choosing $0 \leq \rho_{j}^{\infty}, \rho_{k}^{\infty} \leq 1$, one controls the dissipation in the high-frequency range while minimizing the dissipation in the low-frequency ones.

Remark 20. Setting $\rho_{1}^{\infty}=\rho_{2}^{\infty}=\cdots=\rho_{k}^{\infty}=\rho^{\infty}$, allows us to have a one-parameter family of methods with high accuracy. Additionally, the spectral radius of the system approaches to $\rho^{\infty}$ in the high-frequency regions.

Figure 3.8 presents numerical evidence; the method's spectral behaviour for $k \geq 2$ is independent of the accuracy order. Furthermore, compared with the second-order generalized- $\alpha$ method, our generalization improves the spectral behaviour in the midfrequency regions (e.g., compare the spectral radius for $\rho^{\infty}=0.5$ ). Our method prevents extra damping in these regions with moderate frequency in the second-order generalized- $\alpha$ by approaching the spectral radius to zero for $\rho^{\infty}=0.5$.


Figure 3.8: Spectral radius of a one-parameter family of methods ( $\rho_{1}^{\infty}=\rho_{2}^{\infty}=\cdots=$ $\left.\rho_{k}^{\infty}=\rho^{\infty}\right)$ [9].

### 3.3.6 Method's stability for stiff problems

We now investigate the method's ability to solve stiff systems with complex entries (i.e., advection problems). The second Dahlquist barrier states that the stable region of a multistep method for a stiff equation shrinks for accuracy orders higher than two (see, 48). The method's amplification matrix (3.3.35) requires solving $k$ systems that are form identical to the second-order generalized- $\alpha$ method. Each block decouples from the others; therefore, their eigenvalues are independent as well. Thus, we solve $k$ independent systems that lead to a high-order method with an invariant stability region. While, the analysis in Section 3.3.5.2 supports our claims, herein, we consider a problem with complex eigenvalues, $\lambda_{\theta} \in \mathbb{C}$. Similarly, we consider the amplification
matrix 3.3.35 to obtain the region of stability as:

$$
\begin{equation*}
\left\{\theta \in \mathbb{C}:\left|\frac{\alpha_{k}+\left(\alpha_{f}-1\right) \gamma_{k} \theta}{\alpha_{k}+\alpha_{f} \gamma_{k} \theta}\right| \leq 1,\left|\frac{\alpha_{j}}{\alpha_{j}+\gamma_{j} \theta}\right| \leq 1\right\}, \quad j=1, \cdots, k-1 \tag{3.3.52}
\end{equation*}
$$

Considering 3.3.48, one can show that imposing $R e(\theta) \geq 0$ is sufficient to satisfy 3.3 .52 , which proves that our method is A-stable.

Remark 21. Setting $k=1$ and $\rho^{\infty}=1$, in 3.3.52 defines a method with the trapezoidal method's stability region, which has a second-order of accuracy and A-stability.

Theorem 4. L-stability: The method introduced in (3.3.30)-(3.3.32) shows high-order $L$-stability for $\rho_{\infty}=0$.

Proof. Given that the method is L-stable (following this section's analysis), recall that $\tilde{\lambda}$ is the eigenvalue of the amplification matrix (3.3.35), thus, we only require to prove [48]:

$$
\begin{equation*}
\theta \rightarrow \pm \infty \Longrightarrow \tilde{\lambda} \rightarrow 0 \tag{3.3.53}
\end{equation*}
$$

For $\theta \rightarrow+\infty$, we already show the spectral behavior in 3.3 .50 . For $\theta \rightarrow-\infty$, we can show that we obtain similar eigenvalues. Therefore, redefining the parameters by setting $\tilde{\lambda}=\rho^{\infty}$, completes our proof.

Figure 3.9 shows that the accuracy order and the stability region are independent; the figure shows the boundedness of the system's eigenvalues for a problem with complex eigenvalues. We see that the system's spectral radius behaviour is similar for the second, third, and fifth-order accuracy orders.

### 3.4 Applications of higher-order generalize- $\alpha$ methods to phase-field models

To complete our discussions on the time-marching methods, we solve with our higherorder methods of Section 3.3 non-linear phase-field models. First, we simulate the folding model of Chapter 2. Thus, considering (2.3.28 and its fully discrete equation 2.5.9), we estimate the non-linear term as:

$$
\begin{equation*}
\psi\left(U_{n+\alpha_{f}}\right) \approx \widehat{\psi}\left(U_{n+\alpha_{f}}\right)=\sum_{j=0}^{2 k} \mathcal{L}^{(j)}\left(\psi\left(U_{n+1}\right)\right) \frac{\left(\alpha_{f}-1\right)^{j}}{j!} \tag{3.4.1}
\end{equation*}
$$



Figure 3.9: Invariant stability behaviour (system's spectral radius unchanged) by increasing order of accuracy 9].
which allows us to introduce a method consisting of solving:

$$
\begin{align*}
& 0=\left(\Delta W_{n+1}, \Delta v\right)-\left(P \nabla W_{n+1}, \nabla v\right)+\left(V_{n}^{\alpha_{1}}+\widehat{\psi}\left(W_{n+1}\right), v\right), \\
& 0=\left(\Delta \mathcal{L}^{2(j-2)}\left(A_{n+1}\right), \Delta v\right)-\left(P \nabla \mathcal{L}^{2(j-2)}\left(A_{n+1}\right), \nabla v\right) \\
& \quad+\left(\mathcal{L}^{2 j-3}\left(A_{n}\right)^{\alpha_{j}}+\mathcal{L}^{2(j-2)}\left(\widehat{\psi}\left(W_{n+1}\right)\right), v\right),  \tag{3.4.2}\\
& 0=\left(\Delta \mathcal{L}^{2(k-2)}\left(A_{n}^{\alpha_{f}}\right), \Delta v\right)-\left(P \nabla \mathcal{L}^{2(k-2)}\left(A_{n}^{\alpha_{f}}\right), \nabla v\right) \\
& \quad+\left(\mathcal{L}^{2 k-3}\left(A_{n}\right)^{\alpha_{k}}+\mathcal{L}^{2(k-2)}\left(\widehat{\psi}\left(W_{n+\alpha_{k}}\right)\right), v\right),
\end{align*}
$$

with updating terms as in 3.3.31. As Section 3.3 discusses, our method allows the user to control numerical dissipation in the high frequencies, which is an important feature to tackle this problem effectively. Besides, we use the same definitions for the parameters as the ones we describe in Section 3.3 to obtain higher-order accuracy in the temporal domain. For the second-order accuracy in the temporal domain, one can rewrite (3.4.1) as:

$$
\begin{equation*}
\widehat{\psi}(U)_{n+\alpha_{f}}=\widehat{\psi}(U)_{n+1}+\tau\left(\alpha_{f}-1\right) \widehat{\dot{\psi}}(U)_{n+1} \tag{3.4.3}
\end{equation*}
$$

where

$$
\widehat{\dot{\psi}}(U)_{n+1}=V_{n+1}-3 U_{n+1}^{2} V_{n+1}+5 \alpha U_{n+1}^{4} V_{n+1}
$$

Only $\widehat{\psi}(U)_{n+1}$ is non-linear; thus, the higher-order approximations are linear. For instance, for $j=2$, we have

$$
\begin{align*}
\mathcal{L}^{2}(\widehat{\psi}(U))_{n+1} & =A_{n+1}-3 U_{n+1}^{2} A_{n+1}  \tag{3.4.4}\\
& -6 U_{n+1} V_{n+1}^{2}+5 \alpha U_{n+1}^{4} A_{n+1}+20 \alpha U_{n+1}^{3} V_{n+1}^{2}
\end{align*}
$$

where the first equation in $\sqrt{3.4 .2}$ determines $U_{n+1}$ and $V_{n+1}$ and the only unknown is $A_{n+1}$ which is linear. Therefore, the solution algorithm, our higher-order time marching method produces, solves a non-linear system and $(k-1)$ linear systems at each time step. Our approach can be easily combined with iterative algorithms.

Remark 22 (Mixed formulation). In the case of using $C^{0}$ finite element methods for the spatial discretization, one can rewrite the (3.4.2 using an auxiliary parameter in a mixed form. For this, we need to solve the following matrix problems:

$$
\begin{cases}K W_{n+1}+M \sigma_{n+1} & =0  \tag{3.4.5}\\ M V_{n}^{\alpha_{1}}-(M-p K) \sigma_{n+1}+\widehat{\psi}\left(W_{n+1}\right) & =0\end{cases}
$$

for $j=2, \cdots, k-1$,

$$
\begin{align*}
& \begin{cases}K \mathcal{L}^{2(j-2)}\left(A_{n+1}\right)+M \mathcal{L}^{2(j-1)}(\sigma) & =0, \\
\mathcal{L}^{2 j-3}\left(A_{n}^{\alpha_{j}}\right)-(M-p K) \mathcal{L}^{2(j-1)}(\sigma)+\mathcal{L}^{2(j-1)}(\widehat{\psi}(U))_{n+1} & =0,\end{cases}  \tag{3.4.6}\\
& \begin{cases}K \mathcal{L}^{2(k-2)}\left(A_{n}^{\alpha_{f}}\right)+M \mathcal{L}^{2(k-1)}(\sigma) & =0 \\
\mathcal{L}^{2 k-3}\left(A_{n}^{\alpha_{k}}\right)-(M-p K) \mathcal{L}^{2(k-1)}(\sigma)+\mathcal{L}^{2(k-1)}(\widehat{\psi}(U))_{n+\alpha_{k}} & =0\end{cases} \tag{3.4.7}
\end{align*}
$$

All parameter definitions and updating expressions are identical.

### 3.4.1 Numerical results

We approximate the one-dimensional pattern formation case we obtained in 2.3.28). We show our algorithm's energy stability and convergence deploying different spatial and temporal discretizations to solve an example case. The corresponding initial condition is a small perturbation given by $u(x, 0)=\frac{1}{10^{5}\left(1+x^{2}\right)}$ on the domain $\Omega=[-40,40] \in \mathbb{R}$ with given axial force $p=-4$ and $\alpha=0.3$. To obtain a reference solution to compare the results with that, we perform a simulation with 512 quadratic


Figure 3.10: Convergence rates for second- and third-order methods


Figure 3.11: Methods' energy behaviour
$C^{1}$ elements with time-step of $\tau=10^{-5}$. In all of the simulations, Newton's method deals with the non-linear term. Figure 3.10 shows the convergence rates for the secondand third-order methods. Also, we show that the convergence rate is independent of $\rho^{\infty}$ 's value. Then, Figure 3.11 illustrates the energy behaviour of our methods, showing that our methods are energy-stable. Finally, figure 3.12 shows the required number of solving a system for different accuracy orders.


Figure 3.12: Non-linear iterations required by our high-order time-marching methods

### 3.4.1.1 Phase segregation of block copolymers

In the following example, we simulate a phase-field model describing the phase segregation of block copolymers. The segregation of a solute to surfaces and grain boundaries in solid results in a section of material with a discrete composition and its own set of properties that can affect the overall properties of the material significantly; see, e.g., [41, 68]. Here, we consider diblock copolymers formed by various blocks of two monomers, A and B, connected by covalent junctions. Each monomer tends is repulsed by those of a different kind, and then the copolymer undergoes micro-phase segregation at low temperatures. This process forms A-rich or B-rich regions, which form patterns. In this context, Ohta-Kawasaki theory is advantageous since it does not assume a priori any symmetry of the structure. The Ohta-Kawasaki theory has been widely used to compute the stable states of diblock copolymer melts in both bulk and confinement. The Ohta-Kawasaki model, a modified Cahn-Hilliard equation, reads [75]:

$$
\left\{\begin{array}{l}
\Delta \phi=\sigma,  \tag{3.4.8}\\
\frac{\partial \phi}{\partial t}=\Delta \eta(\phi)-G r_{2} \Delta \sigma-G r_{3}(\phi-m),
\end{array}\right.
$$

with the non-linear term

$$
\begin{equation*}
\eta(\phi)=\frac{1}{2 f} \log \left(\frac{1}{2}(\phi+1)\right)-\frac{1}{2(1-f)} \log \left(\frac{1}{2}(1-\phi)\right)-\frac{1}{2} \chi I \phi+\frac{1}{2 f}-\frac{1}{2(1-f)}, \tag{3.4.9}
\end{equation*}
$$

where $I$ is the polymerization's index, $\chi$ is the Flory-Huggins interaction parameter, and $f$ is the relative molecular weight. $G r_{2}$ and $G R_{3}$ are non-dimensional parameters,


Figure 3.13: Approximate Ohta-Kawasaki solution using the third-order generalized- $\alpha$
and $m$ is the mass average.
We discretise 3.4.8) using isogeometric analysis in a spatial domain of $\Omega=[-\pi, \pi]$ with number of elements $N=128 \times 128$. Then, we use our high-order time integrators and set $\tau=0.0001$. The problem coefficients are also choose as: $G R_{2}=0.024, G R_{3}=24$, and $f=0.5$. Figure 3.13 shows the solution of the system at time $0.0015,0.01,0.085,0.1$. Figure 3.14 presents the temporal evolution of the energy of the system as a numerical evident that our approach has energy-stable behaviour.


Figure 3.14: Ohta-Kawasaki model's energy evolution approximated using the thirdorder generalized- $\alpha$

## 4

## Variational splitting techniques

In this chapter, we introduce splitting techniques that reduce the computational cost of time-dependent problems. We first discretize our problem in space using finite elements on tensor product meshes. In particular, we approximate parabolic or hyperbolic partial differential equations using tensor-product isogeometric analysis (IGA) discretizations in 2D and 3D. Then, we exploit an implicit time marching method such as linear multistep methods or the generalized- $\alpha$ methods to obtain a fully discrete system.

We accelerate the solution of the equation system using a splitting technique that results in a linear cost solver with respect to the total number of degrees of freedom in the system $N$. Deploying the tensor-product structure of the finite element discretization, we represent the system matrices as Kronecker products of one-dimensional matrices. This reinterpretation of the algebraic system allows us to design simple approximations that deliver linear computational cost $\mathcal{O}(N)$. These approximations build on the ideas first advanced as alternating direction methods [43, 44, 70, 71 .

In particular, we develop splitting techniques for the generalized- $\alpha$ method to simulate heat distributions, wave propagation, and linear elasticity problems. Similarly, we extend our approximation framework to two popular families of multistep methods. The $s$-step Adams-Moulton method [87] that has an $s+1$ order of accuracy in time and the $s$-step backward differentiation formula (BDF) with accuracy order of $s$ [88]. For example, one may choose higher-order polynomials for spatial discretization. Consequently, to prevent the dominating of error due to temporal discretization, higher-order time integrators (e.g., BDF) should be considered. The increased approximation order raises the computation cost rapidly; thus, splitting techniques are a solution. The main
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challenge is to retrieve the optimal convergence in the temporal domain after splitting. Additionally, due to the complex stability behaviour of high-order approaches, it is vital to analyse the effects of splitting on the spectral behaviour of the obtained system. Consequently, we show and present numerical evidence to support our schemes' linear computational cost estimates. Additionally, we prove that the splitting approximations deliver identical spectral properties to the original time integrators.

For explicit methods, the most expensive part of the time marching is the inversion of the mass matrices. Thus, next, we discuss a state-of-the-art approach to precondition the mass matrices resulting from the isogeometric analysis that minimize this cost for complex geometries and single- and multi-patch discretizations.

We detail, analyse, and demonstrate the applicability of the resulting time marching methods in the following three papers:

- Behnoudfar, Pouria, Quanling Deng, and Victor M. Calo. "Split generalized$\alpha$ method: A linear-cost solver for multi-dimensional second-order hyperbolic systems." Computer Methods in Applied Mechanics and Engineering 376 (2021): 113656 [11].
- Behnoudfar, Pouria, Victor M. Calo, Quanling Deng, and Peter D. Minev. "A variationally separable splitting for the generalized- $\alpha$ method for parabolic equations." International Journal for Numerical Methods in Engineering 121, no. 5 (2020): 828-841 [7].
- Maciej Los, Pouria Behnoudfar, Maciej Paszynski, and Victor M. Calo. "Fast isogeometric solvers for hyperbolic wave propagation problems." Computers \& Mathematics with Applications 80, no. 1 (2020): 109-120 69.

Below, we briefly describe our approaches in the following sections. First, we describe a finite element space built on tensor-product basis functions. Then, building on this simple set of basis functions, we propose our splitting techniques for hyperbolic and parabolic models based on tensor-product basis functions.

### 4.1 Tensor-product basis functions

Let $\mathcal{T}_{h}$ be a partition of $\Omega$ into non-overlapping tensor-product mesh elements and $K \in \mathcal{T}_{h}$ be a spatial element with boundary $\partial K$. Let $(\cdot, \cdot)_{S}$ be the $L^{2}(S)$ inner product
with $S$ being a $d$-dimensional domain ( $S$ is typically $\Omega, K, \partial \Omega, \partial K$ ). Next, to introduce the discrete space associated with the partition $\mathcal{T}_{h}$, we deploy the Cox-de Boor recursion formula [32, 78] in each direction and then take tensor-product to gain the required basis functions for multiple dimensions.
Nest, assuming $X=\left\{x_{0}, x_{1}, \cdots, x_{m}\right\}$ be a knot vector of knots $x_{j}$, the $j$-th B-spline basis function of degree $p$, denoted as $\theta_{j}^{p}(x)$, is determined as [32, 78]

$$
\begin{align*}
\theta_{j}^{0}(x) & = \begin{cases}1, & \text { if } x_{j} \leq x<x_{j+1} \\
0, & \text { otherwise }\end{cases}  \tag{4.1.1}\\
\theta_{j}^{p}(x) & =\frac{x-x_{j}}{x_{j+p}-x_{j}} \theta_{j}^{p-1}(x)+\frac{x_{j+p+1}-x}{x_{j+p+1}-x_{j+1}} \theta_{j+1}^{p-1}(x) .
\end{align*}
$$

The Cox-de Boor recursion formula provides a general knot vector consisting of a set of $C^{k}$ and $p$-th order B-spline basis functions, with $p=1,2, \cdots$, and $k=0,1, \cdots, p-1$. The span of these basis functions form a finite-dimensional subspace of the $H^{1}(\Omega)$ [21, (39):

$$
V_{p}^{h}=\operatorname{span}\left\{\Theta_{j}^{p}\right\}_{j=1}^{N_{h}}= \begin{cases}S_{k}^{p}=\operatorname{span}\left\{\theta_{j}^{p}(x)\right\}_{j x}^{N_{x}}, & \text { in 1D }  \tag{4.1.2}\\ S_{k, m}^{p, q}=\operatorname{span}\left\{\theta_{i}^{p}(x) \theta_{j}^{q}(y)\right\}_{i, j=1}^{N_{x}, N_{y}}, & \text { in 2D } \\ S_{k, q, q, n}^{p, q}=\operatorname{span}\left\{\theta_{i}^{p}(x) \theta_{j}^{q}(y) \theta_{l}^{r}(z)\right\}_{i, j, l=1}^{N_{x}, N_{y}, N_{z}}, & \text { in 3D }\end{cases}
$$

where $p, q, r$ and $k, m, n$ are the approximation and continuity orders. The total number of basis functions in each dimension are denoted by $N_{x}, N_{y}, N_{z}$.

Next, similar to our previous discussions, the weak formulation of the parabolic and hyperbolic problems straightforwardly read (3.1.29)

$$
\begin{array}{ll}
\left(w_{h}, \ddot{u}_{h}\right)+b\left(w_{h}, u_{h}\right)=\ell\left(w_{h}\right), & w_{h} \in V_{h}^{p}(\Omega), t>0, \\
\left(w_{h}, \dot{u}_{h}\right)+b\left(w_{h}, u_{h}\right)=\ell\left(w_{h}\right), & w_{h} \in V_{h}^{p}(\Omega), t>0, \tag{4.1.3}
\end{array}
$$

Constructing the space $V_{p}^{h}$ from tensor-product basis functions allows us to derive the bilinear forms $(\cdot, \cdot)$ and $b(\cdot, \cdot)$ that inherit the tensor-product behaviour of the basis. For example, for a 2D case, we have:

$$
\begin{equation*}
\left(\theta_{i_{x}}^{p}(x) \theta_{i_{y}}^{q}(y), \theta_{j_{x}}^{p}(x) \theta_{j_{y}}^{q}(y)\right)=a_{x}\left(\theta_{i_{x}}^{p}(x), \theta_{j_{x}}^{p}(x)\right) \cdot a_{y}\left(\theta_{i_{y}}^{q}(y), \theta_{j_{y}}^{q}(y)\right), \tag{4.1.4}
\end{equation*}
$$

where

$$
\begin{equation*}
a_{x}\left(\theta_{i_{x}}^{p}(x), \theta_{j_{x}}^{p}(x)\right)=\int_{0}^{1} \theta_{i_{x}}^{p}(x) \theta_{j_{x}}^{p}(x) \mathrm{d} x, \quad a_{y}\left(\theta_{i_{y}}^{q}(y), \theta_{j_{y}}^{q}(y)\right)=\int_{0}^{1} \theta_{i_{y}}^{q}(y) \theta_{j_{y}}^{q}(y) \mathrm{d} y \tag{4.1.5}
\end{equation*}
$$
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and

$$
\begin{align*}
b\left(\theta_{i_{x}}^{p}(x) \theta_{i_{y}}^{q}(y), \theta_{j_{x}}^{p}(x) \theta_{j_{y}}^{q}(y)\right)= & b_{x}\left(\theta_{i_{x}}^{p}(x), \theta_{j_{x}}^{p}(x)\right) \cdot a_{y}\left(\theta_{i_{y}}^{q}(y), \theta_{j_{y}}^{q}(y)\right),  \tag{4.1.6}\\
& +a_{x}\left(\theta_{i_{x}}^{p}(x), \theta_{j_{x}}^{p}(x)\right) \cdot b_{y}\left(\theta_{i_{y}}^{q}(y), \theta_{j_{y}}^{q}(y)\right),
\end{align*}
$$

where:

$$
\begin{align*}
& b_{x}\left(\theta_{i_{x}}^{p}(x), \theta_{j_{x}}^{p}(x)\right)=\int_{0}^{1} \frac{\mathrm{~d}}{\mathrm{~d} x} \theta_{i_{x}}^{p}(x) \frac{\mathrm{d}}{\mathrm{~d} x} \theta_{j_{x}}^{p}(x) \mathrm{d} x,  \tag{4.1.7}\\
& b_{y}\left(\theta_{i_{y}}^{q}(y), \theta_{j_{y}}^{q}(y)\right)=\int_{0}^{1} \frac{\mathrm{~d}}{\mathrm{~d} y} \theta_{i_{y}}^{q}(y) \frac{\mathrm{d}}{\mathrm{~d} y} \theta_{j_{y}}^{q}(y) \mathrm{d} y .
\end{align*}
$$

Exploiting the discretization properties in (4.1.4 and 4.1.6), we rewrite mass and stiffens matrices as:

$$
\begin{align*}
M & =M^{x} \otimes M^{y} \\
K & =K^{x} \otimes M^{y}+M^{x} \otimes K^{y} \tag{4.1.8}
\end{align*}
$$

Similarly, we can express the matrices in 3D as:

$$
\begin{align*}
M & =M^{x} \otimes M^{y} \otimes M^{z}, \\
K & =K^{x} \otimes M^{y} \otimes M^{z}+M^{x} \otimes K^{y} \otimes M^{z}+M^{x} \otimes M^{y} \otimes K^{z} . \tag{4.1.9}
\end{align*}
$$

In this context, we utilize $M^{\xi}$ and $K^{\xi}$ with $\xi=x, y, z$ as one-dimensional mass and stiffness matrices, respectively. We call this reformulation as variational separability. These 1D matrices, as well as $M$ and $K$, are symmetric. The mass matrices are always positive definite, while the stiffness matrices are positive semi-definite; these can be positive definite for some boundary conditions. In the next sections, we use these properties to show the stability of the generalized- $\alpha$ splitting schemes.

Remark 23. Similarly, we can describe the mass and stiffness matrices using 4.1.4 and 4.1.6) for any Galerkin discretization based on tensor-product basis functions. For this, it is sufficient to determine the basis functions $\theta_{j}^{p}(x)$ using the basis functions associated with the discretization [56].

### 4.2 A variational splitting for parabolic problems

We introduce a variational splitting approximation to the fully discrete Galerkin-inspace and generalized- $\alpha$-in-time discretization of parabolic problems. For this, we use tensor-product grids to generate a splitting method that delivers linear computational cost with respect to the degrees of freedom for multi-dimensional problems. The variationally separable splitting technique builds the variational operators on tensor-product
grids for multi-dimensional problems, which allows us to express the $d$-dimensional problem as a product of $d$-systems and error terms.

Let us recall the fully discrete problem obtained using the second-order generalized$\alpha$ scheme. Substituting (3.3.31) into (3.3.30), we obtain:

$$
\begin{equation*}
\alpha_{m} H \llbracket V_{n} \rrbracket=F_{n+\alpha_{f}}-K U_{n}-\left(M+\tau \alpha_{f} K\right) V_{n}, \tag{4.2.1}
\end{equation*}
$$

where

$$
\begin{equation*}
H=M+\eta K \quad \text { with } \quad \eta=\frac{\tau \gamma \alpha_{f}}{\alpha_{m}} . \tag{4.2.2}
\end{equation*}
$$

These splitting methods heavily rely on the following identity:

$$
\begin{equation*}
H=M+\eta K=\left(M_{x}+\eta K_{x}\right) \otimes\left(M_{y}+\eta K_{y}\right)-\eta^{2} K_{x} \otimes K_{y}, \tag{4.2.3}
\end{equation*}
$$

where the last term collects terms of order $\tau^{2}$. Now, let us approximate $H$ as

$$
\begin{equation*}
\tilde{H}=\left(M_{x}+\eta K_{x}\right) \otimes\left(M_{y}+\eta K_{y}\right)=H-\eta^{2} K_{x} \otimes K_{y}, \tag{4.2.4}
\end{equation*}
$$

thus,

$$
\begin{equation*}
H-\tilde{H}=\eta^{2} K_{x} \otimes K_{y} . \tag{4.2.5}
\end{equation*}
$$

As a consequence, $\tilde{H}$ is second-order accurate in $\eta$ approximation to $H$. Substituting $\tilde{H}$ instead of $H$ in 4.2.1 we propose the generalized- $\alpha$ splitting technique as:

$$
\begin{equation*}
\alpha_{m}\left(M_{x}+\eta K_{x}\right) \otimes\left(M_{y}+\eta K_{y}\right) \llbracket V_{n} \rrbracket=F_{n+\alpha_{f}}-K U_{n}-\left(M+\tau \alpha_{f} K\right) V_{n} . \tag{4.2.6}
\end{equation*}
$$

Similarly, in 3D, we approximate $H$ in 4.2.2 by

$$
\begin{equation*}
\tilde{H}=\left(M_{x}+\eta K_{x}\right) \otimes\left(M_{y}+\eta K_{y}\right) \otimes\left(M_{z}+\eta K_{z}\right) . \tag{4.2.7}
\end{equation*}
$$

Remark 24. The computational cost of the linear systems with a $1 D$ matrix $M_{\xi}+\eta K_{\xi}$, where $\xi=x, y, z$ is linear with respect to the number of degrees of freedom. We detail the procedure in Appendix . 2 (see also, [70, [71]).

Remark 25. We can introduce a similar splitting to the right-hand side of the matrix multiplying $V_{n}$. in 4.2.6). Next, we explain this modification and its impact.
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### 4.2.1 Other splittings

We split the right-hand-side matrix of 4.2.1. Splitting both sides does not reduce the computational cost further; however, this second splitting improves the approximation's accuracy and its stability.

We denote

$$
\begin{equation*}
B=M+\zeta K, \quad \zeta=\tau \alpha_{f} . \tag{4.2.8}
\end{equation*}
$$

Now we approximate $B$ using the splitting ideas from the previous section. Thus, in 2 D ,

$$
\begin{equation*}
\tilde{B}=\left(M_{x}+\zeta K_{x}\right) \otimes\left(M_{y}+\zeta K_{y}\right) . \tag{4.2.9}
\end{equation*}
$$

The 3D splitting follows a similar procedure, see 4.2.7). Thus, we express 4.2.1 as:

$$
\begin{equation*}
\alpha_{m} \tilde{H} \llbracket V_{n} \rrbracket=F_{n+\alpha_{f}}-K U_{n}-\tilde{B} V_{n} . \tag{4.2.10}
\end{equation*}
$$

Alternatively, we can write 4.2.1) as follow

$$
\begin{equation*}
\alpha_{m} H \llbracket V_{n} \rrbracket=F_{n+\alpha_{f}}-K U_{n}-\frac{\alpha_{m}}{\gamma}\left(H+\frac{\gamma-\alpha_{m}}{\alpha_{m}} M\right) V_{n} \tag{4.2.11}
\end{equation*}
$$

Now, we can approximate $H$ using $\tilde{H}$ (4.2.4) in 2D and as 4.2.7) in 3D. This modification results in a second-order accurate scheme in time. We provide numerical evidence in section 4.2.2.3 to show the differences between using the splitting technique 4.2.6 (one side), 4.2.10 (both sides), and 4.2.11) (modified.

### 4.2.2 Spectral analysis

This section performs the stability analysis and establishes that the splitting schemes are unconditionally stable. We first analyse the standard generalized- $\alpha$ method to sketch how our analysis works. Then, we study the splitting techniques. The generalized$\alpha$ method is a two-step scheme. The first solves (4.2.1) for $\llbracket V_{n} \rrbracket$. Then, we substitute it in the first equation in (3.3.7) to solve for $U_{n+1}$, which is the solution at the next time level. Alternatively, supplementing (4.2.1) with the first equation in (3.3.7), we arrive at a matrix formulation of the generalized- $\alpha$ method

$$
\left[\begin{array}{c}
U^{n+1}  \tag{4.2.12}\\
\tau V^{n+1}
\end{array}\right]=\left[\begin{array}{cc}
I-\frac{\tau \gamma}{\alpha_{m}} A^{-1} K & I-\frac{\gamma}{\alpha_{\alpha}} A^{-1}\left(M+\tau \alpha_{f} K\right) \\
-\frac{\tau}{\alpha_{m}} A^{-1} K & I-\frac{1}{\alpha_{m}} A^{-1}\left(M+\tau \alpha_{f} K\right)
\end{array}\right]\left[\begin{array}{c}
U^{n} \\
\tau V^{n}
\end{array}\right]+\left[\begin{array}{c}
\frac{\tau \gamma}{\alpha_{m}} A^{-1} F_{n+\alpha_{f}} \\
\frac{1}{\alpha_{m}} A^{-1} F_{n+\alpha_{f}}
\end{array}\right],
$$

where $I$ is an appropriate identity matrix that matches the dimension; throughout this section, we set $F=0$ as it does not reduce the generality of the stability analysis.

Remark 26. In this context, the entries of the matrices obtained from the spatial discretization gain importance as we seek to approximate these matrices using split ones. Therefore, for the analysis, we need to follow a different procedure from the previous sections (e.g., 3.3.3.2). Thus, we compare the spectral behaviour of the systems obtained using the original method and the split one. For this, we consider the matrices $H$ or $\tilde{H}$ for determining the amplification matrix.

### 4.2.2.1 The generalized $-\alpha$ method

We analyse the system's stability by spectrally decomposing the matrix $K$ with respect to $M$ (see, e.g., [53]) to have

$$
\begin{equation*}
K=M P D P^{-1}, \tag{4.2.13}
\end{equation*}
$$

where $D$ is a diagonal matrix that contains the eigenvalues sorted in ascending order the generalized eigenproblem

$$
\begin{equation*}
K v=\lambda M v, \tag{4.2.14}
\end{equation*}
$$

and the columns of $P$ are the system's eigenvectors where the $j$-th column of $P$ corresponds to the eigenvalue $\lambda_{j}=D_{j j}$. Also, we have $I=P I P^{-1}$. Exploiting 4.2.13) and (4.2.2), we determine

$$
\begin{align*}
H^{-1} & =(M+\eta K)^{-1} \\
& =\left(M+\eta M P D P^{-1}\right)^{-1} \\
& =\left(M P(I+\eta D) P^{-1}\right)^{-1}  \tag{4.2.15}\\
& =P(I+\eta D)^{-1} P^{-1} M^{-1} .
\end{align*}
$$

Finally, we calculate:

$$
\begin{align*}
& H^{-1} K=\left(P(I+\eta D)^{-1} P^{-1} M^{-1}\right)\left(M P D P^{-1}\right)=P(I+\eta D)^{-1} D P^{-1},  \tag{4.2.16}\\
& H^{-1} M=\left(P(I+\eta D)^{-1} P^{-1} M^{-1}\right) M=P(I+\eta D)^{-1} P^{-1}
\end{align*}
$$

Defining $E=(I+\eta D)^{-1}$ allows us to rewrite the amplification matrix in 4.2.12) as:

$$
\begin{align*}
\Xi & =\left[\begin{array}{cc}
I-\frac{\tau \gamma}{\alpha_{m}} A^{-1} K & I-\frac{\gamma}{\alpha_{m}} A^{-1}\left(M+\tau \alpha_{f} K\right) \\
-\frac{\alpha_{m}}{\alpha_{m}} A^{-1} K & I-\frac{1}{\alpha_{m}} A^{-1}\left(M+\tau \alpha_{f} K\right)
\end{array}\right]  \tag{4.2.17}\\
& =\left[\begin{array}{cc}
P & \mathbf{0} \\
\mathbf{0} & P
\end{array}\right]\left[\begin{array}{cc}
I-\frac{\tau \gamma}{\alpha_{m}} E D & I-\frac{\gamma}{\alpha_{m}} E\left(I+\tau \alpha_{f} D\right) \\
-\frac{\tau_{m}}{\alpha_{m}} E D & I-\frac{\alpha^{\prime}}{\alpha_{m}} E\left(I+\tau \alpha_{f} D\right)
\end{array}\right]\left[\begin{array}{cc}
P^{-1} & \mathbf{0} \\
\mathbf{0} & P^{-1}
\end{array}\right] .
\end{align*}
$$

## 4. VARIATIONAL SPLITTING TECHNIQUES

Thus, we have

$$
\left[\begin{array}{c}
U^{n}  \tag{4.2.18}\\
\tau V^{n}
\end{array}\right]=\left[\begin{array}{cc}
P & \mathbf{0} \\
\mathbf{0} & P
\end{array}\right] \underbrace{\left[\begin{array}{cc}
I-\frac{\tau \gamma}{\alpha_{m}} E D & I-\frac{\gamma}{\alpha_{m}} E\left(I+\tau \alpha_{f} D\right) \\
-\frac{\tau}{\alpha_{m}} E D & I-\frac{1}{\alpha_{m}} E\left(I+\tau \alpha_{f} D\right)
\end{array}\right]^{n}}_{\tilde{\Xi}}\left[\begin{array}{cc}
P^{-1} & \mathbf{0} \\
\mathbf{0} & P^{-1}
\end{array}\right]\left[\begin{array}{c}
U^{0} \\
\tau V^{0}
\end{array}\right] .
$$

We establish the method's unconditional stability by bounding the spectral radius of the matrix $\tilde{\Xi}$ by one. For the sake of completeness, we now reproduce the analysis of [9, 60]. We determine the corresponding parameters by presenting the system as 4.4.17). For this, firstly, we the limit $\tau \rightarrow 0$. Since $D$ is diagonal, $\tau D \rightarrow 0$ and $E \rightarrow I$; thus, the matrix $\tilde{\Xi}$ becomes an upper triangular matrix with eigenvalues:

$$
\begin{equation*}
\lambda_{1}=1 \quad \text { and } \quad \lambda_{2}=1-\frac{1}{\alpha_{m}} \tag{4.2.19}
\end{equation*}
$$

In the other limit of an infinite time step $\tau \rightarrow \infty$, one can readily calculate the matrix $\tilde{\Xi}$ as a lower triangular matrix with eigenvalues:

$$
\begin{equation*}
\lambda_{1}=1-\frac{1}{\alpha_{f}}, \quad \text { and } \quad \lambda_{2}=1-\frac{1}{\gamma} \tag{4.2.20}
\end{equation*}
$$

For both of these two limiting cases, we arrive at a similar set of conditions as in Section 3.3.5.2, Similarly, in the case of finite time steps, the eigenvalues of the amplification matrix solve:

$$
\begin{align*}
0 & =\operatorname{det}(\tilde{\Xi}-\tilde{\lambda} I) \\
& =\operatorname{det}\left[\begin{array}{cc}
\tilde{\Xi}_{11}-\tilde{\lambda} I & \tilde{\Xi}_{12} \\
\tilde{\Xi}_{21} & \tilde{\Xi}_{22}-\tilde{\lambda} I
\end{array}\right]  \tag{4.2.21}\\
& =\operatorname{det}\left(\tilde{\Xi}_{11}-\tilde{\lambda} I\right) \cdot \operatorname{det}\left(\tilde{\Xi}_{22}-\tilde{\lambda} I-\tilde{\Xi}_{21}\left(\tilde{\Xi}_{11}-\tilde{\lambda} I\right)^{-1} \tilde{\Xi}_{12}\right)
\end{align*}
$$

where

$$
\tilde{\Xi}=\left[\begin{array}{cc}
\tilde{\Xi}_{11} & \tilde{\Xi}_{12}  \tag{4.2.22}\\
\tilde{\Xi}_{21} & \tilde{\Xi}_{22}
\end{array}\right]=\left[\begin{array}{cc}
I-\frac{\tau \gamma}{\alpha_{m}} E D & I-\frac{\gamma}{\alpha_{m}} E\left(I+\tau \alpha_{f} D\right) \\
-\frac{\tau}{\alpha_{m}} E D & I-\frac{1}{\alpha_{m}} E\left(I+\tau \alpha_{f} D\right)
\end{array}\right]
$$

is a $2 \times 2$ block matrix, with each block being a diagonal matrix. The first part of the eigenvalues of $\tilde{\Xi}$ are defined by the equation $\operatorname{det}\left(\tilde{\Xi}_{11}-\tilde{\lambda} I\right)=0$, where $\tilde{\Xi}_{11}=I-\frac{\tau \gamma}{\alpha_{m}} E D$ is a diagonal matrix with diagonal entries given by [7]:

$$
\begin{equation*}
1-\frac{\tau \lambda_{k} \gamma}{\alpha_{m}+\tau \lambda_{k} \gamma \alpha_{f}}, \tag{4.2.23}
\end{equation*}
$$

with $\lambda_{k}$ being the $k$-th diagonal entry of $D$. We guarantee stability by imposing that the absolute value of each of the eigenvalues of $\tilde{\Xi}$ is bounded by one and therefore:

$$
\begin{equation*}
-1 \leq 1-\frac{\tau \lambda_{k} \gamma}{\alpha_{m}+\tau \lambda_{k} \gamma \alpha_{f}} \leq 1 \tag{4.2.24}
\end{equation*}
$$

or

$$
\begin{equation*}
0 \leq \frac{\tau \lambda_{k} \gamma}{\alpha_{m}+\tau \lambda_{k} \gamma \alpha_{f}} \leq 2 \tag{4.2.25}
\end{equation*}
$$

Since the corresponding parameters are non-negative and $D$ is a positive definite matrix, the left-hand-side inequality is readily satisfied. We reformulate the right-side inequality as:

$$
\begin{equation*}
\tau \lambda_{k} \gamma\left(1-2 \alpha_{f}\right) \leq 2 \alpha_{m} \tag{4.2.26}
\end{equation*}
$$

Since $\tau \lambda \geq 0$, the condition $1-2 \alpha_{f} \leq 0$ guarantees that the spectral behaviour of $\tilde{\Xi}$ is bounded by one (see, also, Section 3.3.3.2 and [7, 9]. Since each matrix in the second condition in 4.2.21

$$
\begin{equation*}
\operatorname{det}\left(\tilde{\Xi}_{22}-\tilde{\lambda}_{k} I-\tilde{\Xi}_{21}\left(\tilde{\Xi}_{11}-\tilde{\lambda}_{k} I\right)^{-1} \tilde{\Xi}_{12}\right)=0 \tag{4.2.27}
\end{equation*}
$$

has a diagonal structure, to calculate the rest of the spectrum of $\tilde{\Xi}$, we solve:

$$
\begin{align*}
0= & \left(1-\frac{\tau \lambda_{k} \gamma}{\alpha_{m}+\tau \lambda_{k} \gamma \alpha_{f}}-\tilde{\lambda}_{k}\right) \cdot\left(1-\frac{1+\tau \lambda_{k} \alpha_{f}}{\alpha_{m}+\tau \lambda_{k} \gamma \alpha_{f}}-\tilde{\lambda}_{k}\right)  \tag{4.2.28}\\
& +\left(\frac{\tau \lambda_{k}}{\alpha_{m}+\tau \lambda_{k} \gamma \alpha_{f}}\right) \cdot\left(1-\frac{\gamma+\tau \lambda_{k} \gamma \alpha_{f}}{\alpha_{m}+\tau \lambda_{k} \gamma \alpha_{f}}\right) .
\end{align*}
$$

Thus, we can conclude that a sufficient condition to guarantee the boundedness of the absolute value of the system's eigenvalues by one is:

$$
\begin{equation*}
\alpha_{m} \geq \alpha_{f} \geq \frac{1}{2} \tag{4.2.29}
\end{equation*}
$$

### 4.2.2.2 Stability of the splitting schemes

Herein, we pursuit a spectral study for the splitting technique introduced in section 4.2. Similarly, decomposing the directional matrices $K_{\xi}$ using $M_{\xi}$ leads to:

$$
\begin{equation*}
K_{\xi}=M_{\xi} P_{\xi} D_{\xi} P_{\xi}^{-1} \tag{4.2.30}
\end{equation*}
$$

where the diagonal $D_{\xi}$ contains the eigenvalues of the generalized eigenproblem

$$
\begin{equation*}
K_{\xi} v_{\xi}=\lambda_{\xi} M_{\xi} v_{\xi} \tag{4.2.31}
\end{equation*}
$$

and the columns of $P_{\xi}$ are the system's eigenvectors. Herein, $\xi=x, y, z$ specify the coordinate directions. We sort the eigenvalues in ascending order and coordinate the
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order of $D_{\xi}$ and the $j$-th column of $P_{\xi}$ corresponding to the eigenvalue $\lambda_{\xi, j}=D_{\xi, j j}$. Therefore, for 2D splitting, we use 4.2.30 and (4.2.4 to calculate:

$$
\begin{align*}
\tilde{H}^{-1} & =\left(M_{x}+\eta K_{x}\right)^{-1} \otimes\left(M_{y}+\eta K_{y}\right)^{-1} \\
& =\left(M_{x}+\eta M_{x} P_{x} D_{x} P_{x}^{-1}\right)^{-1} \otimes\left(M_{y}+\eta M_{y} P_{y} D_{y} P_{y}^{-1}\right)^{-1}  \tag{4.2.32}\\
& =P_{x} E_{x} P_{x}^{-1} M_{x}^{-1} \otimes P_{y} E_{y} P_{y}^{-1} M_{y}^{-1},
\end{align*}
$$

with:

$$
\begin{equation*}
E_{\xi}=\left(I+\eta D_{\xi}\right)^{-1}, \quad \xi=x, y . \tag{4.2.33}
\end{equation*}
$$

Then, we determine:

$$
\begin{align*}
\tilde{H}^{-1} M= & \left(P_{x} E_{x} P_{x}^{-1} M_{x}^{-1} \otimes P_{y} E_{y} P_{y}^{-1} M_{y}^{-1}\right)\left(M_{x} \otimes M_{y}\right) \\
= & P_{x} E_{x} P_{x}^{-1} \otimes P_{y} E_{y} P_{y}^{-1} \\
= & \left(P_{x} \otimes P_{y}\right)\left(E_{x} \otimes E_{y}\right)\left(P_{x}^{-1} \otimes P_{y}^{-1}\right), \\
\tilde{H}^{-1} K= & \left(P_{x} E_{x} P_{x}^{-1} M_{x}^{-1} \otimes P_{y} E_{y} P_{y}^{-1} M_{y}^{-1}\right)  \tag{4.2.34}\\
& \left(M_{x} P_{x} D_{x} P_{x}^{-1} \otimes M_{y}+M_{x} \otimes M_{y} P_{y} D_{y} P_{y}^{-1}\right) \\
= & P_{x} E_{x} D_{x} P_{x}^{-1} \otimes P_{y} E_{y} P_{y}^{-1}+P_{x} E_{x} P_{x}^{-1} \otimes P_{y} E_{y} D_{y} P_{y}^{-1} \\
= & \left(P_{x} \otimes P_{y}\right)\left(E_{x} D_{x} \otimes E_{y}+E_{x} \otimes E_{y} D_{y}\right)\left(P_{x}^{-1} \otimes P_{y}^{-1}\right) .
\end{align*}
$$

Defining the following notations

$$
\begin{align*}
I & =P_{x} I_{x} P_{x}^{-1} \otimes P_{y} I_{y} P_{y}^{-1}=\left(P_{x} \otimes P_{y}\right)\left(I_{x} \otimes I_{y}\right)\left(P_{x}^{-1} \otimes P_{y}^{-1}\right), \\
G & =-\frac{\tau}{\alpha_{m}}\left(E_{x} D_{x} \otimes E_{y}+E_{x} \otimes E_{y} D_{y}\right), \tag{4.2.35}
\end{align*}
$$

Finally, we obtain the blocks of the amplification matrix of the method as:

$$
\begin{align*}
\Xi_{11} & =I-\frac{\tau \gamma}{\alpha_{m}} \tilde{H}^{-1} K=\left(P_{x} \otimes P_{y}\right)\left(I_{x} \otimes I_{y}+\gamma G\right)\left(P_{x}^{-1} \otimes P_{y}^{-1}\right), \\
\Xi_{21} & =-\frac{\tau}{\alpha_{m}} \tilde{H}^{-1} K=\left(P_{x} \otimes P_{y}\right) G\left(P_{x}^{-1} \otimes P_{y}^{-1}\right) \\
\Xi_{12} & =I-\frac{\gamma}{\alpha_{m}} \tilde{H}^{-1}\left(M+\tau \alpha_{f} K\right) \\
& =\left(P_{x} \otimes P_{y}\right)\left(I_{x} \otimes I_{y}-\frac{\gamma}{\alpha_{m}} E_{x} \otimes E_{y}+\gamma \alpha_{f} G\right)\left(P_{x}^{-1} \otimes P_{y}^{-1}\right),  \tag{4.2.36}\\
\Xi_{22} & =I-\frac{1}{\alpha_{m}} \tilde{H}^{-1}\left(M+\tau \alpha_{f} K\right) \\
& =\left(P_{x} \otimes P_{y}\right)\left(I_{x} \otimes I_{y}-\frac{1}{\alpha_{m}} E_{x} \otimes E_{y}+\alpha_{f} G\right)\left(P_{x}^{-1} \otimes P_{y}^{-1}\right) .
\end{align*}
$$

and the matrix itself as:

$$
\begin{align*}
\Xi= & {\left[\begin{array}{cc}
I-\frac{\tau \gamma}{\alpha_{m}} \tilde{H}^{-1} K & I-\frac{\gamma}{\alpha_{m}} \tilde{H}^{-1}\left(M+\tau \alpha_{f} K\right) \\
-\frac{\sigma_{m}}{\alpha_{m}} \tilde{H}^{-1} K & I-\frac{1}{\alpha_{m}} \tilde{H}^{-1}\left(M+\tau \alpha_{f} K\right)
\end{array}\right] } \\
= & {\left[\begin{array}{cc}
P_{x} \otimes P_{y} & \mathbf{0} \\
\mathbf{0} & P_{x} \otimes P_{y}
\end{array}\right]\left[\begin{array}{cc}
I_{x} \otimes I_{y}+\gamma G & I_{x} \otimes I_{y}-\frac{\gamma}{\alpha_{m}} E_{x} \otimes E_{y}+\gamma \alpha_{f} G \\
G & I_{x} \otimes I_{y}-\frac{1}{\alpha_{m}} E_{x} \otimes E_{y}+\alpha_{f} G
\end{array}\right] }  \tag{4.2.37}\\
& {\left[\begin{array}{cc}
P_{x}^{-1} \otimes P_{y}^{-1} & \mathbf{0} \\
\mathbf{0} & P_{x}^{-1} \otimes P_{y}^{-1}
\end{array}\right] . }
\end{align*}
$$

Accordingly, the spectral radius determines the scheme's stability behaviour:

$$
\tilde{\Xi}=\left[\begin{array}{cc}
I_{x} \otimes I_{y}+\gamma G & I_{x} \otimes I_{y}-\frac{\gamma}{\alpha_{m}} E_{x} \otimes E_{y}+\gamma \alpha_{f} G  \tag{4.2.38}\\
G & I_{x} \otimes I_{y}-\frac{1}{\alpha_{m}} E_{x} \otimes E_{y}+\alpha_{f} G
\end{array}\right] .
$$

In the limit $\tau \rightarrow 0$, we obtain the same sufficient condition as in 4.4.24; similarly, in the limit $\tau \rightarrow \infty$, we obtain the eigenvalues $\lambda_{1}=1$, These limits imply that in the limiting case $\tau=\infty$, the method is stable but not A-stable. Following similar arguments as in the unsplit generalized- $\alpha$ method, it is straightforward to prove that the scheme is stable unconditionally (for any finite time step size). The stability behaviour of the splitting on both sides technique follows similar arguments.

Remark 27 (3D splitting). While the 3D stability analysis is more involved than the 2D analysis, it follows the same logic. Although we omit the derivation, the resulting constraints on $\alpha_{m}, \alpha_{f}$ for unconditional stability are unchanged.

Lastly, we provide error estimations. Our analysis above implies the stability of the splitting schemes. Also, since the splitting error is formally second-order accurate in the temporal domain, providing a sufficiently regular exact solution, one may expect to find the splitting schemes of the second-order accurate in time. Thus, similar to the classical error analysis for parabolic problems, the error estimations read (see, e.g., 96]):

$$
\begin{align*}
\left\|u_{h}^{n}-u\left(t_{n}\right)\right\|_{0, \Omega} & \leq C(u)\left(h^{p+1}+\tau^{2}\right)  \tag{4.2.39}\\
\left\|\nabla u(T)-\nabla u_{h}(T)\right\|_{0, \Omega} & \leq C(u)\left(h^{p}+\tau^{2}\right)
\end{align*}
$$

with $u_{h}^{n}$ being the estimated solution at time $t_{n} . C(u)$ denotes a positive constant independent of problem data such as the mesh size $h$, and time step $\tau . p$ is the order of the spatial approximation.
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### 4.2.2.3 Numerical experiments

In this section, numerical evidence demonstrates the performance of the proposed splitting schemes. The simulations verify that the schemes' optimal convergence rates in spatial and temporal domains. Furthermore, the computational cost is linear regarding the total number of degrees of freedom in the multi-dimensional system.
For this, we model $\sqrt{3.1 .28}$ with the exact solution:

$$
u=\left\{\begin{array}{l}
u(x, y, t)=\sin (\pi x) \sin (\pi y) e^{-2 \pi^{2} t}, \quad \text { in } \quad 2 D,  \tag{4.2.40}\\
u(x, y, z, t)=\sin (\pi x) \sin (\pi y) \sin (\pi z) e^{-3 \pi^{2} t}, \quad \text { in } \quad 3 D
\end{array}\right.
$$

with corresponding forcing function, boundary and initial data.
Firstly, we show the computational cost of 2D and 3D parabolic problem (3.1.28). For $p$-th order finite elements or isogeometric elements, the directional mass matrix $M_{\xi}$ and stiffness matrix $K_{\xi}, \xi=x, y, z$, have a half-bandwidth $p$. This is, the matrix $M_{\xi}+\eta K_{\xi}$ also has a similar bandwidth. Let $K_{\xi}$ be $m_{\xi}$-dimensional and exploit Gaussian elimination approach. This leads to $\mathcal{O}\left(p^{2} m_{\xi}\right)$ operations for solving a linear matrix system $M_{\xi}+\eta K_{\xi}$. Therefore, the significant cost of solving (4.2.1) or equivalently 4.2.12) is $\mathcal{O}\left(p^{2} m_{x} m_{y}\right)$ operations for 2 D cases and $\mathcal{O}\left(p^{2} m_{x} m_{y} m_{z}\right)$ operations for 3 D problems. Thus, the solution cost of 4.2.1 deploying splitting schemes increases linearly with respect to the degrees of freedom. This feature remains valid for higher-dimensional problems. Furthermore, this allows us for exploiting direct solvers for problems of any dimensions. The reader is referred to [70] for more details on the linear solver.


Figure 4.1: Linear computational cost of splitting schemes for $C^{1}$ quadratic isogeometric elements with $\tau=10^{-3}$ and $\rho_{\infty}=0$ in 2 D (left) and in 3D (right).


Figure 4.2: Stability validation of splitting schemes when using $C^{1}$ quadratic isogeometric elements with final time $T=5, \rho_{\infty}=0.5$, and $64 \times 64$ uniform elements in 2D.

Figure 4.1 shows that the solution costs for inverting the matrix problems of all splitting schemes are linear with respect to the total number of degrees of freedom in the system for multi-dimensional problems. Herein, we use a direct solver (Gaussian elimination), and as an example, we use $C^{1}$ quadratic isogeometric elements for the spatial discretization and a time step size $10^{-3}$. However, the cost is also linear when we use either finite elements or isogeometric analysis, which validates the efficiency of the splitting schemes when solving the resulting matrix problems.

Figure 4.2 shows the $L^{2}$ norm of $u$ and $\nabla u$ errors at the final time $T=5$ with respect to time step size $\tau$. As $\tau$ grows, the errors approach a finite number, which numerically validates the unconditional stability of the generalized- $\alpha$ and splitting schemes. The technique entitled "Splitting on both sides" refers to the scheme given by 4.2.9) while the "Splitting on both sides (modified)" refers to the scheme in equation (4.2.11). Different $\rho_{\infty}$, mesh configurations, and finite elements with higher-order basis functions produce simulation results with similar behaviours.

Next, we study the spatial convergence rate of the discretization error. The splitting methods deal easily with different spatial discretizations such as finite elements and isogeometric analysis. We consider a 2D test problem and fix the time step size to $\tau=10^{-4}$. The final time for the simulation is $T=0.1$. Figure 4.3 shows the errors $\left\|u(T)-u^{h}(T)\right\|_{0, \Omega}$ and $\left\|\nabla\left(u(T)-u^{h}(T)\right)\right\|_{0, \Omega}$ when using $C^{0}$ and $C^{1}$ quadratic elements. Figure 4.4 shows these errors when using $C^{2}$ cubic isogeometric elements. The generalized- $\alpha$ method and all the proposed splitting schemes result in optimal convergence rates for both finite element and isogeometric element discretizations. The error


Figure 4.3: $L^{2}$ error norm of $u \& \nabla u$ for $C^{0}$ quadratic finite elements and $C^{1}$ quadratic isogeometric elements with $\rho_{\infty}=0,0.5,1$. Final time $t_{n}=T=0.1 \&$ step size $\tau=10^{-4}$.


Figure 4.4: $L^{2}$ error norm of $u$ and $\nabla u$ for $C^{2}$ cubic isogeometric elements with $\rho_{\infty}=$ $0,0.5,1$. Final time $t_{n}=T=1 \&$ step-size $\tau=10^{-4}$.


Figure 4.5: $L^{2}$ error norm for finite and isogeometric elements on a fixed mesh size $h=1 / 64$ and $\rho_{\infty}=0.5,1$. The final time is $t_{n}=T=1$.
in all cases converges with the corresponding optimal rates.
We now study the accuracy in time. We consider a 2D test problem on a mesh with $100 \times 100$ uniform elements. Figure 4.5 shows the evolution of the solution's $L^{2}$ error norm against the time step size $\tau$ when using quadratic finite elements and isogeometric analysis. Figure 4.6 shows these errors when using $C^{2}$ cubic isogeometric elements. In all cases, the errors converge quadratically, thus verifying the formal estimates of 4.2.39).

The overall solution cost of the matrix system scales linearly with the number of degrees of freedom in the system; thus, in many practical cases, the solution cost is orders of magnitude smaller. We extend these splitting schemes to solve high-order multi-step time integrators in the next section.
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Figure 4.6: $L^{2}$ error norm for $C^{2}$ cubic isogeometric elements on a fixed mesh size $h=1 / 64$ and $\rho_{\infty}=0,1$. The final time is $t_{n}=T=1$.

### 4.3 Variational splitting techniques for high-order linear multistep methods for parabolic equations

Implicit linear multistep methods can approximate first-order stiff differential equations using values from previous time steps. Thereby, the inclusion of information from more points increases the accuracy of the approximation with a limited impact on the computational cost. We use these methods to approximate the semi-discrete matrix problem 3.3.2. We consider a time marching process indexed by $n$ such that $0=t_{0}<$ $t_{1}<\cdots<t_{N}=T$, we approximate $U_{n}, V_{n}$ using $U\left(t_{n}\right), \dot{U}\left(t_{n}\right)$, respectively. Similarly, let $F_{n}$ approximate $F\left(t_{n}\right)$. In general, multistep methods use data from the previous $s$ steps to estimate the solution at the next time step. In particular, a linear multistep method adopts a linear combination of $U_{n}$ and $V_{n}$ to obtain a solution value at a specific time. Therefore, a general linear multistep method has the general form [23]

$$
\begin{aligned}
U_{n+s}+\alpha_{s-1} U_{n+s-1}+\alpha_{s-2} U_{n+s-2} & +\cdots+\alpha_{0} U_{n}= \\
& =\tau\left(\beta_{s} V_{n+s}+\beta_{s-1} V_{n+s-1}+\cdots+\beta_{0} V_{n}\right)
\end{aligned}
$$

where different coefficient choices for $\alpha_{i}$ and $\beta_{i}$ result in different methods; we apply the splitting techniques to arbitrary combinations of $\alpha_{i}$ and $\beta_{i}$. We use our variational splitting ideas to the Adams-Moulton and backward differentiation formula (BDF) methods as particular examples. These are widely-used classes of multistep techniques. First, we discuss the s-step Adams-Moulton methods and propose our variational splitting
formulations. We then describe the BDF methods and particularize the splitting to this family of methods.

### 4.3.1 Adams-Moulton methods

Consider a uniform partition of the time interval $[0, T]$ with a time-step size $\tau$ such that $t_{n}=n \tau$. The coefficients are $\alpha_{s-1}=-1$ and $\alpha_{s-2}=\ldots=\alpha_{0}=0$, while $\beta_{i}$ coefficients deliver a method of order $s+1$. Hence, assuming that the temporal evolution corresponds to an interpolating polynomial of order $s$, we have 76]

$$
\begin{equation*}
\beta_{s-i}=\frac{(-1)^{i}}{i!(s-i)} \int_{0}^{1} \prod_{j=0, j \neq i}^{s}(u+j-1) d u, \quad \text { for } i=0, \ldots, s \tag{4.3.1}
\end{equation*}
$$

Let $\mathcal{R}_{n}=F_{n}-K U_{n}$. We adopt the Adams-Moulton methods of order one through five ( $s=0-4$ ). Then, the standard fully discrete formulation becomes

- $2^{\text {nd }}$ order:

$$
\begin{equation*}
2 M\left(U_{n+1}-U_{n}\right)=\tau\left(\mathcal{R}_{n+1}+R_{n}\right) \tag{4.3.2a}
\end{equation*}
$$

- $3^{\text {rd }}$ order:

$$
\begin{equation*}
12 M\left(U_{n+2}-U_{n+1}\right)=\tau\left(5 \mathcal{R}_{n+2}+8 \mathcal{R}_{n+1}-R_{n}\right) \tag{4.3.2b}
\end{equation*}
$$

- $4^{\text {th }}$ order:

$$
\begin{equation*}
24 M\left(U_{n+3}-U_{n+2}\right)=\tau\left(9 \mathcal{R}_{n+3}+19 \mathcal{R}_{n+2}-5 \mathcal{R}_{n+1}+\mathcal{R}_{n}\right) \tag{4.3.2c}
\end{equation*}
$$

- $5^{t h}$ order:

$$
\begin{equation*}
720 M\left(U_{n+4}-U_{n+3}\right)=\tau\left(251 \mathcal{R}_{n+4}+646 \mathcal{R}_{n+3}-264 \mathcal{R}_{n+2}+106 \mathcal{R}_{n+1}-19 \mathcal{R}_{n}\right) \tag{4.3.2d}
\end{equation*}
$$

### 4.3.1.1 Splitting schemes

Now, we extend ideas from Section 4.2 to propose a splitting for 4.3.2). Thus, we propose the following splitting technique to reduce the solution cost of the linear systems resulting from 4.3.2 for multi-dimension problems:

$$
\begin{array}{ll}
A=M+\eta K=\left(M_{x}+\eta K_{x}\right) \otimes\left(M_{y}+\eta K_{y}\right)+\mathcal{O}\left(\eta^{2}\right), & \text { for 2D, } \\
A=M+\eta K=\left(M_{x}+\eta K_{x}\right) \otimes\left(M_{y}+\eta K_{y}\right) \otimes\left(M_{z}+\eta K_{z}\right)+\mathcal{O}\left(\eta^{2}\right), & \text { for 3D. } \tag{4.3.3b}
\end{array}
$$

## 4. VARIATIONAL SPLITTING TECHNIQUES

At each time step, we solve an implicit system and then update vectorial identities explicitly. We factorize the left-hand sides of 4.3.2 using a matrix with the structure $(M+\eta K)$ where $\eta$ denotes a rational number that depends on the order $s$. As 4.3.3) shows, the variational splitting introduces an approximation error of order $\tau^{2}$; thus, to preserve the high approximation order of the multi-step families, we modify the system to solve for an alternative set of variables. To do so, we introduce Taylor series approximations to the right-hand sides of the systems 4.3.2 and define the following approximations:

- $2^{n d}$ order:

$$
\begin{equation*}
U_{n+1}-U_{n}=\frac{1}{2} \tau\left(V_{n}+V_{n+1}\right)+\mathcal{O}\left(\tau^{3}\right) \tag{4.3.4a}
\end{equation*}
$$

- $3^{\text {rd }}$ order:

$$
\begin{equation*}
U_{n+2}-2 U_{n+1}+U_{n}=\tau^{2}\left(V_{n+1}\right)_{, t}+\mathcal{O}\left(\tau^{4}\right) \tag{4.3.4b}
\end{equation*}
$$

- $4^{t h}$ order:

$$
\begin{equation*}
U_{n+3}-3 U_{n+2}+3 U_{n+1}-U_{n}=\frac{1}{2} \tau^{3}\left(-\left(V_{n}\right)_{, t t}+3\left(V_{n+1}\right)_{, t t}\right)+\mathcal{O}\left(\tau^{5}\right) \tag{4.3.4c}
\end{equation*}
$$

- $5^{t h}$ order:

$$
\begin{equation*}
U_{n+4}-4 U_{n+3}+6 U_{n+2}-4 U_{n+1}+U_{n}=\tau^{4}\left(-\left(V_{n}\right)_{, t t t}+2\left(V_{n+1}\right)_{, t t t}\right)+\mathcal{O}\left(\tau^{6}\right) \tag{4.3.4d}
\end{equation*}
$$

where $(\cdot)_{, t}$ represents derivatives with respect to time and $V_{n}$ approximates the first temporal derivative of $U\left(t_{n}\right)$. Now, we substitute the left-hand terms in 4.3.2 using the linear combinations of known and unknown data derived in 4.3.4. Besides, we use the right-hand side of (4.3.4) to guarantee the accuracy order for our further approximations. Then, substituting these definitions and introducing an auxiliary variable $\mathcal{U}$ results in the following systems that we solve for $\mathcal{U}$ :

- $2^{\text {nd }}$ order:

$$
\begin{equation*}
(2 M+\tau K) U=-2 \tau K U_{n}+\tau\left(F_{n+1}+F_{n}\right) \tag{4.3.5a}
\end{equation*}
$$

where $\mathcal{U}=U_{n+1}-U_{n}$.

- $3^{r d}$ order:

$$
\begin{align*}
(12 M+5 \tau K) U= & -12(M+\tau K)\left(U_{n+1}-U_{n}\right)-6 \tau K\left(U_{n+1}+U_{n}\right) \\
& +\tau\left(5 F_{n+2}+8 F_{n+1}-F_{n}\right), \tag{4.3.5b}
\end{align*}
$$

where $\mathcal{U}=U_{n+2}-2 U_{n+1}+U_{n}$.

- $4^{\text {th }}$ order:

$$
\begin{align*}
(24 M+9 \tau K) U= & -24 M\left(2 U_{n+2}-3 U_{n+1}+U_{n}\right) \\
& -2 \tau K\left(23 U_{n+2}-16 U_{n+1}+5 U_{n}\right) \\
& +\tau\left(9 F_{n+3}+19 F_{n+2}-5 F_{n+1}+F_{n}\right), \tag{4.3.5c}
\end{align*}
$$

where $\mathcal{U}=U_{n+3}-3 U_{n+2}+3 U_{n+1}-U_{n}$.

- $5^{\text {th }}$ order:

$$
\begin{align*}
(720 M+251 \tau K) U= & -720 M\left(3 U_{n+3}-6 U_{n+2}+4 U_{n+1}-U_{n}\right) \\
& +30 \tau K\left(55_{n+3}-59 U_{n+2}+37 U_{n+1}-9 U_{n}\right) \\
& +\tau\left(251 F_{n+4}+646 F_{n+3}-264 F_{n+2}+106 F_{n+1}-19 F_{n}\right) \tag{4.3.5d}
\end{align*}
$$

$$
\text { where } \mathcal{U}=U_{n+4}-4 U_{n+3}+6 U_{n+2}-4 U_{n+1}+U_{n} .
$$

We now apply our variational splittings to these approximations without losing the formal accuracy of the multistep method. That is, the unknown $\mathcal{U}$ on left-hand sides of (4.3.5) are proportional to at least $\tau^{s}$. Therefore, the resulting approximate expansions in combination with the variational splitting deliver an approximation to $\mathcal{U}$ that is formally of order $\tau^{s+2}$ for each multistep method of order $s+1$. As a consequence, the splitting we propose for (4.3.3) can have an arbitrary order of accuracy. Following this logic, we can ignore the higher-order terms in the expansions as they do not modify the formal accuracy of the approximation. In summary, rather than inverting $A$ in (4.3.3), we use the following approximation for 2D

$$
\begin{equation*}
\tilde{A}=\left(M_{x}+\eta K_{x}\right) \otimes\left(M_{y}+\eta K_{y}\right) \tag{4.3.6}
\end{equation*}
$$

and this one for 3D

$$
\begin{equation*}
\tilde{A}=\left(M_{x}+\eta K_{x}\right) \otimes\left(M_{y}+\eta K_{y}\right) \otimes\left(M_{z}+\eta K_{z}\right) \tag{4.3.7}
\end{equation*}
$$
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Therefore, substituting $\tilde{A}$ in 4.3.5 leads to a splitting technique with $\frac{\eta}{\tau}=\frac{1}{2}, \frac{5}{12}, \frac{9}{24}, \frac{251}{720}$ that has second to fifth order of accuracy, respectively.

Remark 28. We solve the equation system 4.3.5 with the following strategy. We first solve for $\mathcal{U}$ using the matrix equations of 4.3.5 for a given order $s$. With this information, we solve for $U_{n+s-1}$ from $\mathcal{U}$ 's definition. For example, for the $3^{\text {rd }}$-order method, we solve for $\mathcal{U}=U_{n+2}-2 U_{n+1}+U_{n}$ using 4.3.5. Then, we update $U_{n+2}$ using known information and the following (explicit) identity $U_{n+2}=\mathcal{U}+2 U_{n+1}-U_{n}$.

### 4.3.2 Backward differentiation formulae

Similarly,defining $\mathcal{R}_{n}=\left(F_{n}-K U_{n}\right)$, then the general form of a BDF method reads [88]

$$
\begin{equation*}
\sum_{j=0}^{s} \alpha_{j} U_{n+j}=\tau \beta M^{-1} \mathcal{R}_{n+s} \tag{4.3.8}
\end{equation*}
$$

where $\alpha_{j}$ and $\beta$ allow the method to reach the accuracy of order $s$. For more details on the determination of the corresponding coefficients, see [3, 59]. We adopt standard coefficient definitions for the BDF methods and substitute them in 3.3.2 to obtain:

- $2^{\text {nd }}$ order:

$$
\begin{equation*}
M\left(3 U_{n+2}-4 U_{n+1}+U_{n}\right)=2 \tau \mathcal{R}_{n+2} \tag{4.3.9a}
\end{equation*}
$$

- $3^{\text {rd }}$ order:

$$
\begin{equation*}
M\left(11 U_{n+3}-18 U_{n+2}+9 U_{n+1}-2 U_{n}\right)=6 \tau \mathcal{R}_{n+3} \tag{4.3.9b}
\end{equation*}
$$

- $4^{t h}$ order:

$$
\begin{equation*}
M\left(25 U_{n+4}-48 U_{n+3}+36 U_{n+2}-16 U_{n+1}+3 U_{n}\right)=12 \tau \mathcal{R}_{n+4} \tag{4.3.9c}
\end{equation*}
$$

- $5^{t h}$ order:

$$
\begin{equation*}
M\left(137 U_{n+5}-300 U_{n+4}+300 U_{n+3}-200 U_{n+2}+75 U_{n+1}-12 U_{n}\right)=60 \tau \mathcal{R}_{n+5} \tag{4.3.9d}
\end{equation*}
$$

### 4.3 Variational splitting techniques for high-order linear multistep methods for parabolic equations

### 4.3.2.1 Splitting schemes

As in Section 4.3.1.1, we propose a splitting technique where the solution uses the Taylor expansions of (4.3.4). That is, for 4.3.9), we rewrite the fully discrete equations of 4.3.9. For example, for the BDF methods of orders two to five, we propose

- $2^{\text {nd }}$ order:

$$
\begin{equation*}
(3 M+2 \tau K) \mathcal{U}=(M-2 \tau K) U_{n+1}-M U_{n}+\tau F_{n+2}, \tag{4.3.10a}
\end{equation*}
$$

where $\mathcal{U}=U_{n+2}-U_{n+1}$.

- $3^{\text {rd }}$ order:

$$
\begin{equation*}
(11 M+6 \tau K) U=-(2 M+6 \tau K)\left(2 U_{n+2}-U_{n+1}\right)+2 M U_{n}+6 \tau F_{n+3} . \tag{4.3.10b}
\end{equation*}
$$

where $\mathcal{U}=U_{n+3}-2 U_{n+2}+U_{n+1}$.

- $4^{\text {th }}$ order:

$$
\begin{align*}
(25 M+12 \tau K) U & =(9 M+12 \tau K)\left(-3 U_{n+3}+3 U_{n+2}-U_{n+1}\right) \\
& +3\left(4 U_{n+2}-U_{n}\right)+12 \tau F_{n+4}, \tag{4.3.10c}
\end{align*}
$$

where $\mathcal{U}=U_{n+4}-3 U_{n+3}+3 U_{n+2}-U_{n+1}$.

- $5^{\text {th }}$ order:

$$
\begin{aligned}
(137 M+60 \tau K) U & =(62 M+60 \tau K)\left(-4 U_{n+4}+6 U_{n+3}-4 U_{n+2}+U_{n+1}\right) \\
& +50 M\left(3 U_{n+3}-2 U_{n+2}\right)-12 M U_{n}+60 \tau F_{n+5}
\end{aligned}
$$

where $\mathcal{U}=U_{n+5}-4 U_{n+4}+6 U_{n+3}-4 U_{n+2}+U_{n+1}$.
We then use the solution of 4.3.10) to update the value of the unknown. Ad for AdamsMoulton methods, we use the identities in (4.3.4) to introduce a splitting for 4.3.9, where we substitute an approximate expansion that can be inverted in linear cost with formal order of accuracy from second to fifth for $\frac{\eta}{\tau}=\frac{2}{3}, \frac{6}{11}, \frac{12}{25}, \frac{60}{137}$, respectively. We summarize our methods in the algorithm 1 .
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```
Algorithm 1 Proposed splitting technique for a 2D problem
    Set \(T, \tau, M^{\xi}, K^{\xi}, U_{0}, F_{0}\), where \(M^{\xi}\) and \(K^{\xi}\) are the mass an stiffness matrices in \(\xi\)
    direction, where \(\xi=x, y\).
    for \(n=1\) until \(n=\frac{T}{\tau}\) do,
        Set \(R_{n}\) equal to the right-hand side of 4.3.5 for ADM or 4.3.10 for BDF.
        Reassemble \(R_{n}\) as a matrix with rows and columns correspond to \(x\) and \(y\) direc-
    tions.
        Solve \(\left(M_{x}+\eta K_{x}\right) \tilde{\mathcal{U}}_{\backslash}=R_{n}\) for \(\tilde{\mathcal{U}}\)
        Solve \(\left(M_{x}+\eta K_{x}\right) \mathcal{U}_{\backslash}=\tilde{\mathcal{U}}_{\backslash}\) for \(\mathcal{U}_{\downarrow}\).
        Update the unkown \(U_{n+s}\) using \(\mathcal{U}_{\backslash}\) and the definitions in 4.3.5) or 4.3.10) for
    ADM or BDF, respectively.
    end for
```


### 4.3.3 Spectral analysis

Here, we analyze the splittings' stability and show that the splitting process does not unalter the spectral behaviour of the multistep time marching methods. The conditions that imply the stability of the Adam-Moulton and BDF methods are the same for the original and the split versions. For our investigation, we use the spectral decomposition 4.2.13). Then, A stable method has the modulus of all roots of the characteristic polynomial bounded by one. The boundedness of the roots of the characteristic polynomial for a multistep method with a time-step size $\tau$ is [93]:

$$
\begin{equation*}
\pi(z ; D)=\left(1-\tau P D P^{-1} \beta_{s}\right) z^{s}+\sum_{k=0}^{s-1}\left(\alpha_{k}-\tau P D P^{-1} \beta_{k}\right) z^{k}=\rho(z)-\tau P D P^{-1} \sigma(z), \tag{4.3.11}
\end{equation*}
$$

where we define:

$$
\begin{equation*}
\rho(z)=z^{s}+\sum_{k=0}^{s-1} \alpha_{k} z^{k}, \quad \sigma(z)=\sum_{k=0}^{s} \beta_{k} z^{k} . \tag{4.3.12}
\end{equation*}
$$

In terms of the polynomials 4.3.11) and 4.3.12, a method delivers order $s$ provided:

$$
\begin{equation*}
\rho\left(e^{\tau}\right)-\tau \sigma\left(e^{\tau}\right)=\mathcal{O}\left(\tau^{s+1}\right), \quad \text { as } \tau \rightarrow 0 . \tag{4.3.13}
\end{equation*}
$$

### 4.3 Variational splitting techniques for high-order linear multistep methods for parabolic equations

Furthermore, appropriate conditions (i.e., CFL conditions [10, 93]) guarantee that all roots of (4.3.11) have their modulus bounded by one. Then, the numerical solution of the multistep method is stable with respect to the round-off error for those values of $\tau$ and the particular eigenvalues in $D$. For brevity, we omit the derivation of the CFL conditions for the BDF and AM methods (for more details, see [3]). We only analyze the impact of the splitting techniques on the stability regions of these well-understood methods; thus, we derive the appropriate characteristic polynomial for the split version.

For the split formulations, we add the following additional terms to 4.3.11):
2D case: $\quad \tau^{2}\left(P_{x} \otimes P_{y}\right)\left(D_{x} \otimes D_{y}\right)\left(P_{x}^{-1} \otimes P_{y}^{-1}\right) \eta(z)$,
3D case: $\quad \tau^{2}\left(I_{x} \otimes P_{y} \otimes P_{z}\right)\left(I_{x} \otimes D_{y} \otimes D_{z}+D_{x} \otimes I_{y} \otimes D_{z}+D_{x} \otimes D_{y} \otimes I_{z}\right)$ $\left(P_{x}^{-1} \otimes P_{y}^{-1} \otimes P_{z}^{-1}\right) \eta(z)$,
where $\eta(z)$ is defined for order of accuracy two to five as

$$
\begin{align*}
& \eta_{2}(z)=z^{2}-z+\mathcal{O}\left(\tau^{3}\right)  \tag{4.3.15a}\\
& \eta_{3}(z)=z^{3}-2 z^{2}+z+\mathcal{O}\left(\tau^{4}\right),  \tag{4.3.15b}\\
& \eta_{4}(z)=z^{4}-3 z^{3}+3 z^{2}-z+\mathcal{O}\left(\tau^{5}\right),  \tag{4.3.15c}\\
& \eta_{5}(z)=z^{5}-4 z^{4}+6 z^{3}-4 z^{2}+z+\mathcal{O}\left(\tau^{6}\right) . \tag{4.3.15d}
\end{align*}
$$

As sections 4.3.1.1 and 4.3.2.1 discuss, the reformulations of the BDF and AM methods with the identities we introduce in (4.3.4) allow us to rewrite 4.3.15) as

$$
\begin{align*}
& \eta_{2}(z)=\omega_{2}(z)^{2}-\omega_{2}(z)+\mathcal{O}\left(\tau^{3}\right), \\
& \eta_{3}(z)=\omega_{3}(z)^{3}-2 \omega_{3}(z)^{2}+\omega_{3}(z)+\mathcal{O}\left(\tau^{4}\right), \\
& \eta_{4}(z)=\omega_{4}(z)^{4}-3 \omega_{4}(z)^{3}+3 \omega_{4}(z)^{2}-\omega_{4}(z)+\mathcal{O}\left(\tau^{5}\right),  \tag{4.3.16}\\
& \eta_{5}(z)=\omega_{5}(z)^{5}-4 \omega_{5}(z)^{4}+6 \omega_{5}(z)^{3}-4 \omega_{5}(z)^{2}+\omega_{5}(z)+\mathcal{O}\left(\tau^{6}\right),
\end{align*}
$$

where $\omega(z)$ 's definition depends on the system's unknown $\mathcal{U}$. Next, using the right-hand sides of the identities (4.3.4), we obtain $\omega(z)$ as

$$
\begin{align*}
& \omega_{2}(z)=\tau z+\frac{1}{2} \tau(z)_{, t},  \tag{4.3.17a}\\
& \omega_{3}(z)=\tau^{2} z,  \tag{4.3.17b}\\
& \omega_{4}(z)=\tau^{3} z-\frac{1}{2} \tau^{4}(z)_{, t},  \tag{4.3.17c}\\
& \omega_{5}(z)=\frac{1}{2} \tau^{4} z-\tau^{5}(z)_{, t} . \tag{4.3.17d}
\end{align*}
$$
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Given the methods' accuracy, $\tau^{2} \eta(z)$ has the order of the truncation error and we neglect it when computing the roots of the characteristic polynomial (4.3.11). Therefore, the additional terms in 4.3.14) do not affect the stability regions and, consequently, the CFL conditions for these methods.

Remark 29 (Stability region invariance for split methods). The split formulation does not change the stability region of the BDF and Adams-Moulton time-marching methods. Nevertheless, the original methods are conditionally stable for any order of greater than two. We believe that the fact that split methods do not modify the stability region of the original methods is an attractive feature of these expansions. Thus, the framework we propose will allow us to split other methods without modifying their stability regions while significantly accelerating the solution of the system.

### 4.3.4 Numerical evidence

This section presents the numerical results that validate our proposed splitting methods for different multistep schemes in two and three dimensions. As a test problem, we use a heat transfer problem with zero Dirichlet boundary conditions and an initial condition given by $u(x, y ; 0)=\sin (\pi x) \sin (\pi y)$. Then, the analytical solution of the problem reads:

$$
\begin{equation*}
u\left(x_{1}, x_{2} ; t\right)=e^{-2 \pi^{2} t} \sin (\pi x) \sin (\pi y) . \tag{4.3.18}
\end{equation*}
$$



Figure 4.7: Computational cost of split BDF methods for 2D (left) \& 3D (right). $C^{p-1}$ isogeometric elements in space.

First, we analyze the computational cost for our splitting schemes for the parabolic problem (3.1.28) in both 2D and 3D. Figures 4.7 and 4.8 show that the costs for solving


Figure 4.8: Computational cost of split Adam-Moulton methods for 2D (left) \& 3D (right). $C^{p-1}$ isogeometric elements in space.


Figure 4.9: L2 error norm for BDF methods with $C^{4}$-quintic isogeometric elements $100 \times$ 100 meshes for 2 D (left) $\& 60 \times 60 \times 60$ meshes for 3 D (right).
the resulting algebraic matrix problems for different polynomial approximation orders ( $p=2,3,4$ ) for all BDF and AM methods are linear with respect to the total number of degrees of freedom in the system for multi-dimensional problems.

Next, we present the convergence rates of the different schemes in the time domain. The 2 D results are computed over $100 \times 100$ mesh. In 3 D , we use a $60 \times 60 \times 60$ mesh. The convergence of the BDF-k schemes is of the order $1:(k)$ the expected one. The convergence of the AM-k schemes is of order $1:(k+1)$, as the theory indicates. We obtain that AM-0 scheme converges like $1: 1$, which is expected. However, the AM-1


Figure 4.10: L2 error norm for split Adam-Moulton methods with $C^{4}$-quintic isogeometric elements $100 \times 100$ meshes for 2 D (left) \& $60 \times 60 \times 60$ meshes for 3 D (right).
scheme converges like 1:3, which is faster than expected in this particular case, but this is not an incorrect result.

Remark 30. Our splitting schemes preserve the stability properties of the original BDF and AM schemes. Therefore, as per the second Dahlquist barrier [31], the linear multistep method can only be A-stable if its order is at most two. Thus, we can only expect unconditional stability for $A M-0, A M-1, B D F-1$ and BDF-2.

### 4.4 A variational splitting technique for hyperbolic problems

In this section, we propose splitting techniques for hyperbolic models. For this, considering the second-order generalized- $\alpha$ method by setting $k=1$ in (3.1.34), we substitute (3.1.20) into (3.1.34) to have:

$$
\begin{align*}
\left(\alpha_{m} M+\tau^{2} \alpha_{f} \beta K\right) \llbracket A_{n} \rrbracket & =F_{n+\alpha_{f}}-\left[M A_{n}+K\left(U_{n}+\tau \alpha_{f} V_{n}+\frac{\tau^{2}}{2} \alpha_{f} A_{n}\right)\right] \\
& =F_{n+\alpha_{f}}-\left(M+\frac{\tau^{2}}{2} \alpha_{f} K\right) A_{n}-\tau \alpha_{f} K V_{n}-K U_{n} \tag{4.4.1}
\end{align*}
$$

Then, we rewrite 4.4.1 as

$$
\begin{equation*}
\alpha_{m} G \llbracket A_{n} \rrbracket=F_{n+\alpha_{f}}-\left(M+\frac{\tau^{2}}{2} \alpha_{f} K\right) A_{n}-\tau \alpha_{f} K V_{n}-K U_{n} \tag{4.4.2}
\end{equation*}
$$

where

$$
\begin{equation*}
G=M+\eta K, \quad \eta=\frac{\tau^{2} \alpha_{f} \beta}{\alpha_{m}} \tag{4.4.3}
\end{equation*}
$$

Thus, using tensor-product meshes in 2D and 4.1.4 and 4.1.6), we have (for more details, see, section 4.2 and [11]):

$$
\begin{equation*}
G=\left(M^{x}+\eta K^{x}\right) \otimes\left(M^{y}+\eta K^{y}\right)-T_{\eta} \tag{4.4.4}
\end{equation*}
$$

where

$$
\begin{equation*}
T_{\eta}=\eta^{2} K^{x} \otimes K^{y}=\mathcal{O}\left(\eta^{2}\right) \tag{4.4.5}
\end{equation*}
$$

Therefore, $T_{\eta}$ is of order $\mathcal{O}\left(\tau^{4}\right)$ and allows us to split the operator $G$ as:

$$
\begin{equation*}
\tilde{G}=\left(M^{x}+\eta K^{x}\right) \otimes\left(M^{y}+\eta K^{y}\right) \tag{4.4.6}
\end{equation*}
$$

Besides, we substitute $K$ with an approximation derived using similar logic. We derive this equivalent expression using 4.4.3) as (see, our detailed discussions in 4.2.1):

$$
\begin{equation*}
K=\frac{1}{\eta} G-\frac{1}{\eta} M \tag{4.4.7}
\end{equation*}
$$

Thus, our approximation reads:

$$
\begin{equation*}
K \approx \frac{1}{\eta}(\tilde{G}-M) \tag{4.4.8}
\end{equation*}
$$

Finally, we rewrite 4.4.2 as

$$
\begin{equation*}
\alpha_{m} \tilde{G} \llbracket A_{n} \rrbracket=F_{n+\alpha_{f}}-M A_{n}-\frac{1}{\eta}(\tilde{G}-M)\left[\frac{\tau^{2} \alpha_{f}}{2} A_{n}+\tau \alpha_{f} V_{n}+U_{n}\right] \tag{4.4.9}
\end{equation*}
$$

We split the 3D system using a similar argument. This modification is second-order accurate in the temporal domain and reduces the matrix-assembly cost of the system as we only need $\tilde{G}$. Besides, this modification provides more accurate estimations (see, numerical examples). Additionally, the system in (4.4.9) delivers the user-control on the numerical dissipation. Algorithm 2 summarizes the method for 2D problems. In the next section, we analyze the stability of the method and present its advantages.

Remark 31. Similar to our techniques for parabolic problems, the computational cost of the $1 D$ matrix system $\left(M_{\xi}+\eta K_{\xi}\right)^{-1}$, is linear with respect to the number of degrees of freedom [70, 71]. Therefore, the total cost for the system system 4.4.9) for a multidimensional problem is linear.

```
Algorithm 2 A linear-cost split generalized-alpha method
    Set \(T, \tau, \rho_{\infty}, M^{\xi}, K^{\xi}, U_{0}, V_{0}, F_{0}\), where \(M^{\xi}\) and \(K^{\xi}\) are the mass an stiffness matrices
    in \(\xi\) direction with \(\xi=x, y\).
    for \(n=1\) until \(n=\frac{T}{\tau} \mathbf{d o}\),
        Set \(R_{n}=F_{n+\alpha_{f}}-M A_{n}-\frac{1}{\eta}(\tilde{G}-M)\left[\frac{\tau^{2} \alpha_{f}}{2} A_{n}+\tau \alpha_{f} V_{n}+U_{n}\right]\).
Reassemble \(R_{n}\) as a matrix representation, which rows and columns belong to values corresponding to \(x\) and \(y\) directions.
Solve \(\alpha_{m}\left(M^{x}+\eta K^{x}\right) \llbracket \tilde{A}_{x} \rrbracket=R_{n}\) for \(\llbracket \tilde{A}_{x} \rrbracket\),
Solve \(\left(M^{y}+\eta K^{y}\right) \llbracket A_{n} \rrbracket=\llbracket \tilde{A}_{x} \rrbracket\) for \(\llbracket A_{n} \rrbracket\).
Update \(V_{n+1}\) from \(A_{n+1}\) using 3.2 .1 b .
Update \(U_{n+1}\) form \(V_{n+1}\) and \(A_{n+1}\) using 3.2 .1 c .
end for
```


### 4.4.1 Spectral analysis

We closely follow the approach in [11, [26] we first study the standard generalized- $\alpha$ method and then analyze our splitting method.

### 4.4.1.1 The generalized- $\alpha$ method

The classical generalized- $\alpha$ method 4.4.2 results in the following:

$$
\left[\begin{array}{c}
U^{n+1}  \tag{4.4.10}\\
\tau V^{n+1} \\
\tau^{2} A^{n+1}
\end{array}\right]=\Xi\left[\begin{array}{c}
U^{n} \\
\tau V^{n} \\
\tau^{2} A^{n}
\end{array}\right]
$$

where

$$
\Xi=\left[\begin{array}{ccc}
I-\tau^{2} \alpha_{f}^{2} J & I-\tau^{2} \alpha_{f}^{3} J & \frac{1}{2} I-\alpha_{f}^{2} R  \tag{4.4.11}\\
-\tau^{2} \gamma J & I-\tau^{2} \gamma \alpha_{f} J & I-\gamma R \\
-\tau^{2} J & -\tau^{2} \alpha_{f} J & I-R
\end{array}\right]
$$

and $I$ is the identity matrix. We also denote

$$
\begin{equation*}
J=\left(\alpha_{m} G\right)^{-1} K, \quad R=\left(\alpha_{m} G\right)^{-1}\left(M+\frac{\tau^{2}}{2} \alpha_{f} K\right) \tag{4.4.12}
\end{equation*}
$$

Then, using the spectral decomposition eq:sd and 4.4.3), we determine:

$$
\begin{align*}
G^{-1} & =(M+\eta K)^{-1}=\left(M+\eta M P D P^{-1}\right)^{-1}=\left(M P(I+\eta D) P^{-1}\right)^{-1} \\
& \therefore \quad G^{-1}=P(I+\eta D)^{-1} P^{-1} M^{-1} \tag{4.4.13}
\end{align*}
$$

which allows us to obtain

$$
\begin{align*}
G^{-1} K & =\left(P(I+\eta D)^{-1} P^{-1} M^{-1}\right)\left(M P D P^{-1}\right) \\
& \therefore \quad G^{-1} K=P(I+\eta D)^{-1} D P^{-1}  \tag{4.4.14}\\
G^{-1} M & =\left(P(I+\eta D)^{-1} P^{-1} M^{-1}\right) M \\
& \therefore \quad G^{-1} M=P(I+\eta D)^{-1} P^{-1} \tag{4.4.15}
\end{align*}
$$

We also define $E=(I+\eta D)^{-1}$ and

$$
\Pi=\left[\begin{array}{lll}
P & 0 & 0 \\
0 & P & 0 \\
0 & 0 & P
\end{array}\right]
$$

With this in mind, using 4.4.11, we rewrite the amplification matrix $\Xi$ in 4.4.10 as:

$$
\Xi=\Pi\left[\begin{array}{ccc}
I-\tau^{2} \frac{\alpha_{f}^{2}}{\alpha_{m}} E D & I-\tau^{2} \frac{\alpha_{f}^{3}}{\alpha_{m}} E D & \frac{1}{2} I-\frac{\alpha_{f}^{2} E}{\alpha_{m}}\left(I+\frac{\tau^{2}}{2} \alpha_{f} D\right)  \tag{4.4.16}\\
-\tau^{2} \frac{\gamma}{\alpha_{m}} E D & I-\tau^{2} \gamma \frac{\alpha_{f}}{\alpha_{m}} E D & I-\frac{\gamma E}{\alpha_{m}}\left(I+\frac{\tau^{2}}{2} \alpha_{f} D\right) \\
-\frac{\tau^{2}}{\alpha_{m}} E D & -\tau^{2} \frac{\alpha_{f}}{\alpha_{m}} E D & I-\frac{E}{\alpha_{m}}\left(I+\frac{\tau^{2}}{2} \alpha_{f} D\right)
\end{array}\right] \Pi^{-1}
$$

which introducing $\Xi=\Pi^{-1} \tilde{\Xi} \Pi$ leads to

$$
\left[\begin{array}{c}
U^{n}  \tag{4.4.17}\\
\tau V^{n} \\
\tau^{2} A^{n}
\end{array}\right]=\Pi \tilde{\Xi}^{n} \Pi^{-1}\left[\begin{array}{c}
U^{0} \\
\tau V^{0} \\
\tau^{2} A^{0}
\end{array}\right]
$$

Thus, the method behaves unconditionally stable if the spectral radius of either of the similar matrices $\Xi$ or $\tilde{\Xi}$ is bounded by one. Herein, we omit the analysis for brevity and state that the method is unconditionally stable for specific values of $\alpha_{m}$ and $\alpha_{f}$ given in 3.1.18 (see our detailed discussions in 4.2 and [7]).

## 4. VARIATIONAL SPLITTING TECHNIQUES

### 4.4.1.2 Stability of the splitting scheme

Here, we analyze the proposed splitting approach. Similarly, we spectrally decompose the stiffness matrix $K_{\xi}$ with respect to the mass matrix $M_{\xi}$ in each direction to obtain 4.2.30). Then, for the 2D case, we have

$$
\begin{align*}
\tilde{G}^{-1} & =P_{x} E_{x} P_{x}^{-1} M_{x}^{-1} \otimes P_{y} E_{y} P_{y}^{-1} M_{y}^{-1}  \tag{4.4.18}\\
\tilde{G}^{-1} M & =\left(P_{x} \otimes P_{y}\right)\left(E_{x} \otimes E_{y}\right)\left(P_{x}^{-1} \otimes P_{y}^{-1}\right)
\end{align*}
$$

where:

$$
\begin{equation*}
E_{\xi}=\left(I+\eta D_{\xi}\right)^{-1}, \quad \xi=x, y \tag{4.4.19}
\end{equation*}
$$

Now, using the following identity:

$$
\begin{equation*}
I=P_{x} I_{x} P_{x}^{-1} \otimes P_{y} I_{y} P_{y}^{-1}=\left(P_{x} \otimes P_{y}\right)\left(I_{x} \otimes I_{y}\right)\left(P_{x}^{-1} \otimes P_{y}^{-1}\right) \tag{4.4.20}
\end{equation*}
$$

we calculate the blocks of the amplification matrix $\tilde{\Xi}$ as:

$$
\begin{align*}
& \tilde{\Xi}_{11}=I_{x} \otimes I_{y}-\frac{1}{\alpha_{f}}\left(I_{x} \otimes I_{y}-E_{x} \otimes E_{y}\right),  \tag{4.4.21a}\\
& \tilde{\Xi}_{12}=E_{x} \otimes E_{y},  \tag{4.4.21b}\\
& \tilde{\Xi}_{13}=\left(\frac{1}{2}-\frac{\beta}{\alpha_{m}}\right) E_{x} \otimes E_{y},  \tag{4.4.21c}\\
& \tilde{\Xi}_{21}=-\frac{\gamma}{\beta \alpha_{f}}\left(I_{x} \otimes I_{y}-E_{x} \otimes E_{y}\right),  \tag{4.4.21d}\\
& \tilde{\Xi}_{22}=I_{x} \otimes I_{y}-\frac{\gamma}{\beta}\left(I_{x} \otimes I_{y}-E_{x} \otimes E_{y}\right),  \tag{4.4.21e}\\
& \tilde{\Xi}_{23}=I_{x} \otimes I_{y}-\frac{\gamma}{\alpha_{m}}\left(E_{x} \otimes E_{y}\right)-\frac{\gamma}{2 \beta}\left(I_{x} \otimes I_{y}-E_{x} \otimes E_{y}\right),  \tag{4.4.21f}\\
& \tilde{\Xi}_{31}=-\frac{1}{\beta \alpha_{f}}\left(I_{x} \otimes I_{y}-E_{x} \otimes E_{y}\right),  \tag{4.4.21~g}\\
& \tilde{\Xi}_{32}=-\frac{1}{\beta}\left(I_{x} \otimes I_{y}-E_{x} \otimes E_{y}\right),  \tag{4.4.21h}\\
& \tilde{\Xi}_{33}=I_{x} \otimes I_{y}-\frac{1}{\alpha_{m}}\left(E_{x} \otimes E_{y}\right)-\frac{1}{2 \beta}\left(I_{x} \otimes I_{y}-E_{x} \otimes E_{y}\right) . \tag{4.4.21i}
\end{align*}
$$

By denoting $\tilde{E}=E_{x} \otimes E_{y}$, we obtain:

$$
\tilde{\Xi}=\left[\begin{array}{ccc}
I-\frac{1}{\alpha_{f}}(I-\tilde{E}) & \tilde{E} & \left(\frac{1}{2}-\frac{\beta}{\alpha_{m}}\right) \tilde{E}  \tag{4.4.22}\\
-\frac{\gamma}{\beta \alpha_{f}}(I-\tilde{E}) & I-\frac{\gamma}{\beta}(I-\tilde{E}) & I-\frac{\gamma \tilde{E}}{\alpha_{m}}-\frac{\gamma}{2 \beta}(I-\tilde{E}) \\
-\frac{1}{\beta \alpha_{f}}(I-\tilde{E}) & -\frac{1}{\beta}(I-\tilde{E}) & I-\frac{\tilde{E}}{\alpha_{m}}-\frac{1}{2 \beta}(I-\tilde{E})
\end{array}\right] .
$$

The spectral behaviour of the scheme follows the same logic as analysis of the generalized$\alpha$ method, where we compute the spectral radius of 4.4.22). First, in the limit $\sigma:=\tau^{2} D_{\xi} \rightarrow 0$, since $D_{\xi}$ is diagonal, $E_{\xi} \rightarrow I$ and consequently, we have $\tilde{E} \rightarrow I$. Hence, $\tilde{\Xi}$ becomes upper triangular, and its eigenvalues are:

$$
\begin{equation*}
\lambda_{1}=\lambda_{2}=1, \quad \lambda_{3}=1-\frac{1}{\alpha_{m}} \tag{4.4.23}
\end{equation*}
$$

To bound $\left|\lambda_{3}\right|$ by one, we obtain the condition:

$$
\begin{equation*}
\alpha_{m} \geq \frac{1}{2} \tag{4.4.24}
\end{equation*}
$$

Likewise, for $\sigma \rightarrow \infty$, we have $\tilde{E} \rightarrow \mathbf{0}$, and therefore:

$$
\tilde{\Xi}=\left[\begin{array}{ccc}
I-\frac{I}{\alpha_{f}} & \mathbf{0} & \mathbf{0}  \tag{4.4.25}\\
-\frac{\gamma I}{\beta \alpha_{f}} & I-\frac{\gamma I}{\beta} & I-\frac{\gamma I}{2 \beta} \\
-\frac{I}{\beta \alpha_{f}} & -\frac{I}{\beta} & I-\frac{I}{2 \beta}
\end{array}\right] .
$$

Setting $\gamma$ as in 3.1.25), the system's eigenvalues remain bounded by one unconditionally. Furthermore, following [26], we introduce $\beta$ such that the complex part of the eigenvalues of 4.4 .25 vanishes and express the parameters $\alpha_{m}$ and $\alpha_{f}$ in terms of the spectral radius $\rho_{\infty}$ similar to (3.1.27). This allows us to control the high-frequency dissipation.



Figure 4.11: The stability region of the split system for different combinations of $\alpha_{f}$ and $\alpha_{m}$ at $\sigma \rightarrow \infty$ (left) and dissipation control in high-frequency regions (right).

Figure 4.11 presents the region where the split system 4.4.25 has bounded eigenvalues for various $\alpha_{m}$ and $\alpha_{f}$. This figure also shows the system's spectral behaviour in the medium frequency region (i.e., finite time-steps).

## 4. VARIATIONAL SPLITTING TECHNIQUES

Remark 32. The derivation of the conditions on $\alpha_{m}, \alpha_{f}$ for unconditional stability for the $3 D$ splitting is more involved but follows the same logic; thus, we omit those details.

### 4.4.2 Numerical examples

We provide numerical experiments to evidence our analysis and demonstrate the splitting methods' efficiency. In all simulations, our solutions converge with optimal rates in the spatial and temporal domains. Furthermore, we present a linear computational cost of the splitting schemes with respect to the total number of degrees of freedom in the system and the dimensionality of the physical problem.


Figure 4.12: Linear computational cost of splitting scheme for $C^{0} \& C^{1}$ quadratics and $C^{2}$ cubics with $\rho_{\infty}=0.5$ for 2D (left) \& 3D (right).

### 4.4.2.1 Test with exact solution

Herein, we model the problem 3.1.28 with the given forcing term, boundary, and initial data derived from the exact solution:

$$
\left\{\begin{align*}
u(x, y, t) & =\sin (\pi x) \sin (\pi y)(\sin (\sqrt{2} \pi t)+\cos (\sqrt{2} \pi t)), & \text { in } 2 D  \tag{4.4.26}\\
u(x, y, z, t) & =\sin (\pi x) \sin (\pi y) \sin (\pi z)(\sin (\sqrt{3} \pi t)+\cos (\sqrt{3} \pi t)), & \text { in } 3 D
\end{align*}\right.
$$

First, we show that our method has a linear computation cost. The inversion of the matrix is the major cost of simulating 4.4.9) ; the number of operations for a 1 D problem reads $\mathcal{O}(m)$ ( $m$ denotes the number of the degrees of freedom) when using Gaussian elimination to solve the matrix system with left-hand side matrix, $M+\eta K$. Adopting our splitting techniques, determining $\tilde{G}^{-1}$ needs $\mathcal{O}\left(m_{x} m_{y}\right)$ and $\mathcal{O}\left(m_{x} m_{y} m_{z}\right)$


Figure 4.13: Spatial convergence of solution for split generalized- $\alpha$ method for $\rho_{\infty}=$ $0,0.5,1$ in $L^{2}$ norm \& $H^{1}$ semi-norm for $p=2, C^{1}, p=3, C^{2} \& p=2, C^{0}$ elements.


Figure 4.14: Spatial convergence of solution velocity for split generalized- $\alpha$ method for $\rho_{\infty}=0,0.5,1$ in $L^{2}$ norm \& $H^{1}$ semi-norm for $p=2, C^{1}, p=3, C^{2} \& p=2, C^{0}$ elements.
for the 2D and 3D problems, respectively. Figure 4.12 shows the computational cost for the wave propagation problem (3.1.28). In this example, we utilize a direct solver (i.e., Gaussian elimination) for three space polynomials (i.e., $C^{0} \& C^{1}$ quadratic and $C^{2}$ cubic B-splines in each coordinate direction). This figure indicates the efficiency of the splitting scheme for solving the resulting matrix problems with linear cost.

Figure 4.13 presents the spatial convergence of the estimated displacement in the $L^{2}$ norm and $H^{1}$ semi-norm at the final time of 0.1 for fixed time-step sizes $\tau=10^{-3}$ and $\tau=10^{-4}$ exploiting $C^{1}$ quadratic and $C^{2}$ cubic elements, respectively. Additionally, we verify that the splitting technique for classical finite elements also provides the optimal convergence rates, $p+1$ in $L^{2}$ norm, and $p$ in $H^{1}$ norm. In this test, the splitting


Figure 4.15: Temporal convergence of splitting method, in $L^{2}$ norm for $p=2, C^{0}, n=$ $100, p=2, C^{1}, n=100 \& p=3, C^{2}, n=64$ elements.
technique delivers the same error as the direct solution of the generalized- $\alpha$ method for $\rho_{\infty}=0,0.5,1$. We show the velocity's spatial convergence rates for $C^{1}$ quadratic and $C^{2}$ cubic B-splines in figure 4.14 .

In order to show the second-order accuracy in the temporal domain, we use $N=$ $100 \times 100$ quadratic elements for finite element and isogeometric analysis methods with and $N=64 \times 64$ cubic elements for isogeometric. We set the final time $T=0.1$. Figure 4.15 presents the results.

|  | Generalized- $\alpha$ method |  | Splitting |  |
| :--- | :---: | :---: | :---: | :---: |
| $\tau$ | $\left\\|u_{h}^{n}-u\left(t_{n}\right)\right\\|_{0, \Omega}$ | $\left\\|v_{h}^{n}-v\left(t_{n}\right)\right\\|_{0, \Omega}$ | $\left\\|u_{h}^{n}-u\left(t_{n}\right)\right\\|_{0, \Omega}$ | $\left\\|v_{h}^{n}-v\left(t_{n}\right)\right\\|_{0, \Omega}$ |
| 0.05 | $1.93^{-3}$ | $1.41^{-2}$ | $1.01^{-3}$ | $1.45^{-2}$ |
| 0.025 | $3.66^{-4}$ | $5.07^{-3}$ | $4.18^{-4}$ | $4.80^{-3}$ |
| 0.01 | $1.39^{-4}$ | $7.91^{-4}$ | $1.10^{-4}$ | $7.53^{-4}$ |
| 0.005 | $3.87^{-5}$ | $2.07^{-4}$ | $2.74^{-5}$ | $1.73^{-4}$ |
| 0.0025 | $9.73^{-6}$ | $5.05^{-5}$ | $6.85^{-6}$ | $4.12^{-5}$ |

Table 4.1: $L^{2}(\Omega)$ displacement \& velocity errors for different time step sizes at final-time $T=1$ with $\rho_{\infty}=0$ and quadratic $C^{1}$ elements (time-dependent forcing, section 4.4.2.2. .

### 4.4.2.2 Time-dependent forcing test

In this example, we approximate 3.1 .28 with a time-dependent forcing function. We discretise the 3 D domain $\Omega=(0,1)^{3} \in \mathbb{R}^{3}$ using 100 elements in each direction $\left(n_{x}=\right.$ $n_{y}=n_{z}=100$ ) and account for the homogenous Dirichlet boundary conditions and initial conditions $u(., 0)=v(., 0)=0$ with the forcing term and exact solution given by

$$
\begin{align*}
& f(x, y, z, t)=\frac{\pi^{2}}{2}\left(3 m^{2}-\left(3 m^{2}-4 n^{2}\right) \cos (2 n \pi t)\right) \sin (m \pi x) \sin (m \pi y) \sin (m \pi z) \\
& u(x, y, z, t)=\sin (m \pi x) \sin (m \pi y) \sin (m \pi z) \sin ^{2}(n \pi t) \tag{4.4.27}
\end{align*}
$$

Setting $\rho_{\infty}=0, m=5, n=2$ and deploying quadratic $C^{1}$ elements, we compare the results obtained using the generalized- $\alpha$ method 4.4.2 and the splitting method detailed in Algorithm 2. Table 4.1 reports the $L^{2}(\Omega)$ error of the displacement and velocity (i.e., $\left\|u_{h}^{n}-u\left(t_{n}\right)\right\|_{0, \Omega}$ and $\left.\left\|v_{h}^{n}-v\left(t_{n}\right)\right\|_{0, \Omega}\right)$ at the final-time $T=1$.

## 4. VARIATIONAL SPLITTING TECHNIQUES

### 4.4.2.3 Wave-packet problem

For the sake of completeness, we show the performance of our method for solving a wave-packet problem. A wave packet consists of an infinite set of component sinusoidal waves with different wavenumbers. They interfere constructively over a region of the spatial domain and destructively elsewhere. This localized behaviour of travelling waves has vast applications such as in seismic techniques, electrodynamics, and uncertainty analysis (see, e.g., [95]). We present the solution of a problem defined on the domain $\Omega=(-0.5,1.5)^{2} \in \mathbb{R}^{2}$ with the following given data:

$$
\begin{align*}
u(x, y, 0) & =\exp [15(x(i-15 x)+y(i-15 y))] \\
u(x, y, 0) & =30(-i+15(x+y)) \exp [15(x(i-15 x)+y(i-15 y))]  \tag{4.4.28}\\
f(x, y, t) & =450(30 t-30 x+i)(30 t-30 y+i) \\
& \exp \left[-15\left(15(t-x)^{2}+15(t-y)^{2}+2 i t-i x-i y\right)\right]
\end{align*}
$$

where $i$ is the imaginary unit. We use quadratic $C^{1}$ elements with $n_{x}=n_{y}=300$ and time-step $\tau=10^{-3}$. Figures 4.16 and 4.17, respectively present the real and imaginary parts of the solution $u_{h}(\cdot, T)$ at $T=0.05,1.35$. Both the generalize- $\alpha$ method and our splitting technique deliver similar approximations.
(a) Generalized- $\alpha, T=0.05$

(c) Splitting, $T=0.05$

(b) Generalized- $\alpha, T=1.35$

(d) Splitting, $T=1.35$



Figure 4.16: Comparison between the real part of the solutions obtained using the generalized- $\alpha$ method $\&$ our splitting technique in wave-packet problem.


Figure 4.17: Approximate imaginary part in wave-packet problem.

## 5

## Concluding remarks

The main results of the thesis can be summarized as follows:

- In this thesis, we investigate the localization phenomena in the folding of geological settings and we emphasize how nonlinear material properties and timedependent responses (e.g., here, viscosity of the folded layer) can lead to spatial localization. In our models, the nonlinear material behaviour that is of interest is a nonlinear elastic softening-stiffening of a Winkler type foundation. We derive models based on the Swift-Hohenberg by minimizing the energy of the system. Next, we also include the viscous behaviour of the plate and propose a model accordingly. Lastly, to include transverse shear strains that gain importance by increasing the thickness of the plate, we develop a model employing higher-order shear train theory.
We provide a detailed analysis of the dimension of the models and introduce the dimensionless versions. Later, we deliver a bound on the corresponding parameter to guarantee linear stability.

Finally, we simulate the models using a robust finite element framework. For this, we use the method of lines and discretise the spatial domain using isogeometric analysis with sufficient regularity and the generalized- $\alpha$ method to discretise the temporal domain.

- We propose and analyse a new class of higher-order generalized- $\alpha$ methods with higher-order of accuracy in the temporal domain. In [10], we derive the model for solving hyperbolic problems with the second derivative with respect to time.

These problems have vast application in science and engineering such as wave propagation in rocks and elastic deformations. Then, we introduce our technique for estimating parabolic problems in [8, 10]. Our methods maintain all the attractive features of the original (second-order) generalized- $\alpha$ method. Similarly, our methods are a one-parameter family with dissipation control using a user-specified parameter $\rho^{\infty}$.

Besides, our time-marching schemes are unconditionally stable for any high order of accuracy. Additionally, Our method for parabolic problems is A-stable for arbitrarily high accuracy. Furthermore, by setting $\rho^{\infty}=0$, our method shows L-stability behaviour.

Lastly, we propose an explicit version of our high-order methods for solving hyperbolic problems. This allows us to approximate the models with less computational cost and able to deploy elements with high-order polynomial degrees. We also derived the corresponding CFL conditions and show that it is independent of the accuracy of the method (see, [12]).

- In the last part of this research, we develop a technique to decrease the computational cost of solving a matrix problem arising from spatial-temporal discretization. For this, we introduce a variational splitting that provides a linear cost solver with respect to the number of degrees of freedom for multi-dimensional parabolic problems [7]. Then, we extend our approach for approximating hyperbolic problems in [11]. This technique is very helpful in estimating problems that required high spatial resolution. For instance, we solve a wave-packet problem with very fine spatial elements. A wave packet is a short burst or envelope of localized wave action that travels as a unit and has a great interest to geologists.

Next, we continue our work and derive and demonstrate the performance of our variational splitting scheme to simulate P -wave propagation problems as well as the linear elasticity problem 69]. That is, we decouple the vector problem using alternating triangular methods and build the spatial discretization on tensorproduct spaces. We then use the Kronecker-product structure of the algebraic system to invert a sequence of implicit time steps with a cost proportional to the total number of degrees of freedom in the system. In this work, we particularly use high-order, smooth isogeometric basis functions in space.

In these papers, we prove theoretically and experimentally the unconditional stability of the methods. Also, we verify the second-order accuracy of the time schemes analytically and in our numerical experiments.
5. CONCLUDING REMARKS

## 6

## Appendix

## . 1 The coefficients of Cayley-Hamilton Theorem

For a given invertible matrix $G$, we can determine the coefficients $c_{0}=(-1)^{n} \operatorname{det}(G)$ and other coefficients $c_{i}, i \in\{1, \cdots, n-1\}$ in terms complete exponential Bell polynomials $B_{l}$ as 53]:

$$
\begin{equation*}
c_{n-l}=\frac{(-1)^{l}}{l!} B_{l}\left(s_{1},-s_{2}, 2!s_{3}, \cdots,(-1)^{l-1}(l-1)!s_{l}\right) \tag{.1.1}
\end{equation*}
$$

where $s_{l}$ is the power sum of symmetric polynomials of the eigenvalues:

$$
\begin{equation*}
s_{l}=\sum_{i=1}^{l} \lambda_{i}^{l}=\operatorname{tr}\left(G^{l}\right) \tag{.1.2}
\end{equation*}
$$

with $\operatorname{tr}\left(G^{l}\right)$ the trace of $G^{l}$. The $l^{t h}$ complete exponential Bell polynomial reads:

$$
\begin{equation*}
B_{l}\left(x_{1}, \cdots, x_{l}\right)=\sum_{m=1}^{l} B_{l, m}\left(x_{1}, \cdots, x_{l-m+1}\right) \tag{.1.3}
\end{equation*}
$$

and defining the partial exponential Bell polynomials $B_{l, m}$ as:

$$
\begin{equation*}
B_{l, m}\left(x_{1}, \cdots, x_{l-m+1}\right)=\sum \frac{l!}{j_{1}!j_{2}!\cdots j_{l-m+1}!}\left(x_{1}\right)^{j_{1}}\left(\frac{x_{1}}{2}\right)^{j_{2}}\left(\frac{x_{l-m+1}}{(l-m+1)!}\right)^{j_{(l-m+1)}} \tag{.1.4}
\end{equation*}
$$

where the sum is taken over all sequences $j_{1}, j_{2}, j_{3}, \cdots, j_{l-m+1}$ of non-negative integers such that these two conditions are satisfied:

$$
\begin{array}{r}
j_{1}+j_{2}+\cdots+j_{l-m+1}=m \\
j_{1}+2 j_{2}+\cdots+(l-m+1) j_{l-m+1}=l . \tag{.1.5}
\end{array}
$$
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Following [55], it is also possible to determine $B_{l}$ using the determinant as:

$$
B_{l}\left(x_{1}, \cdots, x_{l}\right)=\operatorname{det}\left[\begin{array}{ccccc}
x_{1} & x_{2} & \frac{x_{3}}{2!} & \ldots & \frac{x_{l}}{(l-1)!}  \tag{.1.6}\\
-1 & x_{1} & x_{2} & \ldots & \frac{x_{l-1}}{(l-2)!} \\
0 & -2 & x_{1} & \cdots & \frac{x_{l-2}}{(l-3)!} \\
0 & 0 & -3 & \ldots & \frac{x_{l-3}}{(l-4)!} \\
\vdots & & \vdots & & \vdots \\
0 & 0 & \cdots & -(l-1) & x_{1}
\end{array}\right] .
$$

For example, one can readily obtain

$$
\begin{align*}
B_{2}\left(x_{1}, x_{2}\right) & =x_{1}^{2}+x_{2}  \tag{.1.7}\\
B_{3}\left(x_{1}, x_{2}, x_{3}\right) & =x_{1}^{3}+3 x_{1} x_{2}+x_{3}  \tag{.1.8}\\
B_{4}\left(x_{1}, x_{2}, x_{3}, x_{4}\right) & =x_{1}^{4}+6 x_{1}^{2} x_{2}+4 x_{1} x_{3}+3 x_{2}^{2}+x_{4}  \tag{.1.9}\\
B_{5}\left(x_{1}, x_{2}, x_{3}, x_{4}, x_{5}\right) & =x_{1}^{5}+10 x_{1}^{3} x_{2}+15 x_{2}^{2} x_{1}+10 x_{1}^{2} x_{3}  \tag{.1.10}\\
& +10 x_{3} x_{2}+5 x_{4} x_{1}+x_{5}  \tag{.1.11}\\
B_{6}\left(x_{1}, x_{2}, x_{3}, x_{4}, x_{5}, x_{6}\right) & =x_{1}^{6}+15 x_{1}^{4} x_{2}+20 x_{1}^{3} x_{3}+45 x_{1}^{2} x_{2}^{2}  \tag{.1.12}\\
& +15 x_{2}^{3}+60 x_{3} x_{2} x_{1}+15 x_{1}^{2} x_{4}+10 x_{3}^{2}+15 x_{4} x_{2}+6 x_{5} x_{1}+x_{6} \tag{.1.13}
\end{align*}
$$

Then, we using $(\boxed{1.2})$ in $\left(.1 .7\right.$ and multiplying by $U^{n-1}$, we obtain (3.1.11). Similarly, introducing $\left(.1 .2\right.$ into $(.1 .9)$ and multiplying by $U^{n-3}$ leads to 3.3 .16 .

## . 2 Linear computational cost solver

We assume matrix $\mathcal{M}=\mathcal{M}^{x} \otimes \mathcal{N}^{y}$ has a Kronecker-product structure. That is, each of the matrices $\mathcal{N}^{\xi}$ corresponds to the one-dimensional mass matrix in the direction $\xi$. Therefore, we can factorize the problem with linear cost with respect to the total number of degrees of freedom in the system.

These one-dimensional matrices have entries that correspond to the integrals of the multiplication of the one-dimensional B-spline basis functions. These B-spline basis functions have local support over $p+1$ elements, so the one-dimensional matrices $\mathcal{N}^{x}$, $\mathcal{N}^{y}$ have a banded structure.

$$
\begin{equation*}
\mathcal{N}_{i j}^{x}=0 \Longleftrightarrow|i-j|>p \tag{.2.1}
\end{equation*}
$$

$$
\left[\begin{array}{cccccccc}
\mathcal{N}_{11}^{x} & \mathcal{M}_{12}^{x} & \mathcal{M}_{13}^{x} & \mathcal{N}_{14}^{x} & 0 & 0 & \cdots & 0 \\
\mathcal{N}_{21}^{x} & \mathcal{M}_{22}^{x} & \mathcal{M}_{23}^{x} & \mathcal{M}_{24}^{x} & \mathcal{M}_{25}^{x} & 0 & \ldots & 0 \\
\mathcal{N}_{31}^{x} & \mathcal{M}_{32}^{x} & \mathcal{M}_{33}^{x} & \mathcal{M}_{34}^{x} & \mathcal{M}_{35}^{x} & \mathcal{M}_{36}^{x} & \cdots & 0 \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots & & \vdots \\
0 & 0 & \cdots & \ldots & \mathcal{M}_{n(n-3)}^{x} & \mathcal{M}_{n(n-2)}^{x} & \mathcal{M}_{n(n-1)}^{x} & \mathcal{M}_{n n}^{x}
\end{array}\right]
$$

where $\mathcal{N}_{i j}^{x}=\left(B_{i}^{x}, B_{j}^{x}\right)_{L^{2}}$. Same applies for $\mathcal{M}_{i j}^{y}$.
The Kronecker product structure of the matrix allows us to perform the following trick. Rather than solving a 3D problem, we can solve three one-dimensional problems with multiple right-hand-sides.

$$
\left[\begin{array}{ccccccc}
\mathcal{M}_{11}^{z} & \mathcal{M}_{11}^{z} & \mathcal{M}_{13}^{z} & \mathcal{M}_{14}^{z} & 0 & \cdots & 0 \\
\mathcal{M}_{21}^{z} & \mathcal{M}_{22}^{z} & \mathcal{M}_{23}^{z} & \mathcal{M}_{24}^{z} & \mathcal{M}_{25}^{z} & \cdots & 0 \\
\vdots & \vdots & \vdots & \vdots & \vdots & & \vdots \\
0 & \cdots & 0 & \mathcal{M}_{n(n-3)}^{z} & \mathcal{M}_{n(n-2)}^{z} & \mathcal{M}_{n(n-1)}^{z} & \mathcal{M}_{n n}^{z}
\end{array}\right]
$$

$$
\left[\begin{array}{cccc}
z_{111} & z_{121} & \cdots & z_{121} \\
z_{212} & z_{222} & \cdots & z_{2 l 2} \\
\vdots & \vdots & \ddots & \vdots \\
z_{k 1 m} & z_{k 2 m} & \cdots & z_{k l m}
\end{array}\right]=\left[\begin{array}{cccc}
y_{111} & y_{121} & \cdots & y_{111} \\
y_{212} & y_{222} & \cdots & y_{k l 2} \\
\vdots & \vdots & \ddots & \vdots \\
y_{k 1 m} & y_{k 2 m} & \cdots & y_{k l m}
\end{array}\right]
$$

$$
\begin{aligned}
& {\left[\begin{array}{ccccccc}
\mathcal{M}_{11}^{x} & \mathcal{M}_{12}^{x} & \mathcal{M}_{13}^{x} & \mathcal{M}_{14}^{x} & 0 & \cdots & 0 \\
\mathcal{M}_{21}^{x} & \mathcal{M}_{22}^{x} & \mathcal{M}_{23}^{x} & \mathcal{M}_{24}^{x} & \mathcal{M}_{25}^{x} & \cdots & 0 \\
\vdots & \vdots & \vdots & \vdots & \vdots & & \vdots \\
0 & \cdots & 0 & \mathcal{M}_{n(n-3)}^{x} & \mathcal{N}_{n(n-2)}^{x} & \mathcal{M}_{n(n-1)}^{x} & \mathcal{M}_{n n}^{x}
\end{array}\right]} \\
& {\left[\begin{array}{cccc}
x_{111} & x_{121} & \cdots & x_{1 l m} \\
x_{211} & x_{221} & \cdots & x_{2 l m} \\
\vdots & \vdots & \ddots & \vdots \\
x_{k 11} & x_{k 21} & \cdots & x_{k l m}
\end{array}\right]=\left[\begin{array}{cccc}
b_{111} & b_{121} & \cdots & b_{1 l m} \\
b_{211} & b_{221} & \cdots & b_{2 l m} \\
\vdots & \vdots & \ddots & \vdots \\
b_{k 11} & b_{k 21} & \cdots & b_{k l m}
\end{array}\right]} \\
& {\left[\begin{array}{ccccccc}
\mathcal{M}_{11}^{y} & \mathcal{M}_{11}^{y} & \mathcal{M}_{13}^{y} & \mathcal{M}_{14}^{y} & 0 & \cdots & 0 \\
\mathcal{M}_{21}^{y} & \mathcal{M}_{22}^{y} & \mathcal{M}_{23}^{y} & \mathcal{M}_{24}^{y} & \mathcal{M}_{25}^{y} & \cdots & 0 \\
\vdots & \vdots & \vdots & \vdots & \vdots & & \vdots \\
0 & \cdots & 0 & \mathcal{M}_{n(n-3)}^{y} & \mathcal{M}_{n(n-2)}^{y} & \mathcal{M}_{n(n-1)}^{y} & \mathcal{M}_{n n}^{y}
\end{array}\right]} \\
& {\left[\begin{array}{cccc}
y_{111} & y_{211} & \cdots & y_{k 1 m} \\
y_{121} & y_{211} & \cdots & y_{k 2 m} \\
\vdots & \vdots & \ddots & \vdots \\
y_{111} & y_{111} & \cdots & y_{k l m}
\end{array}\right]=\left[\begin{array}{cccc}
x_{111} & x_{111} & \cdots & x_{k 1 m} \\
x_{121} & x_{211} & \cdots & x_{k 2 m} \\
\vdots & \vdots & \ddots & \vdots \\
x_{1 l 1} & x_{2 l 1} & \cdots & x_{k l m}
\end{array}\right]}
\end{aligned}
$$
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where $\mathcal{M}_{i j}^{x}=\left(B_{i}^{x}, B_{j}^{x}\right)_{L^{2}}$ and $\mathcal{M}_{i j}^{y}=\left(B_{i}^{y}, B_{j}^{y}\right)_{L^{2}}$ and $\mathcal{M}_{i j}^{z}=\left(B_{i}^{z}, B_{j}^{z}\right)_{L^{2}}$. The first problem's dimensions are $n \times n$, where $n$ is the number of B-spline basis functions along $x$ axis, and we have $m l$ right-hand-sides, where $m$ is the number of B -spline basis functions along $y$ axis, and $l$ is the number of B -spline basis functions along $z$ axis. The computational complexity of factorization of such a system is $O(n * m * l)=O(N)$ [71]. We have the analogous situation in the second problem, namely $m \times m$ system with $n * l$ right-hand-sides, which results in $O(m * n * l)=O(N)$ linear computational complexity, and in the third system we have $l \times l$ system with $n * m$ right-hand-sides, which results in $O(l * n * m)=O(N)$ linear computational complexity.

This strategy delivers a solution to the isogeometric L2 projection problem with linear $O(N)$ computational cost. This solution method improves on the standard direct solver cost estimates for and $O\left(N^{2}\right)$ in three-dimensions, see [100]) for the factorization of the global problem.
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