
1536-1276 (c) 2021 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission. See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.

This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication. Citation information: DOI 10.1109/TWC.2021.3131384, IEEE
Transactions on Wireless Communications

1

3D Trajectory Optimization for Energy-Efficient
UAV Communication: A Control Design Perspective

Bin Li, Senior Member, IEEE, Qingliang Li, Yong Zeng, Member, IEEE, Yue Rong, Senior Member, IEEE,
Rui Zhang, Fellow, IEEE

Abstract—This paper studies the three-dimensional (3D) tra-
jectory optimization problem for unmanned aerial vehicle (UAV)
aided wireless communication. Existing works mainly rely on
the kinematic equations for UAV’s mobility modeling, while its
dynamic equations are usually missing. As a result, the planned
UAV trajectories are piece-wise line segments in general, which
may be difficult to implement in practice. By leveraging the
concept of state-space model, a control-based UAV trajectory
design is proposed in this paper, which takes into account
both the UAV’s kinematic equations and the dynamic equations.
Consequently, smooth trajectories that are amenable to practical
implementation can be obtained. Moreover, the UAV’s controller
design is achieved along with the trajectory optimization, where
practical roll angle and pitch angle constraints are considered.
Furthermore, a new energy consumption model is derived for
quad-rotor UAVs, which is based on the voltage and current
flows of the electric motors and thus captures both the consumed
energy for motion and the energy conversion efficiency of the
motors. Numerical results are provided to validate the derived
energy consumption model and show the effectiveness of our
proposed algorithms.

Index Terms—UAV communication, quad-rotor UAV, trajec-
tory optimization, control theory.

I. INTRODUCTION

RECENTLY, unmanned aerial vehicle (UAV) aided wire-
less communications have received significant attentions

in both academia and industry [1]–[4]. Thanks to their flexible
deployment, UAVs can be used as aerial communication
platforms for offering on-demand communications services
from the sky, e.g., for disaster relief and temporary events.
In addition, UAV-aided communication is regarded as an
indispensable component not only for the future space-air-
ground integrated network [5]–[8], but also for the beyond-5G
(B5G) wireless networks [9]–[13].
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A. Motivation and Prior Work

By exploiting the new design degree of freedom (DoF)
offered by UAV’s flexible mobility, trajectory optimization for
UAV-aided communications has been extensively studied [14]–
[20] for improving the communication performance. However,
most of existing works in the literature assume that the UAVs
fly in a two-dimensional (2D) horizontal plane [14]–[19]. In
addition, they mainly rely on the kinematic equations to model
the UAV mobility, while ignoring its dynamic equations. By
treating UAV as a point mass, kinematic equations mainly aim
to describe the motion (position, velocity and acceleration) of
the UAV. In contrast, with dynamic equations, the rigid body
characteristic of UAVs is taken into account, and the relation-
ship between the forces and the motion is explicitly modeled.
Since the kinematic equations do not consider the forces
that generate the motion, the resulting designed trajectory is
difficult to be directly implemented in practice. To resolve this
issue, in this paper, both the kinematic and dynamic equations
are considered, and the forces that generate the motion are
chosen as the design variables. Therefore, by implementing
the designed forces over time, the corresponding trajectories
are practically implementable by existing UAV controllers.

On the other hand, energy efficiency is one of the most im-
portant performance measures for UAV-aided communications,
which is fundamentally due to UAV’s limited on-broad energy
and hence finite aerial endurance [15]–[20]. A mathematical
framework for designing energy-efficient UAV communication
was first proposed in [15], in which an analytical energy
consumption model in terms of the UAV’s velocity and accel-
eration was derived for fixed-wing UAVs. The energy-efficient
UAV communication design was then extended to rotary-wing
UAVs in [16], where the energy consumption of rotary-wing
UAVs was derived as a function of the flying speed. There
are three components in the above energy models, namely, the
induced power, the blade profile power, and the parasite power.
Such energy models have been widely utilized for energy-
efficient UAV communication designs in the literature. For
instance, a UAV-enabled wireless powered cooperative mobile
edge computing (MEC) system was considered in [17], based
on the energy model derived in [15], where the UAV is capable
of harvesting energy from the radio frequency (RF) signals.
By adopting the energy consumption model in [16], a robust
resource allocation algorithm design was investigated in [18],
by jointly optimizing the UAV trajectory and the transmit
beamforming vector.

In [19], multiple UAVs were assigned to collect data from a
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group of sensor nodes (SNs) on the ground, and it studied the
fundamental tradeoff between the aerial cost, which is defined
as the propulsion energy consumption and operation costs of
all UAVs, and the ground cost, which is defined as the energy
consumption of all SNs. In [20], the three-dimensional (3D)
trajectory optimization for the UAV was investigated. A 3D
energy consumption model was proposed in [20] by assuming
that the UAV moves smoothly with a small acceleration and
the cruising speed is a constant. Under this assumption, [20]
decomposes the power consumptions of the UAV into three
components, which are vertical flight power, level flight power
and drag power.

It is worth mentioning that all the aforementioned works
[14]–[20] rely on the kinematic equations to model the UAV
mobility, while ignoring the dynamic equations. Therefore,
the resulting optimized trajectory is not directly related to the
forces that drive the UAV to track the trajectory in practice. As
a result, a separate controller needs to be designed to obtain the
required control input for UAV motors based on the optimized
UAV trajectory, as illustrated in Fig. 1(a). Moreover, under
the existing design framework, UAV trajectories are usually
discretized into finite piecewise line segments separated by the
way-points, and the velocity and acceleration within each line
segment are assumed to be constants. Under such an approach,
in order to accurately characterize the actual UAV trajectories
that are smooth in practice, the required number of discretized
line segments needs to be sufficiently large, which becomes
prohibitive as UAVs travel over long distance in practice. Fig.
2 plots the planned trajectory and the real trajectory with the
existing design approach in Fig. 1(a). As shown in Fig. 2,
the planned trajectory cannot be exactly followed due to the
ignorance of UAV dynamics. In contrast, the proposed design
does not have such an issue, as will be shown by the numerical
examples in Section IV.
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Fig. 1. The proposed versus existing design framework for UAV trajectory
in wireless communications.

B. Contributions

In this paper, we study the 3D trajectory optimization for
UAV-aided communication systems based on both kinematic
and dynamic equations. A new framework that seamlessly
integrates trajectory planning and UAV control is proposed.
With our proposed design framework, the control signals are
directly obtained with the optimized trajectory, as illustrated
in Fig. 1(b).

Furthermore, a new energy consumption model is derived
for the commonly used quad-rotor UAVs. Different from the
well-known energy model in [16], which models the required
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Fig. 2. The planned trajectory and actual trajectory by the existing design
framework.

energy in terms of the UAV’s flying velocity to support the
UAV’s flight status, the proposed energy model is directly
derived from the voltage and current flows of the electric
motors of the UAV. Therefore, it takes into account not just
the UAV consumed energy as in [15], [16], but also the energy
conversion efficiency of the electrical motors.

By leveraging the state-space model in control theory
[21], the flying time minimization problem and the energy
minimization problem are formulated as two optimal control
problems, subject to various constraints with respect to the
communication quality-of-service (QoS) requirement, target
destination, maximum angular velocity of the motors, mini-
mum allowable flying altitude, as well as maximum possible
roll and pitch angles.

Since the design variables reside in continuous time-valued
functions rather than vectors with a finite dimension, the
formulated problems essentially involve infinite optimization
variables. The control parametrization approach [22]–[24] is
efficient for solving this type of problem. Its main idea lies
in converting the infinite-dimensional optimization problem
into a standard nonlinear program, which is achieved by
parametrizing the control function into a finite dimensional
vector and providing the gradients for the objective and
constraint functions. Based on this approach, a control-based
trajectory design is proposed for UAV-aided wireless com-
munication in this paper. The pertinent gradient formulas
are also derived. Since the kinematic and dynamic equations
therein are solved as differential equations, the optimized
trajectories are smooth curves rather than piece-wise line
segments as in the aforementioned prior works. The roll- and
pitch-angle constraints are also difficult to handle, since they
are infinite dimensional in nature. A constraint transcription
method [22] together with a local smoothing technique [22] are
introduced for converting the infinite dimensional constraints
into constraints of finite dimension. There are off-the-shelf
software packages available for solving such problems [25],
[26].

There are a wide range of potential applications for the
considered problem. For example, by using the collected
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data from its mounted sensors, the UAV can provide data-
harvesting applications. However, data processing techniques
usually require high computation power, which is difficult to
afford by the UAV due to its limited payload. To overcome
this issue, the UAV may offload such task to a ground server
or ground terminal (GT), which has more powerful computing
resources.

The main contributions of this paper are summarized as
follows:
• Inspired by the modern control theory, we propose a new

framework for trajectory design in UAV communication
systems utilizing both kinematic and dynamic equations
for UAV mobility modeling. As a result, the designed
UAV trajectories are smooth curves, rather than piece-
wise line segments as in most existing works [16].
Furthermore, different from existing models where the
UAV speed is assumed to be a constant whithin each line
segment, it varies over time in general with the proposed
model. In addition, the proposed model is applicable to
the general 3D UAV trajectory design.

• A new energy consumption model for electrical quad-
rotor UAVs is derived. Compared with that in [16], the
new model is applicable to 3D trajectories. Moreover, the
model is derived based on the current and voltage flow of
the electrical motor. Thus, both the consumed energy on
the UAV’s motion and energy conversion efficiency have
been taken into account.

• An integrated design framework for UAV trajectory
optimization and controller design is proposed in this
paper, which directly gives the control signal input to
UAV motors. In contrast, a separate controller has to be
designed for tracking the design trajectory in the existing
works.

• An efficient algorithm is developed for the 3D trajectory
optimization for mission completion time minimization
and energy consumption minimization, respectively, and
the required gradient formula for the objective function
and the constraint functions are derived.

II. SYSTEM MODEL AND PROBLEM FORMULATION

Start Point

GT

End Point 

Fig. 3. An illustration of UAV-aided wireless communications.

As shown in Fig. 3, we consider a UAV-aided wireless
communication system. The UAV flies from a given start point

TABLE I
SYMBOL NOTATIONS

Notation Physical Meaning
m Aircraft mass (kg)
g Acceleration of gravity (m/s2)
L Frame size (m)
I0 No-load current (A)
U0 No-load voltage (V)
R0 Motor resistance (Ω)
Kv Nominal no-load motor constant (rpm/V)

KE Back-electromotive force constant, KE , (U0 − I0R0) /(KvU0)

KT Torque constant, KT , 9.55KE

ωmax Maximum motor speed (rad/s)
ωi Speed of motor i (rad/s)

Ni Speed of motor i in revolutions per minute (rpm), Ni , 30ωi/π
γ0 SNR at the reference distance of 1 meter (dB)
W Channel bandwidth (MHz)
P0 Communication power (W)
Ct Thrust coefficient (N/(rad/s)2)
Cm Torque coefficient (N · m/(rad/s)2)
Cd Fuselage drag coefficient (N/(m/s)2)
Cdx Drag coefficient of x-axis (N/(m/s)2)
Cdy Drag coefficient of y-axis (N/(m/s)2)
Cdz Drag coefficient of z-axis (N/(m/s)2)
Cdmx Damping torque coefficient of x-axis (N · m/(rad/s)2)
Cdmy Damping torque coefficient of y-axis (N · m/(rad/s)2)
Cdmz Damping torque coefficient of z-axis (N · m/(rad/s)2)
Jx Rotational inertia of x-axis (kg · m2)
Jy Rotational inertia of y-axis (kg · m2)
Jz Rotational inertia of z-axis (kg · m2)
Jm Motor propeller inertia (kg · m2)
hmin Minimum safe flying altitude (m)
α Attack angle (rad)
φ Roll angle (rad)
φmax Safety margin for φ (rad)
θ Pitch angle (rad)
θmax Safety margin for θ (rad)
ψ Yaw angle (rad)

q0 to serve the GT, and then flies to a given end point. The
UAV communicates with the GT while flying. Therefore, the
flight time is equal to the data transmission time in this paper.
We aim to optimize the trajectory of the UAV such that its
energy consumption or flying time is minimized, while the
communication QoS requirement for the GT and the dynamic
constraints of the UAV are both satisfied. For convenience,
the symbol notations for the main variables used in this paper
are listed in Table I.

A. Dynamic Model of Quad-rotor UAV

Fig. 4. The Earth frame and fixed-body frame.

As illustrated in Fig. 4, the UAV is treated as a rigid body in
this paper. In order to derive the dynamic model of the UAV,
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the Earth frame and the fixed-body frame need to be defined.
As shown in Fig. 4, Oe and Ob denote the Earth frame and the
fixed-body frame, respectively. Let q(t) = [x(t) y(t) z(t)]> be
the coordinates of the UAV at the Earth frame at time instant t,
and Φ(t) = [φ(t) θ(t) ψ(t)]> be the Euler angles of the UAV
at the fixed-body frame at time instant t, where [·]> stands for
the matrix transpose.

The thrusts at time instant t, which are denoted as Fi(t), i ∈
{1, 2, 3, 4}, are generated by the four electric motors as shown
in Fig. 4. Two motors rotate counterclockwise, while the others
rotate clockwise as illustrated in Fig. 4. Here, ωi(t), i ∈
{1, 2, 3, 4} denote the angular velocities of the motors shaft at
t. According to [27], for each motor i ∈ {1, 2, 3, 4},

Fi(t) = Ctω
2
i (t), (1)

where Ct is the constant thrust coefficient.
According to [28], [29], the dynamic model of the quad-

rotor UAV is given in (2) shown on the top of the next page.
In (2), Ω(t) = ω1(t) − ω2(t) + ω3(t) − ω4(t) and sign(a)
denotes the sign of a.

B. Energy Consumption Model

We consider a UAV equipped with four battery-powered
brushless motors. For each motor i = 1, 2, 3, 4, the current
Ii(t) and the voltage Ui(t) at each time instant t are given by
[30]

Ii(t) =
Cm
KT

ω2
i (t) + I0, (3)

Ui(t) = KENi(t) + Ii(t)R0. (4)

Thus, for each motor i = 1, 2, 3, 4, the power consumption
of the motor can be obtained

Pi(t) = Ui(t)Ii(t)

= c4ω
4
i (t) + c3ω

3
i (t) + c2ω

2
i (t) + c1ωi(t) + c0, (5)

where

c0 = I2
0R0, c1 = 30KEI0/π, c2 = 2CmR0I0/KT ,

c3 = 30CmKE/ (πKT ) , c4 = C2
mR0/K

2
T .

The total energy consumption of the UAV over time t ∈
[0, T ] can be expressed by

E(t) =

∫ t

0

(
4∑
i=1

Pi(τ) + P0

)
dτ, (6)

where T is the total aerial endurance (or flying time for
convenience) of the UAV, which is assumed to be a variable
in this paper. In practical cases, P0 is usually much less than∑4
i=1 Pi(τ).

C. Channel Model

The probabilistic LoS channel model from [31] is adopted
here. We denote p = [px py pz]

T ∈ R3×1 as the position of
the GT. According to [31], the channel coefficient between the
UAV and GT h(t) can be expressed by

h(t) =
√
β(t)h̃(t), (7)

where β(t) accounts for the large-scale fading effects (e.g.
path loss and shadowing) and h̃(t), which is a complex-valued

random variable with E
[∣∣∣h̃(t)

∣∣∣2] = 1, accounts for the small-

scale fading.
Considering the occurrence probability of LoS and non-LoS

(NLoS), β(t) can be expressed as

β(t) =

{
β0d
−α̃(t), LoS link

κβ0d
−α̃(t), NLoS link,

(8)

where β0 =
(
λ
4π

)2
denotes the channel power at the reference

distance of 1 meter (m), λ is the carrier wavelength, α̃ is
the path loss exponent, κ < 1 is the additional attenuation
factor due to the NLoS condition, and d(t) = ‖q(t)− p‖ is
the distance between the UAV and GT at time instant t ∈
[0, T ]. The probability of LoS occurrence can be modeled as
the following sigmoid function [31]

PLoS(t) =
1

1 + a exp
(
−b
[
θ̃(t)− a

]) , (9)

where a and b are parameters that depend on the propagation
environment and θ̃(t) = 180

π arcsin
(
z(t)−pz
d(t)

)
is the elevation

angle.
Obviously, the probability of NLoS is PNLoS(t) = 1 −

PLoS(t). Then, the expected channel power gain is

E
[
|h(t)|2

]
= PLos(t)β0d

−α̃(t) + (1− PLoS(t))κβ0d
−α̃(t)

= P̂LoS(t)β0d
−α̃(t),

(10)

where P̂LoS(t) = κ+(1−κ)PLoS(t) represents the regularized
LoS probability.

The achievable communication rate between UAV and GT
can be expressed as

R(t) = W log2

(
1 +

P0 |h(t)|2

σ2Γ0

)
, (11)

where W is the bandwidth, P0 is the transmit power, σ2 is
the noise power at the receiver, and Γ0 > 1 accounts for
the channel capacity loss due to the practical modulation and
coding scheme. Then, according to [16], [32], the accumulated
communication throughput Q(t) between the UAV and the GT
at t can be written as

Q(t) =

∫ t

0

E [R(t)] dτ

≤
∫ t

0

W log2

1 +
P0E

[
|h(τ)|2

]
σ2Γ0

dτ

=

∫ t

0

W log2

(
1 +

γ0P̂LoS(τ)

‖q(τ)− p‖α̃

)
dτ , (12)

where γ0 = P0β0/
(
σ2Γ0

)
.
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

mẍ(t)
mÿ(t)
mz̈(t)

Jxφ̈(t)

Jy θ̈(t)

Jzψ̈(t)

 =



Ct
∑4
i=1 ω

2
i (t) [sinφ(t) sinψ(t) + sin θ(t) cosφ(t) cosψ(t)]− sign(ẋ(t))Cdxẋ

2(t)

Ct
∑4
i=1 ω

2
i (t) [sin θ(t) sinψ(t) cosφ(t)− sinφ(t) cosψ(t)]− sign(ẏ(t))Cdy ẏ

2(t)

Ct
∑4
i=1 ω

2
i (t) cosφ(t) cos θ(t)−mg − sign(ż(t))Cdz ż

2(t)

LCt
[
ω2

2(t)− ω2
4(t)

]
+ (Jy − Jz)θ̇(t)ψ̇(t)− JmΩ(t)θ̇(t)− sign(φ̇(t))Cdmxφ̇

2(t)

LCt
[
ω2

3(t)− ω2
1(t)

]
+ (Jz − Jx)φ̇(t)ψ̇(t) + JmΩ(t)φ̇(t)− sign(θ̇(t))Cdmy θ̇

2(t)

Cm
[
ω2

1(t)− ω2
2(t) + ω2

3(t)− ω2
4(t)

]
+ (Jx − Jy)φ̇(t)θ̇(t)− sign(ψ̇(t))Cdmzψ̇

2(t)


(2)

D. The UAV State-Space Model

According to the modern control theory [21], a dynamic
system is modeled as a set of differential equations, and it can
be expressed in the form of the state-space model. A state-
space model consists of state variables and control variables,
and the operations of the system are governed by the states.
The state variables cannot be changed directly. Instead, they
are usually steered to the desired value by manipulating the
control variables accordingly.

By observing the dynamic model in (2) and considering the
physical meaning of the variables therein, we define the state
vector as

x(t) =
[
x(t) y(t) z(t) ẋ(t) ẏ(t) ż(t) φ(t) θ(t) ψ(t)

φ̇(t) θ̇(t) ψ̇(t) E(t) Q(t)
]>

and the control vector as u(t) = [u1(t) u2(t) u3(t) u4(t)]
>,

where

u1(t) =

4∑
i=1

ω2
i (t)

u2(t) = ω2
2(t)− ω2

4(t)

u3(t) = ω2
3(t)− ω2

1(t)

u4(t) = ω2
1(t)− ω2

2(t) + ω2
3(t)− ω2

4(t).

(13)

The chosen control variables possess physical meanings as

follows. Ctu1(t) =
4∑
i=1

Fi(t) is the total thrust force on the

UAV. LCtu2(t), LCtu3(t) and Cmu4(t) are the generated
torques on the x axis, y axis and z axis, respectively. In fact,
ω2
i (t), i = 1, 2, 3, 4 can be obtained by ui(t), i = 1, 2, 3, 4

with the following equations:

ω1(t) = 0.5 (u1(t) + u4(t)− 2u3(t))
0.5

ω2(t) = 0.5 (u1(t)− u4(t) + 2u2(t))
0.5

ω3(t) = 0.5 (u1(t) + u4(t) + 2u3(t))
0.5

ω4(t) = 0.5 (u1(t)− u4(t)− 2u2(t))
0.5
.

(14)

Then, the state-space model of system (2) can be written as
(15) shown on the top of the next page. In (15), the power of
the ith motor Pi(t) can be obtained by substituting ωi(t) in
(14) into (5). For notational simplicity, (15) is more compactly
written as

ẋ(t) = f1 (x(t),u(t)) , (16)

where ẋ(t) denotes the derivative of x with respect to t.
REMARK 1 The functions of motor angular velocities in

(13) are chosen as the control variables, which can be directly
implemented in practical systems. This is because by setting

the angular velocities of the motors at each time instant
t ∈ [0, T ], the UAV can fly towards the destination along any
desired trajectory.

E. Problem Formulation

Next, the trajectory optimization problems are formulated
as optimal control problems by considering two different
performance measures - flying time and energy consumption.

1) Flying time minimization: The time-optimal control
problem for the UAV-aided wireless communications can be
formulated as follows.

P1 : min
u(t),T

T

s.t. C0 : ẋ(t) = f1 (x(t),u(t)) , t ∈ [0, T ]

C1 : 0 ≤ u1(t) ≤ U1max, t ∈ [0, T ]

C2 : |ui(t)| ≤ Uimax, i = 2, 3, 4, t ∈ [0, T ]

C3 : x(0) = x0

C4 : x1(T ) = xF

C5 : x2(T ) = yF

C6 : x3(T ) = zF

C7 : x14(T ) ≥ Qmin
C8 : x3(t) ≥ hmin, t ∈ [0, T ]

C9 : |x7(t)| ≤ φmax, t ∈ [0, T ]

C10 : |x8(t)| ≤ θmax, t ∈ [0, T ].

The main difference of the above optimal control problem
from conventional trajectory optimization problems (e.g. [14]–
[20]) is that the dynamic equations in C0 are considered.
Hence, it is also called dynamic optimization. Another dif-
ference is that the decision variables of an optimal control
problem are continuous instead of being discretized as in [14]–
[16].
C1 is introduced to limit the angular velocities of the motors,

while C2 is imposed to limit their differences. C3 gives the
initial value for the state vector x(t), which is necessary for
computing the differential equations in (16). Constraints C4−
C6 specify the destination location requirement. Note that by
dropping the constraints, C4 − C6 , the formulated problem
corresponds to the scenario that the destination point is also
part of the optimization variables, for which the techniques
proposed below can be directly applied. For safety reasons,
constraints C8 − C10 are imposed to limit the flying altitude,
the roll angle and the pitch angle of the UAV, where hmin is
the minimum allowable altitude, φmax and θmax are the safety
margin for φ(t) and θ(t), respectively. Qmin is the minimum
communication throughput requirement for GT.
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

ẋ1(t) = x4(t), ẋ2(t) = x5(t), ẋ3(t) = x6(t),

ẋ4(t) =
[
Ctu1(t) (sinx7(t) sinx9(t) + sinx8(t) cosx7(t) cosx9(t))− sign(x4(t))Cdxx

2
4(t)

]
/m,

ẋ5(t) =
[
Ctu1(t) (sinx8(t) sinx9(t) cosx7(t)− sinx7(t) cosx9(t))− sign(x5(t))Cdyx

2
5(t)

]
/m,

ẋ6(t) =
[
Ctu1(t) (cosx7(t) cosx8(t))−mg − sign(x6(t))Cdzx

2
6(t)

]
/m,

ẋ7(t) = x10(t), ẋ8(t) = x11(t), ẋ9(t) = x12(t),

ẋ10(t) =
[
LCtu2(t) + (Jy − Jz)x11(t)x12(t)− JmΩ(t)x11(t)− sign(x10(t))Cdmxx

2
10(t)

]
/Jx,

ẋ11(t) =
[
LCtu3(t) + (Jz − Jx)x10(t)x12(t) + JmΩ(t)x10(t)− sign(x11(t))Cdmyx

2
11(t)

]
/Jy,

ẋ12(t) =
[
Cmu4(t) + (Jx − Jy)x10(t)x11(t)− sign(x12(t))Cdmzx

2
12(t)

]
/Jz,

ẋ13(t) =
4∑
i=1

Pi(t) + P0,

ẋ14(t) = W log2

(
1 + γ0P̂LoS(t)

[(x1(t)−px)2+(x2(t)−py)2+(x3(t)−pz)2]
α̃/2

)
.

(15)

2) Energy consumption minimization: Similarly, the energy
minimization problem can be cast as follows.

P2 : min
u(t),T

x13(T )

s.t. C0 − C10.

The only difference between P1 and P2 is the objective
function. In P2, the objective function is x13(T ), which is
the energy cost up to the mission completion time T (E(T ))
according to the definition of x(t). P2 aims to find u(t) and T
such that the energy cost of the UAV is minimized while the
end point constraint, the kinematic and dynamic equations of
the UAV, the flying altitude constraint, the roll angle constraint,
the pitch angle constraint, and the minimum communication
throughput requirement are satisfied.

REMARK 2 Compared with the destination constraints
C4−C6, the state constraints C8−C10, which are also known
as path constraints, are more difficult to handle, since they
involve an infinite number of constraints to satisfy over the
time horizon [0, T ] [22].

F. Special Cases

In the last subsection, we first consider two special cases
of the above formulated problems, for fly-hover-fly trajectory
and 2D trajectory optimization, respectively.

1) Fly-hover-fly trajectory: Fly-hover-fly trajectory is com-
monly used for UAV communications [16], which is easier
to implement in practice. Under this scheme, the UAV first
flies directly to a location above the GT, where it hovers and
communicates with the GT. After this, it flies directly to the
end point. In particular, the UAV flies horizontally with a fixed
flying velocity from the start to the hovering location and from
it to the end location. As a result, the flying time and the energy
consumption mainly depend on the flying velocity.

We first consider the case when the UAV is in the level flight
mode with a constant speed Vc, for which the four brushless
motors rotate in the same constant speed ωc. For illustration,
the forces on the aircraft in this scenario are shown in Fig.
5, where F is the thrust force generated by the four motors,
D is the drag force, α is the angle of attack, and F̄ is the
projection of F on the horizontal plane.

mg

D

F

V

α 

Airframe

F

F

mg

D

F

V

α 

Airframe

F

F

Fig. 5. The forces on the UAV during the level flight with a constant speed
Vc.

According to (1) and [27], [29], we have

F = 4Ctω
2
c , D = CdV

2
c , (17)

where Cd is the fuselage drag coefficient. Since the UAV’s
speed is constant, we have

F̃ = F cos(α) = mg, F̄ = F sin(α) = D. (18)

The angular speed of the motor ωc can be solved from
equations (17) and (18), given by

ωc =

√
mg

4CT

(
1 +

C2
d

m2g2
V 4
c

) 1
4

. (19)

It then follows from (5) that the flying power consumption of
the UAV can be obtained as

Pc = 4
(
c4ω

4
c + c3ω

3
c + c2ω

2
c + c1ωc + c0

)
. (20)

By substituting (19) into (20), the power consumption Pc can
be expressed in terms of the cruising speed Vc, given by

Pc =
c4
4

(
m2g2

C2
t

+
C2
d

C2
t

V 4
c

)
+
c3
2

(
m2g2

C2
t

+
C2
d

C2
t

V 4
c

) 3
4

+c2

(
m2g2

C2
t

+
C2
d

C2
t

V 4
c

) 1
2

+ 2c1

(
m2g2

C2
t

+
C2
d

C2
t

V 4
c

) 1
4

+4c0, (21)
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Fig. 6. The power consumption Pc versus cruising speed Vc.

which is plotted in Fig. 6.
It is observed from (21) that at high flying speed Vc � 1, the

power increases with Vc in a quartic manner. This is different
from the cubic relationship derived in [16]. Such a difference is
mainly due to the fact that the model in (21) is directly derived
based on the current and voltage flows of the electrical motors,
and thus it takes into account not just the required power to
support the UAV flight status, as in [16], but also the energy
conversion efficiency of the electrical motors. According to
[30], the output power of the electric motor can be modeled
as

P̃c = 4Mωc = 4Cm

(
mg

4CT

)3/2(
1 +

C2
d

m2g2
V 4
c

) 3
4

, (22)

where M = Cmω
2
c is the propeller torque. It is observed from

(22) that similar to [16], the output power is a function of Vc
with cubic order. Moreover, the energy model in [16] is also
drawn in Fig. 6, and the parameters in the model are obtained
from the UAV model in this paper. It is worth mentioning that
while the energy consumption model in [16] is applicable for
generic rotary-wing UAVs, the models in (21) and (22) are
derived for electric quad-rotor UAVs specifically.

Ignoring the energy consumption and time of UAV in the
acceleration and deceleration of flat flight, the total flying time
of fly-hover-fly trajectory is

Ttot = T1 + Th + T2 =
D1

Vc
+

Qmin

W log2

(
1 + γ0P̄LoS

Dα̃h

) +
D2

Vc
,

(23)
where T1 denotes the flying time from the start point to the
hovering location, Th is the hovering time, T2 denotes the
flying time from the hovering location to the end point, D1

represents the distance between the start point and GT, D2 is
the distance between the GT and the end point, Dh denotes
the distance between GT and the hovering location, P̄LoS is

the regularized LoS probability at the hovering point. Then,
the total energy consumption can be expressed by

Etot = PcT1 + (Ph + P0)Th + PcT2, (24)

where Ph is the hovering power, which is obtained by setting
Vc = 0 in (19) and (20), and P0 is the communication power.

χ

Fx

Fy F

Fig. 7. The two components of F̄ for the level flight.

2) 2D trajectory optimization: In this case, the UAV
flies horizontally with a time-varying velocity V (t) =
[vx(t) vy(t)]

>, where vx(t) and vy(t) are the flying velocities
on the x axis and y axis of the Earth frame, respectively.

In this scenario, F̃ = mg and F̄ = mg tan(α) by observing
the forces on the UAV in Fig. 5. Then, we project F̄ onto the
x axis and y axis of the Earth frame as shown in Fig. 7,
where χ is called the heading angle. From (18), it follows
that F̄ = mg tan (α).

Then, by applying Newton’s second law and considering the
definition of the drag force D in (17), it follows that

max = Fx −Dx = mg tan (α) cos (χ)− Cd|vx|vx,
may = Fy −Dy = mg tan (α) sin (χ)− Cd|vy|vy,

(25)

where ax, ay , Dx and Dy are the accelerations and drag force
on the x axis and y axis, respectively.

Defining the state vector as x(t) =
[x(t) y(t) vx(t) vy(t) Q(t) E(t)]> and the control vector as
u(t) = [α(t) χ(t)]>, respectively, then the 2D version of the
state-space model (15) can be written as

ẋ1(t) = x3(t), ẋ2(t) = x4(t),

ẋ3(t) = g tan(u1(t)) cos(u2(t))− sign(x3(t))Cdm x2
3(t),

ẋ4(t) = g tan(u1(t)) sin(u2(t))− sign(x4(t))Cdm x2
4(t),

ẋ5(t) =
4∑
i=1

Pi(t) + P0,

ẋ6(t) = W log2

(
1 +

γ0P̂LoS(t)

((x1(t)−qkx)2+(x2(t)−qky)2+H2)α̃/2

)
,

(26)
where Pi(t) is obtained by substituting ωi(t) in (14) into (5).
Similarly, (26) is simply denoted as

ẋ(t) = f2 (x(t),u(t)) . (27)

Thus, the 2D version of P1 can be written as
P3 : min

u(t),T
T

s.t. S0 : ẋ(t) = f2 (x(t),u(t)) , t ∈ [0, T ]

S1 : |u1(t)| ≤ αmax, t ∈ [0, T ]

S2 : x(0) = x0

S3 : x1(T ) = xT

S4 : x2(T ) = yT

S5 : x6(T ) ≥ Qmin.
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And the 2D version of P2 can be expressed

P4 : min
u(t),T

x5(T )

s.t. S0 − S5.

III. PROPOSED SOLUTION

P1-P4 are optimal control problems subject to state con-
straints, which are challenging to solve in the control theory.
Since the flying time T is also an optimization variable, then a
time scaling method is introduced in this section to transform
the varying time horizon into a fixed one. The decision vector
u(t) is a multi-dimensional continuous-time function, which
implies that there are an infinite number of decision variables.
For this, a control parametrization technique is utilized to
discretize the control vector u(t). Since the state constraint is
infinite dimensional in nature, then a constraint transcription
method together with a local smoothing technique is intro-
duced to convert the these constraints into the constraints in
an integral form. In this section, we will focus on solving P1,
since P2, P3 and P4 can be solved in a similar manner.

A. Time Scaling

The following linear transform [23], [24] is applied to the
dynamic systems (16) and (27) for mapping the original time
horizon [0, T ] into a fixed time horizon [0, 1]

dt

ds
= tan θ = T. (28)

Then, by applying the chain rule to (16) and (27) and consid-
ering (28), it follows that

ẋ(s) =
dx

ds
=

dx

dt
· dt

ds
= T ·f i (x(s),u(s)) , i = 1, 2. (29)

The end location constraints C4-C7 then become

C4 : x1(1) = xT , C5 : x2(1) = yT , (30)
C6 : x3(1) = zT , C7 : x14(1) ≥ Qmin. (31)

Similarly, the state constraints C8-C10 become

C8 : x3(s) ≥ hmin, C9 : |x7(s)| ≤ φmax, (32)
C10 : |x8(s)| ≤ θmax, s ∈ [0, 1]. (33)

B. Control Parametrization

s

ui (s)

0 s1 s2 sK=1sK-1s3 s4 ……

σi,1

σi,K-1σi,2

σi,3

σi,4

σi,K

Fig. 8. Control parametrization.

The time horizon [0, 1] is partitioned into K equal sub-
intervals with the following K + 1 boundary points,{
s0 = 0, s1 =

1

K
, s2 =

2

K
, ..., sK−1 =

K − 1

K
, sK = 1

}
.

As illustrated in Fig. 8, for each i = 1, 2, 3, 4, ui(s) is
approximated by the following piecewise constant function
[22]:

ui(s) ≈
K∑
k=1

σi,kΓ[sk−1,sk)(s), (34)

where

Γ[sk−1,sk)(s) =

{
1, s ∈ [sk−1, sk)

0, otherwise.

By letting σi = [σi,1, σi,2, . . . , σi,K ]
>
, i = 1, 2, 3, 4 and σ =[

σ>1 ,σ
>
2 ,σ

>
3 ,σ

>
4

]>
, u(s) is thus parametrized by the vector

σ.
By replacing u(s) with σ, the dynamic equations in (29)

are simply denoted as

ẋ(s) = T · f i (x(s),σ) , i = 1, 2. (35)

Considering the control parametrization (34), constraint C1 is
rewritten as

C1 : 0 ≤ σ1,k ≤ U1max, k = 1, 2, . . . ,K, (36)

and C2 can be modified in a similar manner.
REMARK 3 Control parametrization does not mean ‘control

discretization’, though the piece-wise constant functions are
adopted here to approximate the control inputs as shown in
Fig. 8. In fact, continuous and even differentiable control
inputs can be obtained by using the piece-wise linear function
and spline function to approximate the control inputs [22]. In
addition, the state variables are still smooth by

C. Constraint Approximation

Considering the constraint transcription technique and local
smoothing technique in [22], C8 can be approximated by

γ +

∫ 1

0

lC8,εds ≥ 0, (37)

where

lC8,ε =


0, x3(s)− hmin > ε

− (x3(s)− hmin − ε)2
/4ε, −ε ≤ x3(s)− hmin ≤ ε

x3(s)− hmin, x3(s)− hmin < −ε.

and γ > 0. C9 and C10 can be handled in a similar manner,
which are written below.

γ +

∫ 1

0

lC9−1,εds ≥ 0, γ +

∫ 1

0

lC9−2,εds ≥ 0, (38)

γ +

∫ 1

0

lC10−1,εds ≥ 0, γ +

∫ 1

0

lC10−2,εds ≥ 0, (39)

where lC9−1,ε, lC9−2,ε, lC10−1,ε and lC10−2,ε are obtained
similarly as lC8,ε.
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D. Algorithm

By applying the transforms from the previous subsections
to P1, we obtain the following problem:

(P1)ε,γ : min
σ,T

T

s.t. C0 : ẋ(s) = Tf1 (x(s),σ) , s ∈ [0, 1]

C1 : 0 ≤ σ1,k ≤ U1max, k = 1, 2, . . . ,K

C2 : |σi,k| ≤ Uimax, i = 2, 3, 4, k = 1, 2, . . . ,K

C3 : x(0) = x0

C4 : x1(1) = xT

C5 : x2(1) = yT

C6 : x3(1) = zT

C7 : x14(1) ≥ Qmin

C8 : γ +

∫ 1

0

lC8,εds ≥ 0

C9 : γ +

∫ 1

0

lC9−1,εds ≥ 0, γ +

∫ 1

0

lC9−2,εds ≥ 0

C10 : γ +

∫ 1

0

lC10−1,εds ≥ 0, γ +

∫ 1

0

lC10−2,εds ≥ 0.

Problem (P1)ε,γ can be solved as a nonlinear program, if the
gradients of the objective function and constraints functions
are available. This can be verified by the following arguments.

At iteration k, the current decision vector is denoted
as σ(k). Then, we construct u(k)(s) with σ(k) accord-
ing to (34) and solve the differential equations ẋ(k)(s) =
T (k)f1

(
x(k)(s),u(k)(s)

)
, s ∈ [0, 1] for x(k)(s). Hence, the

values of the constraint functions C3 − C10 can be obtained
with x(k)(s) and u(k)(s). Since the value of the objective
function is known, which is T (k), the problem can be regarded
as a nonlinear program as long as the gradients of the objective
function and the constraint functions are available. To this end,
the gradient formula will be derived in the next subsection. The
main procedures for solving problem (P1)ε,γ are summarized
in Algorithm 1.

Algorithm 1 For Solving Problem (P1)ε,γ at iteration k

Input: σ(k) and T (k).
Output: σ(k+1) and T (k+1).
1: Construct u(k)(s) with σ(k) according to (34).
2: Solve ẋ(k)(s) = T (k)f1

(
x(k)(s),u(k)(s)

)
, s ∈ [0, 1] for

x(k)(s) with u(k)(s).
3: Calculate the values of the constraint functions C3-C10 with
x(k)(s) and u(k)(s).
4: Calculate the gradients of the objective function and the
constraint functions with x(k)(s) and u(k)(s).
5: Input the values and the gradients of objective functions
and the constraint functions to the nonlinear program solver.
6: Output σ(k+1) and T (k+1).

In order to solve problem P1, we shall solve a sequence of
problems (P1)ε,γ by adjusting ε and γ as shown in Algorithm
2. As summarized in Algorithm 2, ε and γ determine the
accuracy and the feasibility of the algorithm, respectively. The

initial γ is set as ε/16 for guaranteeing the convergence of the
algorithm [22]. γ is usually initialized to be slightly larger in
order to find a feasible solution. As ε→ 0, which is achieved
by setting ε = ε/10 in Step 4, σε,γ and Tε,γ converge to the
optimal solution σ∗ and T ∗, respectively. In fact, γ → 0 as
ε→ 0 and this is achieved by setting γ = γ/10 in Step 4.

Algorithm 2 For Solving Problem P1
Input: σ0 and T0.
Output: σ∗ and T ∗.
Initialization: ε, γ = ε

16 , εmin, σ = σ0, and T = T0.
1: while ε ≥ εmin do
2: Solve problem (P1)ε,γ with σ and T as initial point and
output σε,γ and Tε,γ .
3: if C8, C9 and C10 are satisfied do
4: Set ε = ε/10, γ = γ/10, σ = σε,γ , T = Tε,γ .
5: else
6: Set γ = γ/2.
7: end if
8: end while
9: Output σ∗ = σ and T ∗ = T .

REMARK 4 Let u∗(s) and u∗ε,γ(s) (constructed by σ∗ε,γ and
T ∗ε,γ according to (34)) be an optimal solution to problem P1
and that to problem (P1)ε,γ , respectively. Then, as ε→ 0 and
the number of time intervals K →∞, u∗ε,γ(s)→ u∗(s). For
more details of the proof, the readers may refer to Theorems
9.2.1, 9.2.2 and 9.2.3 of [22].

REMARK 5 The subproblem of solving problem (P1)ε,γ
with the sequential quadratic programming (SQP) method
is a quadratic program, and its computational complexity is
O
(
K2
)
. Therefore, the computational cost increases with the

number of time slots, K. Thus, there is a trade-off between
the performance and complexity in choosing K. In practice,
K is usually set as 10. This is because the performance
improvement is marginal if K > 10.

REMARK 6 The solutions of P2-P4 can be obtained in a
similar manner as that for P1. For P2, the only difference
is the objective function. Therefore, Algorithm 2 can be
applied to P2 by changing the objective function and the
corresponding gradients. P3 and P4 are simplified versions
of P1 and P2, respectively, with less state equations in S0 and
less constraints. Thus, Algorithm 2 can be applied to them
by solving state equations with lower dimensions and fewer
number of constraints.

REMARK 7 The developed framework can be extended to
the multi-UAV or multi-user scenario, for which the prob-
lem will be a mixed integer non-convex optimal control
problem. The integer decision variables, which are due to
communication scheduling, might be tackled by the benders
decomposition method or the relaxation technique in [33]. The
non-convexity caused by the co-channel interferences can be
handled by techniques like successive convex approximation
[33]. More in-depth study on multi-UAV and multi-user setups
will be left as future work.
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TABLE II
THE PARAMETERS OF THE UAV AND EXPERIMENT RELATED PARAMETERS

m 3 ωmax 640 Ct 4.848 × 10−5

g 9.8 Kv 380 Cm 8.891 × 10−7

L 0.3 γ0 60 Cdmx 0.016
I0 0.3 W 1 Cdmy 0.016
U0 10 P0 5 Cdmz 0.1
R0 0.4 Cdx 0.11 Jx 4.29 × 10−2

hmin 60 Cdy 0.11 Jy 4.29 × 10−2

φmax 1 Cdz 0.2 Jz 7.703 × 10−2

θmax 1 - - Jm 8.02 × 10−4

E. Gradient Formula

Last, since the gradients are essential for implementing
Algorithm 1, the gradient formula for the objective function
are derived in this subsection. The gradient formula for the
constraint functions can be derived in a similar manner and
thus are omitted for brevity.

Theorem 1 The gradient formula of the objective function
J are

∂J

∂σ
= T

∫ 1

0

[
∂f1 (x(s),σ)

∂σ

]>
λ0(s)ds, (40)

∂J

∂T
= 1 +

∫ 1

0

λ>0 (s)f1 (x(s),σ)ds, (41)

where λ0(s) is the solution of the following co-state equation

λ̇0(s) = −T
[
∂f1 (x(s),σ)

∂x

]>
λ0(s) (42)

with the terminating condition λ0(1) = 0.

Proof: See Appendix A.

IV. NUMERICAL RESULTS

In this section, the proposed power consumption model of
the motor is firstly verified by experimental data, and then
the effectiveness of the proposed algorithm is demonstrated
by simulations. The parameters of the UAV [34] and system
setups are given in Table II. The modeling parameters for the
probabilistic LoS channel model in (8) and (9) are set as a =
10, b = 0.6, κ = 0.2, and α̃ = 2.3 [16]. The coordinates
of the end point is qF = [xF , yF , zF ]

T
= [500, 500, 100]T

and that of the GT is p = [px, py, pz]
T

= [200, 400, 0]T .
The cruising speed for the fly-hover-fly trajectory is set as
Vc = 13 m/s.

A. Verification of Proposed Motor Power Consumption Model

The experimental data are obtained from the vendor’s web-
site [35], which are given in Table III. We plot the motor
power consumption versus the motor rotation speed with
the experimental data and the proposed model (5) in Fig.
9. As shown in Fig. 9, the proposed model fits well with
the experimental data, which verifies the effectiveness of the
motor’s power consumption model in (5).
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Fig. 9. Comparison of experimental data and proposed model.

B. Example 1: 2D Trajectory Optimization

In this example, the UAV flies in the horizontal plane with
fixed altitude of 100 m. The initial condition for P3 and
P4 is set as x0 = [0, 0, 10, 10, 0, 0]>. We set K = 20 for
implementing Algorithm 1.

We plot the time and energy minimizing trajectories with
Qmin = 100 Mbits and 500 Mbits in Fig. 10. The trajectory
under the fly-hover-fly scheme is also plotted in Fig. 10 for
comparison. As illustrated in Fig. 10, the trajectories get closer
to the GT as Qmin increases. This is expected since it takes
more time and energy for the UAV to finish the communication
task for a larger Qmin.

In addition, we observe that the time and energy minimizing
trajectories (denoted by Min Time and Min Energy, respec-
tively) almost coincide under each QoS constraint as shown
in Fig. 10. This is due to the limitation of the 2D trajectory
design, and we shall show later that it is not the case for the
3D trajectory design.

The flying time and energy consumption for each scenario
are given in Fig. 14. As expected, the time optimized trajec-
tories outperform the other trajectories in terms of minimum
flying time, and energy optimized trajectories outperform the
other trajectories in terms of minimum energy consumption.

C. Example 2: 2D Trajectory Optimization under Different
Energy Models

In this example, we compare the performance of the pro-
posed energy model with the state-of-the-art model in [16].
Since the energy model in [16] is only applicable to 2D UAV
trajectory, the problem setting in Example 1 is adopted here
for simplicity. We plot the optimized 2D trajectories, the flying
speed versus time, and the energy consumption versus the
throughput requirement with the two models in Fig. 11. Here,
‘Real Cost [16]’ stands for the energy cost of the optimized
trajectory obtained according to [16], which is calculated by
the proposed energy model. It is observed from Fig. 11(a)
and Fig. 11(b) that with the energy model in [16], the UAV
flies around the GT. By contrast, with the proposed model,
it hovers on the top of the GT. This is because the optimal
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TABLE III
DATA OF THE BRUSHLESS MOTOR WITH PROPELLER (MODEL:1550) [35]

Speed (rpm) 3746 4089 4358 4634 5215 5627 6177
Power (W ) 74.4 98.4 115.2 139.2 199.2 256.8 360.0
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Fig. 10. Example 1: the optimized 2D trajectories.

speed for minimum power consumption of the proposed model
corresponds to the hovering status, while that for the model in
[16] corresponds to a non-zero speed, as shown in Fig. 6. In
addition, it is also observed from Fig. 11(b) that the change
in speed with the proposed model is smoother than that with
the model in [16]. As expected, the energy consumption of the
proposed model is lower than the true value and it is higher
than the theoretical value of that in [16], as illustrated in Fig.
11(c).

D. Example 3: 3D Trajectory Optimization

In this example, the 3D trajectory optimization is consid-
ered. The initial condition for P1 and P2 is set as x0 =
[0, 0, 100, 10, 10, 0,−0.98, 0.04,−0.76, 0, 0, 0, 0, 0]> and K is
set as 20.

The time and energy minimizing trajectories with Qmin =
100 Mbits or 500 Mbits are plotted in Fig. 12. For compar-
ison, the trajectory generated under the fly-hover-fly scheme
is also plotted. As expected, the altitudes of trajectories with
more QoS requirements are lower and closer to the GT as
shown in Fig. 12. Different from the 2D trajectory design, the
time minimizing trajectory is quite different from the energy
minimizing trajectory under the same QoS constraint.

The flying altitude and flying speed versus time are also
plotted in Fig. 13. Fig. 13(a) further verifies that the altitudes
of trajectories with more QoS requirements are lower. Inter-
estingly, we can observe that the UAV even files at the lowest
allowable altitude for more than 20 s on the top of GT for
the ‘Energy Min 500 Mbits’ case. This is expected since the
communication channel is the best with the minimum altitude.
In Fig. 13(b), we observe that the time optimized trajectories
increase the flying speed dramatically initially. This is because
the UAV has to get closer to the GT more quickly in order to
reduce the flying time.
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(a) The optimized 2D trajectories.
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Fig. 11. Example 2: 2D trajectory optimization with different energy models.
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Fig. 13. Example 3: flying altitude and speed.
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100 150 200 250 300 350 400 450 500

Communication throughput required by user (Mbits)

10

15

20

25

30

35

40

45

50

55

60

E
n
er

g
y

 c
o

n
su

m
p

ti
o

n
 (

k
J
)

Fly-hover-fly

2D Min Time

2D Min Energy

3D Min Time

3D Min Energy

(b) Energy consumption versus throughput requirement.

Fig. 14. Example 3: Performance versus throughput requirement.

In order to illustrate the performance gain of the 3D trajec-
tory optimization over 2D trajectory optimization, we plot the
completion time and the energy cost versus the communication
throughput in Fig. 14(a) and Fig. 14(b), respectively. As shown
in Fig. 14(a), the 3D time optimized trajectories take less time
than those of the 2D trajectories with the same communication
throughput. Similarly, the 3D energy minimization trajectories
cost less energy than those of the 2D trajectories with the same
communication throughput.

E. Example 4: 3D Trajectory Optimization without End Point
Constraints

In this example, we consider a scenario of Example 3,
in which the destination of the UAV is not fixed, but part
of the optimization variables, by dropping constraints C4, C5

and C6 in P1 and P2. The optimized 3D trajectories and the
corresponding flying speeds are plotted in Fig. 15(a) and Fig.
15(b), respectively. It is observed that without fixing the end
point, the UAV completes the task when it is still hovering
above the GT. This is because with the proposed model, the
hovering status (Vc = 0) costs the least energy according to
Fig. 6 and also enjoys the strongest channel.
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Fig. 15. Example 4: 3D trajectory optimization without end point constraints.

F. Example 5: Trade-off Between Performance and Complexity

In oder to examine the trade-off between the performance
and the complexity (in terms of number of time partition
intervals) of the proposed algorithm, we provide the objective
values of P3 and P4 with different K in Table IV. In this ex-
ample, the altitude of the UAV is 100 m. The initial condition
is set as x0 = [0, 0, 10, 10, 0, 0]> and Qmin = 500 Mbits. As
illustrated in Table IV, the improvement of the objective value
is only notable for K increasing from 3 to 6 and it becomes
negligible for K ≥ 6. Therefore, K = 20 is large enough
for ensuring the performance and K is usually set as 10 in
practice [24].

V. CONCLUSION

A new control-based UAV trajectory optimization approach
was proposed in this paper based on the concept of state-space
models. Compared to prior works in this line of research,
the dynamic equations of UAVs were considered and as a
result, the optimized trajectory constitutes smooth curves that
can be easily implemented in practice. Moreover, an inte-
grated design was proposed, which simultaneously optimizes
the trajectory and output control signals for the UAV. In

addition, a new energy consumption model for electric quad-
rotor UAVs was proposed, based on which a practical 3D
trajectory optimization algorithm was developed. Different
from the existing UAV energy models, the proposed model
was derived directly based on the voltage and current flows
of the UAV’s electric motors, which takes into account the
energy conversion efficiency. Numerical results demonstrated
the effectiveness of our proposed algorithms for both 2D and
3D UAV trajectory optimization.

APPENDIX A
PROOF OF THEOREM 1

We consider a standard optimal parameter selection problem
P. The dynamic system is given as

ẋ(t) = f (t,x(t), ξ) ,

x(0) = x0(ξ).
(43)

The goal of problem P is to find a ξ ∈ Rs such that the cost
function

g0(ξ) = Φ0 (x(T |ξ), ξ) +

∫ T

0

L0 (t,x(t|ξ), ξ)dt (44)

is minimized subject to the equality constraints

gi(ξ) = Φi (x(T |ξ), ξ) +

∫ T

0

Li (t,x(t|ξ), ξ)dt = 0, (45)

i = 1, 2, ..., Ne, and inequality constraints

gi(ξ) = Φi (x(T |ξ), ξ) +

∫ T

0

Li (t,x(t|ξ), ξ)dt ≥ 0, (46)

i = Ne + 1, Ne + 2, ..., Ne +N . Then, the gradient formulas
for the cost function and the constraint functions of problem
P are given in the following lemma.

Lemma 1: (Theorem 7.2.2 in [22]) Considering problem
P, for each i = 0, 1, 2, ..., Ne + N , the gradient of the
cost/constraint function is given by

∂gi(ξ)

∂ξ
=
∂Φi (x(T |ξ), ξ)

∂ξ
+ λT0 (0|ξ)

∂x0(ξ)

∂ξ
+∫ T

0

∂Hi (t,x(t|ξ), ξ,λi(t|ξ))

∂ξ
dt,

where

Hi (t,x(t|ξ), ξ,λi(t|ξ)) = Li(t,x(t), ξ) + λi(t)
>f(x(t), ξ)

is the corresponding Hamiltonian and λi(t) is the corre-
sponding co-state vector satisfying the following differential
equations:(

λ̇i(t)
)>

= −∂Hi (t,x(t|ξ), ξ,λi(t|ξ))

∂x

with

(λi(T ))
>

=
∂Φi (x(T |ξ))

∂x
.

To prove Theorem 1, we define the corresponding Hamil-
tonian as

H0 (x(s),λ0(s),u(s), T ) = Tλ>0 f1(x(s),u(s)). (47)
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TABLE IV
EXAMPLE 3: THE TRADE-OFF BETWEEN THE PERFORMANCE AND K

K 3 6 10 15 20
Time Min Time (s) 202.737 125.033 123.573 122.265 122.105
Energy Min Energy (kJ) 42.261 40.214 40.004 39.929 39.899

Then, we take the derivative of (47) with respect to u and T ,
which yields

∂H0

∂u
= T

[
∂f1 (x(s),u(s))

∂u

]>
λ0(s),

∂H0

∂T
= λ0(s)>f1 (x(s),u(s)) .

(48)

Since Φ0 (x(T )) = T ,

∂Φ0

∂u
= 0,

∂Φ0

∂T
= 1 (49)

and x0 does not depend on u and T , we have

∂x0

∂u
= 0,

∂x0

∂T
= 0. (50)

By applying Lemma 1, it follows that

∂J

∂u
=
∂Φ0

∂u
+ λ>0 (0)

∂x0

∂u
+

∫ 1

0

∂H0

∂u
ds. (51)

Substituting (48), (49) and (50) into (51), we obtain

∂J

∂u
= T

∫ 1

0

[
∂f1 (x(s),u)

∂u

]>
λ0(s)ds, (52)

and (41) can be derived in a similar manner, which thus
completes the proof.
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