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Abstract—In this paper, we investigate a two-hop simultaneous
wireless information and power transfer (SWIPT) amplify-and-
forward (AF) multiple-input multiple-output (MIMO) relay com-
munication system with an energy-limited relay node. The relay
node harvests energy based on the radio-frequency (RF) signal
transmitted from the source node through the time-switching
(TS) protocol and fully uses the harvested energy to precode
and forward the information to the destination node. The non-
linear energy harvesting models are considered at the relay
node. With the consideration of the channel estimation error, the
joint optimization of the TS factor, source and relay precoding
matrices is proposed with robustness against the channel state
information (CSI) mismatch to maximize the mutual information
(MI) between the source and destination nodes. The optimal
structure for the source and relay precoding matrices is derived
to simplify the transceiver optimization problem. Numerical
simulations show that the system performance provided by the
proposed algorithms with robustness is better than the non-robust
algorithm.

Index Terms—Amplify-and-forward, energy harvesting, im-
perfect CSI, MIMO relay, robustness, simultaneous wireless
information and power transfer (SWIPT), time-switching.

I. INTRODUCTION

Following the commercialization of the fifth-generation
(5G) networks, the sixth-generation (6G) networks are vi-
sioned by researchers around the world to be developed into
green networks [1]. Besides being eco-friendly wireless net-
works, 6G networks are also expected to provide an improved
system capacity, data rate, and better quality of services.
Hence, simultaneous wireless information and power transfer
(SWIPT) technology plays a vital role in developing the 6G
networks. The radio-frequency (RF) signals are utilized in the
SWIPT technology by transferring information and power at
the same time. In the early studies of the SWIPT technology
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[2], an ideal receiver structure is proposed to perform infor-
mation decoding (ID) and energy harvesting (EH) from the
same received RF signals simultaneously. However, the ideal
receiver is challenging to implement in practice [3]. This is
because the practical EH circuits are unable to perform ID,
and the practical ID circuits are unable to perform EH from
the same received RF signals. Besides, wireless information
transfer and wireless power transfer function in different
sensitivity. In [4], two practical SWIPT receiver architectures
are proposed, namely the time-switching (TS) receiver and
the power-splitting (PS) receiver. In the TS receiver, a time-
switch is installed at the receiving antenna to switch between
the EH and ID circuits according to the designed TS-sequence.
In the PS receiver, a PS unit is implemented at the receiving
antenna to divide the received RF signals into two portions
of signals, where one portion is used for ID whereas the
remaining portion is used for EH. In [5], the problem of power
minimization in SWIPT networks with coexisting PS and TS
users has been studied under nonlinear EH model.

In the scenario where the source and destination nodes are
located far apart, a relay node is needed to improve the system
performance as it helps in extending the network coverage of
wireless communication [6]. In [7], the authors extended the
SWIPT receiver architectures by implementing them in the
energy-constrained relay node, such EH relaying protocols are
known as the TS relaying (TSR) protocol and the PS relaying
(PSR) protocol [7]. The energy harvested by the SWIPT relay
node is used to process and forward the received information
signals to the destination node. In [8], the performance of
a hybrid TSR and PSR protocol is analyzed with nonlinear
energy harvester.

Generally, to improve the spectral and energy efficiency of
a communication system, the multiple-input multiple-output
(MIMO) technology is usually adopted. MIMO technology
can be easily implemented by installing multiple antennas
at the system nodes. Moreover, the MIMO technology also
improves the efficiency for the RF energy transmission to
wireless devices [9]. Recently, the application of SWIPT in
MIMO relay systems with EH relay nodes has been studied in
[9]–[13]. In [9], the authors investigate the system performance
for a hybridized SWIPT MIMO relay system where the TSR
and PSR are jointly implemented at the relay node to increase
the energy harvested at the relay node. In [10], the source
and relay precoding matrices are jointly optimized to achieve
the maximal achievable rate for the amplify-and-forward (AF)
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MIMO relay system with the relay node adopting either the
TSR protocol or the PSR protocol. In [11], the optimization
problem for a SWIPT MIMO relay communication system
with the TSR protocol is investigated for an AF relay. In
[12], the authors study the AF MIMO relay system with
the relay node adopting the PSR protocol and tackle the
joint optimization problem for the source and relay precoding
matrices and the PS factor matrix by using several optimization
techniques, such as the sequential quadratic programming
approach and the semi-definite programming approach. In
[13], the authors extend the investigation carried out in [11]
and [12] to regenerative relays.

It can be noticed that in the existing studies [9]–[13], the
channel state information (CSI) is assumed to be fully known
at the receiving nodes. However, it is impossible to have the
exact CSI in practice due to the channel estimation error. The
mismatch between the estimated CSI and the exact CSI results
in degradation of the system performance [14], [15]. In [16]–
[20], the influence of the imperfect CSI in SWIPT MIMO relay
systems is investigated. The authors of [16] and [17] study
the impact of CSI mismatch towards the MIMO relay system
with the ideal SWIPT relay protocol. It is observed that the
imperfect CSI considered in [16] and [17] is a special case,
where the authors assumed the row and column covariance
matrices for the CSI mismatch matrices as scaled identity
matrices, and the CSI mismatch is treated as noise. However,
in practical scenarios, the assumption in [16] and [17] is not
valid, as often there is correlation in the elements of the
channel matrix.

In this paper, with the consideration of imperfect CSI,
we propose a transceiver design for a two-hop AF MIMO
relay communication system where the relay node adopts the
TSR protocol to harvest energy and applies the precode-and-
forward operation to process the information signal. In contrast
to [16] and [17], we consider the general case and do not
assume any special form for the row and column covariance
matrices, and the CSI mismatch is modeled based on the
Gaussian-Kronecker model. In [18], a SWIPT relay system is
investigated with the consideration of CSI mismatch, where
one antenna is chosen from the source node and the J th
best single-antenna relay node is selected. Transmit antenna
selection strategy is used in [19] to reduce the system com-
plexity for a dual-hop SWIPT MIMO AF relay communication
system with consideration of the imperfect CSI. It is observed
that the system nodes which transmit information, e.g., the
source node and the relay node, are treated as single-antenna
system nodes in [19]. Thus, the systems in [18] and [19] are
essentially single-input single-output (SISO) systems, which
can only transmit one data stream. Different to [18] and
[19], all the antennas considered in this paper are used to
transmit/receive RF signal, which enables multiple parallel
data streams to be transmitted simultaneously. Note that the
performance gain of a multi-antenna relay over a single-
antenna relay node decreases with the increasing correlation
among multiple antennas.

In [20], an energy-efficient design for a two-way MIMO
relay network with the PSR protocol is investigated with the
consideration of the CSI mismatch. Compared with [20], a

one-way MIMO relay scenario (e.g. wireless broadcasting) is
considered in this paper. Moreover, the PSR protocol requires
high complexity hardware implementation. Instead of the PSR
protocol, we consider the TSR protocol in the relay node
to harvest energy from the RF signal transmitted by the
source node. Furthermore, the CSI mismatch considered in
[18] is modeled based on the Euclidean-norm bounded model.
The robust transceiver design based on the Euclidean norm-
bounded CSI mismatch is commonly known as the worst-case
based design, which tends to be pessimistic compared with
the probability based robust design in this paper.

In [21], the harvest-use and harvest-use-store models are
investigated with full-duplex EH relay communication systems
using the PS-based relaying protocol. In [22], the impact of co-
channel interference (CCI) towards a wireless communication
system using a SWIPT full-duplex relay with the PS-based
relaying protocol is studied. In [23], the achievable rate of
full-duplex relay communication systems is studied under
the TS-based EH relay protocol. Compared with half-duplex
relays, full-duplex relaying has higher CCI, which increases
the system outage probability [22]. Therefore, the half-duplex
mode is considered in this paper.

To the best of our knowledge, there is no existing work
carried out for the SWIPT AF MIMO relay system with
the consideration of practical imperfect CSI based on the
Gaussian-Kronecker model and the non-linear EH models at
the relay node. Hence, to fill in the gap, this research is
performed. It is demonstrated through numerical simulations
that the proposed scheme enhances the robustness of the
SWIPT AF MIMO relay system against the CSI mismatch.

The novelties/contributions of this paper are listed as fol-
lows:
• In this paper, the transceiver design is proposed based on

a two-hop AF MIMO relay system with the TSR protocol,
where the practical imperfect CSI and non-linear EH
models are considered. The proposed algorithm in this
paper provides better robustness compared to the existing
algorithms.

• Different to [9]–[13], [16], [17], [19], [20], the transceiver
design in this paper is based on the practical non-linear
EH models. In practice, it is noted that the assumption of
a linear EH model is not valid. It is commonly known that
the EH circuit does not function when the input power is
below the EH circuit power sensitivity threshold, whereas
a standard EH circuit is not capable of providing more
harvested power when the EH circuit reaches saturation
[24]. In this paper, we consider three different non-
linear EH models when optimizing the transceiver design.
Hence, the proposed algorithms in this paper is applicable
to different non-linear EH models.

• As compared to [16], a more general CSI mismatch based
on the Gaussian-Kronecker model is considered in opti-
mizing the system performance for a two-hop AF MIMO
relay system. We would like to mention that the scenario
considered in [16] is viewed as a special case, where
there is no correlation in the elements of the channel
matrix. However, this assumption is not valid in practice.
In the case where the row and column covariance matrices
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are not identity matrices, the optimization problem is
more complicated to solve. Besides, we would like to
highlight that the optimization problem with imperfect
CSI considered in [16] assumed that the transmission
energy used at the relay node is constant. In this paper,
we consider the scenario where the harvested energy at
the relay node is fully utilized to forward the signal to
the destination node.

• The highly complicated optimization problem is sim-
plified by using several approximation and optimization
techniques. Besides, the structure of the source and relay
precoding matrices is used to reduce the complexity of
the complicated joint transceiver design problem to an
optimal power allocation problem.

• Numerical simulations are carried out to validate the
system performance of the proposed algorithms. As
illustrated by the simulations examples, the proposed
algorithms provide better system performance compared
to the existing algorithm proposed in [11] in practical
channel matrices.

The rest of this paper is organized as follows. In Section
II, the system model of a two-hop MIMO relay system with
an EH relay node is introduced with the consideration of
imperfect CSI. The relay node harvests energy through the
TSR protocol, and the harvested energy is fully used for
processing and transmitting the information signals. In Section
III, the robust transceiver design is proposed by using opti-
mization techniques such as the primal decomposition method,
the Karush-Kuhn-Tucker (KKT) conditions, and the golden
section search method. In subsection III-D, the practical peak
power limits are introduced to the proposed optimization
problem. In Section IV, numerical simulations are presented to
illustrate the system performance of the proposed algorithm.
The paper is conclude in Section V.

II. SYSTEM MODEL

Relay Destination
NS

Source

BEH

BID
NR

F

NR ND

H1 H2sEH

sID

Fig. 1. Block diagram of a two-hop MIMO relay system with an EH relay
using the TS protocol.

In this paper, a two-hop three-node relay communication
system as illustrated in Fig. 1 is considered, where the
information signal is transmitted from the source node to
the destination node through a relay node. The source, relay
and destination nodes are respectively installed with NS , NR
and ND antennas. For the relay node, we select the AF
relaying scheme due to its simplicity, where the received
information-carrying signal is linearly precoded and forwarded
to the destination node. The impact of the direct link between
the source node and the destination node is assumed to be
negligible due to severe shadowing and pathloss. The source
node is equipped with an individual power supply where a
given power budget of Ps is allocated for the source node

to transmit information signal. However, the relay node is an
energy-limited wireless-powered device where it is required
to be powered by the energy harvested from the received RF
signals.

T

Source node  Relay node

Energy Transmission

Source node  Relay node

Information Transmission

Relay node  Destination node

Information Transmission

 T  (1- )T/2  (1- )T/2 

Fig. 2. The diagram of the TS protocol.

With the TS protocol implemented for EH at the relay node,
a full communication cycle with the duration of T is separated
into three sections as illustrated in Fig. 2. In the first time
frame with a duration of αT , where α ∈ (0, 1) is the TS factor,
the source node precodes and transmits the signal vector se to
the relay node with the source node precoding matrix at the
first time frame denoted as Be, where se is the energy-bearing
signal with covariance matrix given as E{sesHe } = INe .
Here, E{·} denotes the statistical expectation, (·)H denotes the
Hermitian matrix transpose and Im denotes a size m identity
matrix. Hence, the received signal vector at the relay node for
EH during the first time frame is given as

yr,e = H1Bese + nr,e (1)

where H1 is the first hop MIMO channel matrix in the
communication system, nr,e is the additive white Gaussian
noise (AWGN) introduced at the relay node during the first
time frame. In this paper, the energy harvested at the relay
node is modelled based on the non-linear EH models. For the
non-linear EH model, the constant-linear-constant (CLC) EH
model [24], the logistic function (LF) EH model [25] and the
heuristic EH model [26] are considered in this paper. Hence,
the energy harvested at the relay node is expressed as

Ẽr = αEh
(
tr
{
H1BeB

H
e HH

1

})
(2)

where tr{·} denotes the matrix trace and Eh(x) represents the
applied EH model and it is expressed as

Eh(x) =


Eclc(x) if CLC EH

E′
m

1+exp(−a(x−b)) − E
′
mZ

1−Z
if LF EH

xηh(x) if heuristic EH

(3)

where Eclc(x) is a piecewise function as

Eclc(x) =

0, x ≤ PTh
E′m, ηx ≥ E′m
ηx, otherwise

, (4)

η ∈ (0, 1) is the energy harvesting efficiency, PTh and E′m re-
spectively denote the minimum input power and the maximum
output power of a practical EH circuit, Z = (1 + exp(ab))

−1,
exp(·) represents the exponential function, a and b are experi-
mental parameters related to the EH circuit specification such
as impedance and diode forward voltage, ηh(x) is given as

ηh(x) =
c0 + c1x+ c2x

2

d0 + d1x+ d2x2 + d3x3
, (5)
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where the input power x to the function ηh(·) is
in milliwatts and the output efficiency ηh(·) is in
percentage,c0, c1, c2, d0, d1, d2 and d3 are the parameters
which depend on the EH circuits.

In the second time frame with a duration of (1−α)T/2, the
source node precodes and transmits the signal vector si to the
relay node with the source node precoding matrix at the second
time frame denoted as Bi, where si is the information-carrying
signal with the covariance matrix given as E{sisHi } = INi
and Ni = min(NS , NR, ND). The received signal vector at
the relay node for ID during the second time frame is given
as

yr,i = H1Bisi + nr,i (6)

where nr,i is the AWGN introduced at the relay node during
the second time frame with the noise covariance matrix given
as E{nr,inHr,i} = σ2

rINR .
During the final time frame with a duration of (1−α)T/2,

using the AF protocol, the relay node precodes and forwards
the received signal vector yr,i to the destination node with
the relay node precoding matrix denoted as F. The received
signal at the destination node is given as

yd = H2FH1Bisi + H2Fnr,i + nd (7)

where H2 is the second hop MIMO channel matrix in the
communication system and nd is the AWGN introduced at
the destination node with the noise covariance matrix given
as E{ndnHd } = σ2

dIND . For simplicity, we set T = 1. We
assume that without wasting the available transmission power
at the source and relay node, r(Bi) = r(F) = Ni, where r(·)
denotes the rank of a matrix.

Different from the ideal situation, the CSI is partially known
at the relay and destination nodes in practice. This is because
of the channel estimation error which results in the mismatch
between the exact CSI and the estimated CSI. Hence, the
true MIMO channel matrices with consideration of the CSI
mismatch are given as

H1 = Ĥ1 + ∆1, H2 = Ĥ2 + ∆2 (8)

where Ĥ1 and Ĥ2 are the estimated channel matrices for the
first and the second hop of the communication system, whereas
∆1 and ∆2 are the respective CSI mismatch matrices. Gen-
erally, ∆1 can be equivalently expressed as Σ

1
2
1 ∆ω,1Φ

1
2
1 as

shown in [27], [28], where Σ1 and Φ1 respectively represent
the row and column covariance matrices of ∆1, whereas ∆ω,1

is an NS ×NR complex Gaussian matrix with zero-mean and
unit-variance independent and identically distributed (i.i.d.)
entries. Similar to ∆1, ∆2 can be expressed as Σ

1
2
2 ∆ω,2Φ

1
2
2 ,

where Σ2 and Φ2 respectively represent the row and column
covariance matrices of ∆2, whereas ∆ω,2 is an ND × NR
complex Gaussian matrix whose entries are i.i.d. with zero-
mean and unit variance. Thus, ∆1 and ∆2 follow the Gaussian
Kronecker model as

∆1 ∼ CN (0,Σ1 ⊗ΦT
1 ), ∆2 ∼ CN (0,Σ2 ⊗ΦT

2 ) (9)

where ⊗ denotes the matrix Kronecker product. As highlighted
in [27], the expressions of Σ1,Σ2,Φ1 and Φ2 generally

rely on the specific channel estimation algorithms. We would
like to note that although the Gaussian-Kronecker model is
a classical CSI mismatch model, the algorithms developed in
this paper are applicable to other CSI mismatch distributions,
as long as the mean and the covariance of the CSI mismatch
matrices are given.

By substituting (8) into (7), the received signal at the
destination node with the consideration of CSI mismatch can
be equivalently rewritten as

yd = Ĥ2FĤ1Bisi + Ĥ2F (∆1Bisi + nr,i)

+∆2F
(
Ĥ1Bisi + ∆1Bisi + nr,i

)
+ nd

, Ĥsi + n (10)

where

Ĥ , Ĥ2FĤ1Bi (11)
n , Ĥ2F (∆1Bisi + nr,i) (12)

+∆2F
(
Ĥ1Bisi + ∆1Bisi + nr,i

)
+ nd.

Here, Ĥ can be viewed as the estimated MIMO channel matrix
between the source node and the destination node, whereas n
is the total noise introduced throughout the system due to noise
at the receiving antennas and the channel estimation error.
Meanwhile, the covariance matrix for n is expressed as

Rn = Ĥ2F
(
γ1Σ1 + σ2

rINR
)
FHĤH

2 +γ2Σ2+σ
2
dIND (13)

where

γ1 = tr
{
BiB

H
i Φ1

}
γ2 = tr

{
F
(
Ĥ1BiB

H
i ĤH

1 + γ1Σ1 + σ2
rINR

)
FHΦ2

}
.

When the CSI is fully known at the receiving nodes, the
actual mutual information (MI), ISD between the source and
destination node [11] is given as

ISD =
1− α
2

log2
∣∣INi + BH

i HH
1 FHHH

2

×
(
σ2
rH2FFHHH

2 + σ2
dIND

)−1
H2FH1Bi

∣∣∣ (14)

where | · | and (·)−1 respectively denote the determinant and
inverse of a matrix. However, the actual ISD is unknown in
practice due to the imperfect CSI [28]–[30]. Similar to [28]–
[30], the lower-bound of the actual ISD which is given as

I(low)
SD =

1− α
2

log2

∣∣∣INi + ĤHR−1n Ĥ
∣∣∣ , (15)

is adopted in this paper. Furthermore, with the consideration
of channel mismatch, it is noted that

EH
{
tr
{
H1BeB

H
e HH

1

}}
= tr

{
Ĥ1BeB

H
e ĤH

1 + tr{BeB
H
e Φ1}Σ1

}
= tr

{
BeB

H
e

(
ĤH

1 Ĥ1 + tr{Σ1}Φ1

)}
(16)

where EH{·} denotes the statistical expectation with respect
to H1 and H2.

The transmission energy required at the source node for the
first time frame and the second time frame are respectively
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given as αtr{BeB
H
e } and 1−α

2 tr{BiB
H
i }, thus the transmis-

sion energy constraint at the source node is expressed as

αtr{BeB
H
e }+

1− α
2

tr{BiB
H
i } ≤

1 + α

2
Ps. (17)

Moreover, the transmission energy needed at the relay node
Eu is given as

Eu=
1− α
2

tr
{

F
(
Ĥ1BiB

H
i ĤH

1 +γ1Σ1+σ
2
rINR

)
FH
}
.

(18)
With the consideration that the relay node is an energy-
constrained device, the available transmission energy at the
relay node solely relies on the harvested energy. Hence, the
transmission energy constraint at the relay node is given as

Eu ≤ Er (19)

where Er = αEh
(
tr
{
BeB

H
e Q

})
. Here, Q = ĤH

1 Ĥ1 +
tr{Σ1}Φ1 is introduced with corresponding eigenvalue de-
composition (EVD) given as VqΛqV

H
q , where Λq is a diag-

onal matrix with its diagonal elements sorted in descending
order.

The objective of this paper is to obtain the optimal α,Be,Bi

and F to maximize I(low)
SD , subjecting to the transmission

energy constraint at the source node and the relay node
which are respectively given as (17) and (19). Hence, the
optimization problem is expressed as

max
α,Be,Bi,F

1− α
2

log2

∣∣∣INi + ĤHR−1n Ĥ
∣∣∣ (20a)

s.t. αtr{BeB
H
e }+

1− α
2

tr{BiB
H
i } ≤

1 + α

2
Ps

(20b)
Eu ≤ Er, 0 < α < 1. (20c)

III. PROPOSED TRANSCEIVER OPTIMIZATION ALGORITHM

Theorem 1: The optimal Be as the solution to the problem
(20) has the following structure

B∗e = λ
1
2
e vq,1u

H
1 (21)

where (·)∗ denotes the optimal value, λe is a positive scalar
variable, vq,1 denotes the first column of Vq and u1 is an
Ne × 1 vector satisfying uH1 u1 = 1.

Proof: Refer to Appendix A.
Theorem 1 shows that the optimal Be has a rank-one

solution. It can be seen from (21) that the source node sends
one energy beam towards the strongest direction vq,1 of the
source-relay channel correlation matrix Q, which is reasonable
for the sake of energy transmission efficiency. With the optimal
structure of Be proposed in (21), the optimization problem
(20) is rewritten as

max
α,λe,Bi,F

1− α
2

log2

∣∣∣INi + ĤHR−1n Ĥ
∣∣∣ (22a)

s.t. αλe+
1− α
2

tr{BiB
H
i } ≤

1 + α

2
Ps (22b)

Eu ≤ αEh (λeλq) , λe ≥ 0, 0 < α < 1 (22c)

where λq is the largest eigenvalue of Q. It can be observed that
in the optimization problem (22), we only need to optimize
λe in Be, where tr

{
BeB

H
e

}
= λe.

The transceiver optimization problem (22) is nonconvex
with matrix variables, where both the complicated objective
function (22a) and the constraints (22b) and (22c) are non-
convex. Therefore, the actual globally optimal solution of the
problem (22) is intractable. To solve (22), we propose to
use a tri-loop iterative algorithm which obtains a suboptimal
solution with a tractable computational complexity. In this tri-
loop algorithm, the outer loop is used to optimize α based on
the golden section search. Built upon the primal decomposition
approach, the middle loop provides the optimal structure of
F, while the inner loop finds the optimal power loading in
Bi and F. We would like to mention that to the best of our
knowledge, it is not possible to compare the solution of the
tri-loop iterative algorithm with the actual optimal solution of
the problem (22), as the latter is unknown.

A. Outer Loop: Optimization of α
In the outer loop, the optimal α is obtained. It is observed

that the objective function (22a) is a unimodal function of
α and the feasibility region of the problem (22) specified by
(22b) and (22c) monotonically increases with α. Hence, to
obtain the optimal α, the golden section search method [31]
is adopted. It is obvious that the optimization problem (22)
with any given α can be re-expressed as

min
λe,Bi,F

I{α} = log2

∣∣∣∣(INi + ĤHR−1n Ĥ
)−1∣∣∣∣ (23a)

s.t. αλe+
1− α
2

tr{BiB
H
i } ≤

1 + α

2
Ps (23b)

Eu ≤ αEh (λeλq) , λe ≥ 0, (23c)

where I{α} denotes the optimal value of (23a) with any
given α. Equivalently, the objective function of (22a) can be
rewritten as H{α} = − 1−α

2 I{α}. We present the procedure
of the golden section search method in Algorithm 1, where
δ is the golden ratio (δ ≈ 1.618) and ε1 is a small positive
constant which is used to control the convergence of the loop.

Algorithm 1 Golden section search method to find the optimal
α

Initialization: αL = 0 and αU = 1
1: while |αU − αL| ≥ ε1 do
2: Set a1 = (δ − 1)αL + (2− δ)αU .
3: Set a2 = (2− δ)αL + (δ − 1)αU .
4: Compute H{a1} and H{a2}.
5: if H{a1} ≤ H{a2} then
6: αL = a1.
7: else
8: αU = a2.
9: end if

10: end while
11: α∗ = (αL + αU )/2.

B. Middle Loop: Primal Decomposition
Next, we will tackle the optimization problem (23). With

the matrix inversion lemma and the introduction of the optimal
structure of F [32] given as

F∗ = TD (24)
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where D = BH
i ĤH

1

(
Ĥ1BiB

H
i ĤH

1 + γ1Σ1 + σ2
rINR

)−1
can be viewed as a weight matrix for the Wiener filter at the
relay node, whereas T is an NR × Ni matrix which can be
viewed as the relay transmit precoding matrix, (23a) can be
rewritten as

I{α} = log2

∣∣∣∣(INi + BH
i ĤH

1 Ξ−11 Ĥ1Bi

)−1
+
(
Θ−1 + THĤH

2 Ξ−12 Ĥ2T
)−1∣∣∣∣ (25)

where

Ξ1 = tr
{
BiB

H
i Φ1

}
Σ1 + σ2

rINR (26)

Ξ2 = tr
{
TΘTHΦ2

}
Σ2 + σ2

dIND (27)

Θ = BH
i ĤH

1

(
Ĥ1BiB

H
i ĤH

1 + Ξ1

)−1
Ĥ1Bi. (28)

By using (24), Eu is expressed as

Eu =
1− α
2

tr
{
TΘTH

}
. (29)

Hence, the optimization problem (23) is rewritten as

min
λe,Bi,T

log2

∣∣∣∣(INi + BH
i ĤH

1 Ξ−11 Ĥ1Bi

)−1
(30a)

+
(
Θ−1 + THĤH

2 Ξ−12 Ĥ2T
)−1∣∣∣∣

s.t. αλe+
1− α
2

tr{BiB
H
i } ≤

1 + α

2
Ps (30b)

1− α
2

tr
{
TΘTH

}
≤ αEh (λeλq) (30c)

λe ≥ 0. (30d)

It is observed that in the problem (30), the optimal λe, Bi

and T are coupled together, where the optimal λe is connected
to the optimal Bi and T in the constraint (30b) and (30c)
respectively, whereas Bi and T are linked together through
the optimal λe. Hence, the primal decomposition method [33]
is applied with the introduction of κ where αλe = κ and
κ ∈ [0, 1+α2 Ps]. The master problem is written as

min
κ
I{α}(κ) = log2

∣∣∣∣(INi + BH
i ĤH

1 Ξ−11 Ĥ1Bi

)−1
+
(
Θ−1 + THĤH

2 Ξ−12 Ĥ2T
)−1∣∣∣∣ (31a)

s.t. 0 ≤ κ ≤ 1 + α

2
Ps (31b)

where I{α}(κ) denotes the optimal value of (31a) with any
given κ. The optimization subproblem is given as

min
Bi,T

log2

∣∣∣∣(INi + BH
i ĤH

1 Ξ−11 Ĥ1Bi

)−1
+
(
Θ−1 + THĤH

2 Ξ−12 Ĥ2T
)−1∣∣∣∣ (32a)

s.t. tr{BiB
H
i } ≤ Pα (32b)

tr
{
TΘTH

}
≤ Eα (32c)

where

Pα =
(1 + α)Ps − 2κ

1− α
, Eα =

2α

1− α
Eh

(κ
α
λq

)
. (33)

In the middle loop, the master problem is solved by using
a one-dimensional search method to obtain the optimal κ. For
the one-dimensional search method, we use the well-known
golden section search method [31]. The algorithm in solving
the problem (31) is presented in Algorithm 2, where n is
the number of iterations and ε2 is a small positive number
controlling the convergence of the algorithm.

Algorithm 2 Obtain the optimal λ∗e by solving the master
problem (31)

Initialization: n = 0, κ{0}lo = 0 and κ{0}up = 1+α
2 Ps

1: while |κ{n}up − κ{n}lo | ≥ ε2κ
{0}
up do

2: Set k{n}1 = (δ − 1)κ
{n}
lo + (2− δ)κ{n}up .

3: Set k{n}2 = (2− δ)κ{n}lo + (δ − 1)κ
{n}
up .

4: Compute I{α}(k{n}1 ) and I{α}(k{n}2 ).
5: if I{α}(k{n}1 ) ≥ I{α}(k{n}2 ) then
6: κ

{n+1}
lo = k

{n}
1 , κ{n+1}

up = κ
{n}
up .

7: else
8: κ

{n+1}
lo = κ

{n}
lo , κ{n+1}

up = k
{n}
2 .

9: end if
10: n = n+ 1.
11: end while
12: κ∗ = (κ

{n}
lo + κ

{n}
up )/2.

13: λ∗e = κ∗/α.

C. Inner Loop: Optimization of Bi and T

In the innermost loop, we solve the problem (32). By using
the matrix inversion lemma, it is noted that Θ can be rewritten
as

Θ = BH
i ĤH

1 Ξ−11 Ĥ1Bi

(
BH
i ĤH

1 Ξ−11 Ĥ1Bi + INi

)−1
(34)

whereas it is noticed that at moderately high SNRs, i.e.
BH
i ĤH

1 Ξ−11 Ĥ1Bi � INi , Θ ≈ INi . Hence, at moderately
high SNRs, Ξ2 is given as

Ξ2 = tr
{
TTHΦ2

}
Σ2 + σ2

dIND (35)

and the problem (32) is expressed as

min
Bi,T

log2

∣∣∣∣(INi + BH
i ĤH

1 Ξ−11 Ĥ1Bi

)−1
+
(
INi + THĤH

2 Ξ−12 Ĥ2T
)−1∣∣∣∣ (36a)

s.t. tr{BiB
H
i } ≤ Pα (36b)

tr
{
TTH

}
≤ Eα. (36c)

Furthermore, we would like to mention that in general
scenarios, the CSI mismatch covariance matrices, Φ1,Φ2,Σ1

and Σ2 are not scaled identity matrices as assumed in [16].
This is because in many practical applications, there is channel
correlation [27]. Thus, it is more difficult to solve the problem
(36) as compared to [16]. To reduce the difficulties in solving
the problem (36), the following inequality is used [27]

tr {XY} ≤ tr {X}λM (Y) (37)
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where λM (·) denotes the largest eigenvalue of a matrix with
equality holds when Y is a scaled identity matrix. By applying
(37), the upper-bounds of Ξ1 and Ξ2 are respectively given
as

Ξ̂1[tr{BiB
H
i }] = φ1,1tr

{
BiB

H
i

}
Σ1+σ

2
rINR (38)

Ξ̂2[tr{TTH}] = φ2,1tr
{
TTH

}
Σ2+σ

2
dIND (39)

with dependence on tr{BiB
H
i } and tr{TTH} where φ1,1 =

λM (Φ1) and φ2,1 = λM (Φ2). Besides, it is clear that the
equality of (36b) and (36c) must be satisfied with the optimal
Bi and T. Hence, the upper-bounds of Ξ1 and Ξ2 with the
optimal Bi and T are expressed as

Ξ̂1[Pα] = φ1,1PαΣ1+σ
2
rINR , Ξ̂2[Eα] = φ2,1EαΣ2+σ

2
dIND .

(40)
To reduce the complexity of the optimization problem (36),
we replace Ξ1 and Ξ2 in (36a) with the corresponding
upper-bounds. By exploiting the upper-bound of the objective
function (32a), the optimization subproblem is transformed
into

min
Bi,T

log2

∣∣∣(INi + BH
i MBi

)−1
+
(
INi + THNT

)−1∣∣∣
(41a)

s.t. tr{BiB
H
i } ≤ Pα (41b)

tr
{
TTH

}
≤ Eα (41c)

where M = ĤH
1 (Ξ̂1[Pα])

−1Ĥ1 and N = ĤH
2 (Ξ̂2[Eα])

−1Ĥ2

with the corresponding EVD given as VmΛmVH
m and

VnΛnVH
n , where Λm and Λn are diagonal matrices with

their diagonal elements arranged in descending order.
We would like to note that the purpose of applying the

bounds in (35) and (37) is to make the problem (32) solvable
with a practical computational complexity. Since the objective
function (32a) is a complicated nonconvex function of matrix
variables Bi and T, the globally optimal solution of the
problem (32) is intractable. Thus, it is very difficult to infer
the gap between the global optimum of the problem (32) and
the optimal solution of the problem (41).

Based on the Hadamard’s inequality [34], for a positive
semidefinite (PSD) matrix X of order N , the determinant of
X follows the inequality introduced as

|X| ≤
N∏
i=1

xi (42)

where xi denotes the ith diagonal element of X. The equality
of (42) is achieved when X is a diagonal matrix. Based on
(42), the objective function (41a) is optimized when BH

i MBi

and THNT are diagonal matrices. Hence, to optimize the
objective function (41a), the optimal structure for Bi and T
is given as

B∗i = Vm,1Λ
1
2

b , T∗ = Vn,1Λ
1
2
t (43)

where Λb and Λt are diagonal matrices with non-negative
entries, whereas Vm,1 and Vn,1 contain the leftmost Ni
columns of Vm and Vn respectively.

By substituting (43) into (41), the problem (41) is equiv-
alently reduced to a power allocation problem with scalar
variables which is given as

min
λb,λt

Ni∑
i=1

log2

(
1

1 + λm,iλb,i
+

1

1 + λn,iλt,i

)
(44a)

s.t.

Ni∑
i=1

λb,i ≤ Pα (44b)

Ni∑
i=1

λt,i ≤ Eα (44c)

λb,i ≥ 0 , λt,i ≥ 0 , i = 1, · · · , Ni (44d)

where λb = [λb,1, · · · , λb,Ni ]T , λt = [λt,1, · · · , λt,Ni ]T and
for i = 1, · · · , Ni, λm,i, λn,i, λb,i and λt,i denote the ith
diagonal element of Λm, Λn, Λb and Λt, respectively. It is
observed that the objective function (44a) is symmetric in
λb and λt, whereas the optimal λb and λt have different
transmission power constraint. Hence, we propose a bi-step
iterative method [35]–[37] to solve the problem (44), in
which the optimal λb and λt are iteratively updated until
convergence. Firstly, we solve the problem (44) with fixed
λt. By using the Lagrange multiplier method, it is noted that
the optimal λ∗b,i for i = 1, · · · , Ni to the problem (44) with
any given λt is given as

λ∗b,i =
1

2λm,i

(√
z2i +

4λm,izi
µ1

− zi − 2

)+

(45)

where zi = 1+λn,iλt,i for i = 1, · · · , Ni, (x)+ = max(0, x),
and µ1 > 0 is the Lagrangian multiplier to (44b) and can be
calculated by solving the equality of (44b) with λ∗b,i given in
(45) using the bisection method.

Similarly, the optimal λ∗t,i for i = 1, · · · , Ni to the problem
(44) with any given λb is given as

λ∗t,i =
1

2λn,i

(√
y2i +

4λn,iyi
µ2

− yi − 2

)+

(46)

where yi = 1 + λm,iλb,i for i = 1, · · · , Ni, µ2 > 0
is the Lagrangian multiplier to (44c) and can be calculated
by solving the equality of (44c) with λ∗t,i given in (46)
using the bisection method. The bi-step iterative algorithm in
solving the power allocation problem (44) is summarized in
Algorithm 3, where ε3 is a small positive number controlling
the convergence of the algorithm.

The main complexity of solving the problem (22) using
the proposed tri-loop algorithm is in calculating the EVD
of M and N in (41), which has a complexity order of
O(N3

S) and O(N3
R), respectively. Thus, the overall com-

putational complexity of the tri-loop algorithm is given by
O(c1c2(N3

S+N
3
R)), where c1 is the number of golden section

searches in Algorithm 1 to obtain the optimal α, and c2 is the
number of iterations in solving the master problem (31) in
Algorithm 2.
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Algorithm 3 Bi-step iterative algorithm to solve the problem
(44)

Initialization: λ{0}b,i = Pα
Ni

and λ{0}t,i = Eα
Ni

, ∀i
1: n = 0, flag = 1.
2: while flag = 1 do
3: n← n+ 1.
4: Calculate λ∗b,i,∀i with fixed λ

{n−1}
t and set it as λ{n}b .

5: Calculate λ∗t,i,∀i with fixed λ
{n}
b and set it as λ

{n}
t .

6: if max |λ{n}b − λ
{n−1}
b | ≤ ε3 then

7: if max |λ{n}t − λ
{n−1}
t | ≤ ε3 then

8: flag = 0, m = n.
9: end if

10: end if
11: end while
12: λ∗b = λ

{m}
b and λ∗t = λ

{m}
t .

D. Peak Power Constraints

We would like to highlight the fact that under the trans-
mission energy constraint at the source node (17), when α
approaches its boundary [4], i.e., α → 0 and α → 1, the
transmission powers for the source node, i.e., tr{BeB

H
e } and

tr{BiB
H
i } may approach infinity, which is not achievable in

practice. Moreover, when α → 1, from (19), the relay node
transmission power may approach infinity. Thus, to impose the
practical peak power constraints to the optimization problem
(30), we introduce P̂s and P̂r as the peak power limits at
the source node and the relay node respectively, with the
corresponding peak transmission power constraints given as
λe ≤ P̂s, tr{BiB

H
i } ≤ P̂s and tr{TΘTH} ≤ P̂r. With

the introduction of peak power limits, the optimization master
problem (31) is rewritten as

min
κ
E{α}(κ) (47a)

s.t. 0 ≤ κ ≤ min

(
1 + α

2
Ps, αP̂s

)
(47b)

whereas the optimization subproblem (32) is rewritten as

min
Bi,T

log2

∣∣∣∣(INi + BH
i ĤH

1 Ξ−11 Ĥ1Bi

)−1
+
(
Θ−1 + THĤH

2 Ξ−12 Ĥ2T
)−1∣∣∣∣ (48a)

s.t. tr{BiB
H
i } ≤ ρs (48b)

tr
{
TΘTH

}
≤ ρr (48c)

where ρs = min(Pα, P̂s) and ρr = min(Eα, P̂r).
By observation, it is noticed that the structure of the

master problem (31) and the problem (47) is identical. Hence,
Algorithm 2 can be used to solve the problem (47) with some
modifications at the initialization step, i.e. instead of κ{0}up =
1+α
2 Ps, κ

{0}
up is initialized as κ

{0}
up = min

(
1+α
2 Ps, αP̂s

)
.

Besides, it is also observed that structure for the optimization
subproblem with peak power limits (48) is identical to the
problem (32). Thus, the technique used in solving the problem
(32) is adopted to solve the problem (48). Similar to the algo-
rithm proposed to solve the problem (32), we have Θ ≈ INi .

The upper-bound of Ξ1 and Ξ2 with the introduction of peak
power limits is rewritten as

Ξ̂1[ρs] = φ1,1ρsΣ1+σ
2
rINR , Ξ̂2[ρr] = φ2,1ρrΣ2+σ

2
dIND .

(49)
The problem (48) with the upper-bound of (48a) as objective
function is expressed as

min
Bi,T

log2

∣∣∣(INi + BH
i M′Bi

)−1
+
(
INi + THN′T

)−1∣∣∣
(50a)

s.t. tr{BiB
H
i } ≤ ρs (50b)

tr
{
TTH

}
≤ ρr (50c)

where M′ = ĤH
1 (Ξ̂1[ρs])

−1Ĥ1 and N′ = ĤH
2 (Ξ̂2[ρr])

−1Ĥ2

with corresponding EVDs given as V′mΛ′mV′Hm and
V′nΛ′nV′Hn where Λ′m and Λ′n are diagonal matrices with
their diagonal elements arranged in descending order.

Similar to (35), the bounds in (49) are used to make
the problem (48) solvable with a practical computational
complexity. It is hard to quantify the gap between the globally
optimal solution of the problem (48) and the proposed solution
via solving the problem (50), as the former is intractable to
obtain. By using the optimal structure of Bi = V′mΛ

1
2

b and
T = V′nΛ

1
2
t , the problem (50) is expressed as

min
λb,λt

Ni∑
i=1

log2

(
1

1 + λ′m,iλb,i
+

1

1 + λ′n,iλt,i

)
(51a)

s.t.

Ni∑
i=1

λb,i ≤ ρs (51b)

Ni∑
i=1

λt,i ≤ ρr (51c)

λb,i ≥ 0 , λt,i ≥ 0 , i = 1, · · · , Ni (51d)

where for i = 1, · · · , Ni, λ′m,i and λ′n,i denote the ith diagonal
elements of Λ′m and Λ′n respectively.

Similar to the method in solving the problem (44), the bi-
step iterative algorithm presented in Algorithm 3 is used to
solve the problem (51). With the consideration of peak power
limits, the optimal λ∗b,i and λ∗t,i are proposed as follows. By
using the Lagrange multiplier method, it is noted that the
optimal λ∗b,i for i = 1, · · · , Ni to the problem (51) with any
given λt is written as

λ∗b,i =
1

2λ′m,i

√z′2i +
4λ′m,iz

′
i

µ′1
− z′i − 2

+

(52)

where z′i = 1 + λ′n,iλt,i for i = 1, · · · , Ni, and µ′1 > 0 is
the Lagrangian multiplier to (51b) and can be calculated by
solving the equality of (51b) with λ∗b,i given in (52) using the
bisection method. Similarly, the optimal λ∗t,i for i = 1, · · · , Ni
to the problem (51) with any given λb is given as

λ∗t,i =
1

2λ′n,i

√y′2i +
4λ′n,iy

′
i

µ′2
− y′i − 2

+

(53)
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where y′i = 1 + λ′m,iλb,i for i = 1, · · · , Ni, µ′2 > 0 is
the Lagrangian multiplier to (51c) and can be calculated by
solving the equality of (51c) with λ∗t,i given in (53) using the
bisection method.

Similar to the analysis before, the complexity of the
transceiver optimization with peak power constraints using
the tri-loop algorithm is O(c′1c′2(N3

S + N3
R)), where c′1 is

the number of golden section searches to obtain the optimal
α, and c′2 is the number of iterations in solving the master
problem (47).

IV. NUMERICAL SIMULATIONS

DestinationRelaySource

Dt = D1+D2 

D1 D2 

Fig. 3. Location of the source, relay, and destination nodes in the relay
communication system.

In this section, we investigate the system performance of the
proposed robust transceiver designs without peak power limits
(Flexible) and with peak power limits (Peak). The transceiver
design for the Flexible system is obtained by the proposed
tri-loop algorithm where the problem (44) (i.e., the design
criterion is (44a)) is solved in the inner loop. The MI of the
Flexible system shown in the simulation figures is calculated
according to (15) with α∗ from Algorithm 1, Bi in (43) using
Λb from Algorithm 3, and F∗ in (24) with T∗ in (43) using Λt

from Algorithm 3. For the Peak system, the transceiver design
is obtained using the tri-loop algorithm, where the problem
(51) is solved in the inner loop, i.e., the design criterion is
(51a). In the simulation figures, the MI of the Peak system
is computed based on (15) in a way similar to the MI of the
Flexible system described above, except that Λb and Λt are
obtained from solving the problem (51).

We assume the peak power limits are given as P̂s = P̂r =
gPs, (g ≥ 1). The nodes in the relay communication system
are placed as illustrated in Fig. 3, where the distance between
the source and relay nodes D1 is set as D1 = 10τ meters
and the distance between the relay and destination nodes D2

is set as D2 = 10(2 − τ) meters. The distance between the
source and the destination nodes, i.e., the total distance, is
set as Dt = 20 meters. The value of τ , (0 < τ < 2), is
normalized over a distance of 10 meters, so the relay position
can be easily determined, i.e., when D1 < D2, the relay is
placed closer to the source node, whereas D2 < D1 indicates
the relay node is placed closer to the destination node. In the
simulations, we set 0.1 ≤ τ ≤ 1.9, thus D1 ≥ 1 meters and
D2 ≥ 1 meters.

With the consideration of channel pathloss, the channel
matrices H1 and H2 are correspondingly modelled as H1 =

D
−ξ/2
1

(
Ĥ1 + ∆1

)
and H2 = D

−ξ/2
2

(
Ĥ2 + ∆2

)
, where

D
−ξ/2
1 and D

−ξ/2
2 denote the large scale pathloss of the

source-relay link and the relay-destination link, respectively, ξ

denotes the pathloss exponent with ξ = 3 (suburban commu-
nication case) [38]. Based on the Gaussian-Kronecker model,
the estimated channel matrices Ĥ1 and Ĥ2 are constructed as

Ĥ1 =

√
1− σ2

e

σ2
e

Σ
1
2
1 Ĥω,1Φ

1
2
1 , Ĥ2 =

√
1− σ2

e

σ2
e

Σ
1
2
2 Ĥω,2Φ

1
2
2

(54)
where σ2

e stands for the variance of estimation error, whereas
Ĥω,1 and Ĥω,2 denote the small-scale channel fading. Here,
Ĥω,1 and Ĥω,2 are complex Gaussian matrices whose entries
are i.i.d. with zero mean and variance of 1/NS and 1/NR
respectively.

The row and column covariance matrices for Ĥ1, Ĥ2,∆1

and ∆2 are simulated as

[Φ1]ij = σ2
eβ
|i−j|
t i, j = 1, · · · , NS

[Σ1]ij = β|i−j|r i, j = 1, · · · , NR
[Φ2]ij = σ2

eβ
|i−j|
t i, j = 1, · · · , NR

[Σ2]ij = β|i−j|r i, j = 1, · · · , ND

where [·]ij stands for the ith row jth column matrix entry,
βt ∈ [0, 1] and βr ∈ [0, 1] denote the correlation coefficients
of the row and column covariance matrices.

The parameters for all numerical examples are set as follows
unless explicitly mentioned: where NS = NR = ND = N ,
σ2
r = σ2

d = −50 dBm, ε1 = ε2 = ε3 = 10−6, g = 2, τ = 1,
σ2
e = 0.1, βt = 0.2 and βr = 0.2. The obtained simulation

results are averaged through 500 independent channel realiza-
tions.

A. System performance comparison for the proposed robust
algorithms and the existing non-robust algorithm given in
[11].

In the first numerical example, the system performance
for the proposed robust transceiver designs without peak
power limits (Flexible) and with peak power limits (Peak)
is compared to the upper-bound based algorithm developed
in [11] using the estimated CSI (denoted as “Non-Robust”).
The upper-bound based algorithm developed in [11] using the
perfect CSI (denoted as “Perfect CSI”) is set as the benchmark
in the simulation and it is used to illustrate the system perfor-
mance in the ideal scenario where there is no CSI mismatch.
We would like to highlight that the Perfect CSI algorithm is not
achievable in practice. In the existing work [11], it is noted that
the linear EH model is used. Linear EH model can be viewed
as a special case of the CLC non-linear EH model (denoted as
“Ideal”) where PTh = 0 and E′m =∞. The practical CLC-EH
model (denoted as “Practical”) is mathematically formulated
with PTh = −22.6dBm and E′max = 20mW [39]. For
fairness, η = 0.6 is adopted for all the tested algorithms and
N = 3. We compare the system MI for the tested algorithms
at σ2

e = 0.05 and σ2
e = 0.1.

Fig. 4 and Fig. 5 correspondingly illustrate the system MI
and the harvested energy at the relay node for all the tested
systems at σ2

e = 0.05 and σ2
e = 0.1. Based on Fig. 4,

it is observed that the proposed algorithms outperform the
non-robust algorithm. Moreover, the system MI gap between
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the proposed robust algorithms and the non-robust algorithm
is larger when σ2

e is greater. This observation indicates that
the algorithm proposed without the consideration of the CSI
mismatch will cause degradation in system performance in real
life. Besides, it is noted from Fig. 5 that the energy harvested
at the relay node for the non-robust algorithms is lower than
the proposed algorithm. Furthermore, the system MI for the
proposed algorithms with “Ideal” EH model and “Practical”
EH model is almost identical at reasonably large Ps. This
indicates that the practical EH circuit is not saturated with the
energy-bearing signal transmitted to the relay node. Moreover,
it is noted from the Fig. 4 that at low Ps (e.g. Ps < 5dBm), the
system MI for the proposed algorithm with peak power limit
using the “Practical” EH model is lower than the proposed
algorithm with peak power limit using the “Ideal” EH mode.
This is because the input power for the practical EH circuit
with peak power limit in some circumstance is lower than the

EH circuit input power threshold (−22.6dBm), which results
in zero transmission energy at the relay node. When the relay
node does not have any transmission energy, the system MI
is zero which results in low system MI as compared to the
“Ideal” EH model algorithm.

B. System performance of the proposed robust algorithms with
different non-linear EH model versus τ .
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Fig. 6. The non-linear EH models for the EH circuit [47].
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Fig. 7. System MI for the proposed algorithms against τ with the EH circuit
[39] at Ps = 20dBm and N = 2.

In the second numerical example, we investigate the sys-
tem performance for the proposed algorithm against τ at
Ps = 20dBm and N = 3 with different non-linear EH
models. For the CLC EH model, we set PTh = −22.6dBm,
E′m = 4mW and η = 0.6. Similar to the CLC EH mode, the
saturation output power for the LF EH model is set as 4mW,
while the the experimental parameters are given as a = 150,
b = 0.014 [40] (according to [42]). For the heuristic model
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Fig. 8. Available energy at the relay node for the proposed algorithms against
τ with the EH circuit [47] at Ps = 20dBm and N = 2.

[26], the experimental parameters are given as c0 = 704, c1 =
1160, c2 = 413, d0 = 12.5, d1 = 25.4, d2 = 15.1, and d3 = 1
[47]. Fig. 6 illustrates the input-output energy relationship for
the CLC EH model, the LF EH model and the heuristic EH
model.

The CLC EH model considers the sensitivity and saturation
output power with a constant energy harvesting efficiency at
the linear range. The drawback of this non-linear EH model
is that the saturation output power is not provided in many
practical EH circuits e.g. [39]–[41], [44], [45]. Besides, the
variation of the energy harvesting efficiency with respect to
the input power is not reflected in this model. The merit of
this model is in its simplicity. The LF EH model is constructed
based on the logistic function (sigmoidal) to find the best-
fit curves for the experimental data (output power) obtained
from the EH circuit. The drawback of this model is that there
is not much existing research with regards to EH circuits
which includes the output power performance. Similar to the
CLC EH mode, the saturation output power is commonly
unknown. Moreover, in most cases, the experimental value
b (which is used to represent the sensitivity) is different
from the sensitivity value given by the EH circuit, e.g. for
the circuit in [39] with PTh = 0.0055mW, the curve fitting
result in [25] shows b = 0.003. The benefit of this model is
that it represents the practical rising edge of an EH circuit.
Different to the LF EH model, the heuristic EH model is
constructed based on the heuristic function to find the best-fit
curve for the experimental data (energy efficiency) obtained
from the EH circuit. The drawback of this model is there is
not much work considering this non-linear EH model, hence
not many experimental parameters can be obtained besides
the work [26]. In addition, this EH model does not consider
the sensitivity. It is noted that even though the input power
is less than the sensitivity provided by the EH circuit, there
is still output power. The benefit of this model is that it
provides practical saturation output power and rising edge for
EH circuits.

Fig. 7 and Fig. 8 correspondingly illustrate the system MI
and the available energy at the relay node for the proposed
algorithms against τ with different non-linear EH models. It
can be observed from Fig. 8, the harvested energy for the
proposed algorithms using the LF EH model is the lowest,
whereas the harvested energy for the proposed algorithms
using the CLC EH model is the highest. This agree with the
input-output power relationship of the non-linear EH model
used as illustrated in Fig. 6. Due to the difference in the
harvested energy, it can be observed from Fig. 7 that the
system MI for the proposed algorithms are different. It is
observed that the system MI for the proposed algorithms
increases when the relay node is placed further from the source
node (0.1 ≤ τ ≤ 0.3). By placing the relay node closer to the
source node, it does not increase the available transmission
energy at the relay node due to saturation of the EH circuit.
For the heuristic model, it remains almost the same in this
range. This is because the available transmission energy at
the relay node is reduced with τ . However, when the relay
node is located closer to the destination node, the system MI
increased. This is because with a shorter distance between
the relay and destination nodes which helps to improve the
second-hop channel.

C. System MI for the proposed robust algorithms using the
CLC EH model versus τ at different E′m and PTh.
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Fig. 9. System MI for the proposed algorithm without peak power limits using
the CLC EH model versus τ with different E′

m and PTh at Ps = 15dBm
and N = 2.

In the third numerical example, we investigate the system
MI for the proposed algorithm using the CLC EH model
versus τ with different E′m and PTh at Ps = 15dBm and
N = 2, where E′m = 20mW or E′m = 0.2mW whereas
PTh = −22.6dBm or PTh = −2.6dBm. Fig. 9 illustrates
the system MI for the proposed algorithm without peak
power limits using the CLC EH model versus τ with various
combinations of E′m and PTh. It is observed that the system
MI for the proposed algorithm without peak power limits at
E′m = 20mW are identical. It is also noticed that there is a gap
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in between the system MI for the proposed algorithm without
peak power limits at E′m = 0.2mW with different PTh. The
observation shows that the variation of PTh does not impact
the system MI for the proposed algorithm without peak power
limits when the difference in PTh and E′m is sufficiently large.
Furthermore, it is noticed that the system MI for the proposed
algorithm without peak power limits at high E′m decreased
when the relay node is located further from the source node
(0.1 ≤ τ ≤ 1). This is because when the relay node is located
further from the source node, the available transmission energy
at the relay node which relies on the harvested energy reduces
with τ . Interestingly, the system MI for the proposed algorithm
without peak power limits at high E′m increases when the relay
node is located closer to the destination node. Even though
at 1 ≤ τ ≤ 1.9, the available transmission energy at the
relay node is reduced with τ , the distance between the relay
node and the destination node is also reduced with τ . Due to
the shorter distance between the relay and destination nodes,
which leads to a better second-hop channel, the system MI
increases. Unlike the system MI for the proposed algorithm
without peak power limits at high E′m, it is noticed that the
system MI for the proposed algorithm without peak power
limits at low E′m increases with the increase of τ . This is
because by placing the relay node closer to the source node
does not help to increase the available transmission energy
at the relay node as the output energy for the EH circuit at
the relay is saturated. However, by placing the relay node
closer to the destination node helps in providing better second-
hop channel, hence the system MI increases with τ for the
proposed algorithm with low E′m.
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Fig. 10. System MI for the proposed algorithm with peak power limits using
the CLC EH model versus τ with different E′

m and PTh at Ps = 15dBm
and N = 2.

Fig. 10 and Fig. 11 respectively illustrate the system MI
and the available energy at the relay node for the proposed
algorithm with peak power limits, P̂s = P̂r = 2Ps, using
the CLC EH model versus τ with various combinations of
E′m and PTh. It is observed that for the system MI of
the proposed algorithms with peak power limits at low PTh
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Fig. 11. Energy at the relay node for the proposed algorithm with peak
power limit using the CLC EH model versus τ with different E′

m and PTh

at Ps = 15dBm and N = 2.

(PTh = −22.6dBm) follows a similar pattern as the system
MI for the proposed algorithm without peak power limits
as illustrated in Fig. 9. However, the system MI for the
proposed algorithm with peak power limits at large PTh
(PTh = −2.6dBm) is different to the system MI illustrated
in Fig. 9. It is observed that the system MI for the proposed
algorithm with peak power limits at large PTh reduced to zero
when τ > 1. Besides, it is also noticed from Fig. 11, there
is no transmission energy available at the relay node for the
proposed system with PTh = −2.6dBm when τ > 1. This
is because when the relay node is located further from the
source node, the received RF signals for EH is reduced due to
the channel pathloss and resulted in the received input power
for the EH circuits below −2.6dBm. Different to the proposed
algorithm without peak power limits, λe is capped by P̂s. As
the source node is unable to provide sufficient transmission
power (capped at P̂s) during the first time frame to activate
the EH circuit, the system MI in practice is limited by the
sensitivity of the EH circuit implemented at the relay node.

D. System MI for the proposed robust algorithms with peak
power limits using the LF EH model versus τ with the EH
circuit [40] and [41] at various E′m .

In the fourth numerical example, we investigate the system
MI for the proposed algorithm with peak power limits at Ps =
15dBm and N = 3 using the LF EH model against τ with
the EH circuits proposed in [40] (a = 150, b = 14mW [42])
and [41] (a = 47083, b = 2.9µW [43]) at E′m = 20mW and
E′m = 10mW. The LF EH model for the practical EH circuit
at E′m = 20mW and E′m = 10mW is illustrated in Fig. 12.
Based on Fig. 12, it is observed that the sensitivity for the EH
circuit [40] is larger than the EH circuit [41]. Furthermore,
it is also noticed that when a and b are fixed, the EH circuit
using the LF EH model reaches the saturation output power
at the same input power disregard the difference in the value
of E′m.
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Fig. 13 and Fig. 14 correspondingly illustrate the system
MI and the output energy of the EH circuit at the relay
node for the proposed algorithm with peak power limits at
Ps = 15dBm, N = 3, with different E′m (E′m = 20mW
and E′m = 10mW) and the EH circuits [40] and [41]. At
0.1 ≤ τ ≤ 1, it is observed that the system MI for the proposed
algorithm with the EH circuit [40] decreases when the relay
node is located further from the source node. However, at
1 ≤ τ ≤ 1.9, the system MI for the proposed algorithm with
the EH circuit [40] increases when the relay node is located
nearer to the destination node. This is because by placing the
relay node closer to the source node improves the amount
of energy harvested at the relay node, whereas by placing
the relay node closer to the destination node ensures better
second-hop channel which helps to improve the system MI.
It is observed from Fig. 14, the EH circuit [40] reaches its
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Fig. 14. Output Energy of the EH circuit at the relay node for the proposed
algorithm with peak power limits using the LF EH model versus τ at Ps =
15dBm, N = 3, with different E′

m (E′
m = 20mW and E′

m = 10mW) and
the EH circuits [40] and [41].

saturation point when the relay node is located close to the
source node. When the relay node is located further from the
source node, the output energy significantly reduces. This is
because by locating the relay node further from the source
node, the received RF signals are significantly influenced by
the channel pathloss which reduces the amount of input power
to the EH circuit at the relay node. Thus, when the relay node
is located further from the source node, the amount of energy
harvested at the relay node is reduced. Furthermore, it is
noticed that the system MI for the proposed algorithm with the
EH circuit [41] is different to the system performance of the
proposed algorithm with the EH circuit [40]. The system MI
for the proposed algorithm with the EH circuit [41] increases
when the relay node is located nearer to the destination node.
Besides, it can be noticed from Fig. 14, the output power from
the EH circuit [41] is not significantly decreased as compared
to the EH circuit [40] when the relay node is located further
from the source node. This is because the EH circuit [41]
reaches the saturation output power at relatively low input
power as shown in Fig. 12.

E. System MI for the proposed robust algorithms with peak
power limits at Ps = 20dBm using the heuristic EH model
versus τ with different practical EH circuit experimental
parameters.

In the fifth numerical example, we investigate the system
MI for the proposed algorithm with peak power limits at
Ps = 20dBm and N = 2 using the heuristic EH model
against τ with practical EH circuits proposed in [39], [41],
[44], and [45]. The experimental parameters for the considered
EH circuits are obtained based on the experimental parameters
provided in [26].

Fig. 15 and Fig. 16 illustrate the system MI and the available
energy at the relay node for the proposed algorithm with peak
power limits using the heuristic EH model versus τ at Ps =
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Fig. 15. System MI for the proposed algorithm with peak power limits using
the heuristic EH model versus τ at Ps = 20dBm, N = 2.
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Fig. 16. Available Energy at the relay node for the proposed algorithm with
peak power limits using the heuristic EH model versus τ at Ps = 20dBm,
N = 2.

20dBm and N = 2, respectively, for different EH circuits. It is
observed that the system MI for the proposed algorithm using
the EH circuit [41] is the lowest compared to others. This is
because the energy harvested by using the EH circuit [41] is
the lowest as illustrated in Fig. 16. Furthermore, it is noted
that the maximum energy efficiency for the EH circuit [41]
(ηmax = 22%) is the lowest compared to the other considered
EH circuits. Interestingly, it is observed that in most cases,
when the EH relay node is implemented with practical EH
circuit, the system MI increases with τ . This indicates that
a better second-hop channel will help to improve the system
MI.

V. CONCLUSION

In this paper, we have investigated the robust transceiver
design for two-hop AF MIMO relay communication systems

with the TSR protocol. The transceiver design with robust-
ness assists in reducing the degradation caused by the CSI
mismatch between the exact and estimated CSI available in
the system. With the consideration of CSI mismatch, it can
be seen that the optimization problem is more difficult to
solve. We have used the KKT conditions with the primal
decomposition method to solve the source and relay precoding
matrices optimization problem. By using the golden section
search method, we have obtained the optimized TS factor. It
has been demonstrated through numerical simulations that the
proposed transceiver design with robustness provides better
performance compared to the non-robust transceiver design.

APPENDIX

From the problem (20), it is observed that Be does not
explicitly appear in the objective function (20a), however
it influences (20a) by varying the feasible region of the
problem (20) which is specified by constraints (20b) and (20c).
According to Lemma 2 in [46], it is noted that the optimal
Be is the one that maximizes the harvested energy at the
relay during the first time frame. Hence, the optimal Be is
the solution to the problem given as

max
Be

Eh
(
tr
{
BeB

H
e Q

})
(55a)

s.t. tr
{
BeB

H
e

}
= λe (55b)

where λe is a positive scalar. As Eh(x) in (3) is a non-
decreasing function of x, it is noted that the problem (55)
can be maximized by maximizing tr

{
BeB

H
e Q

}
. Thus, the

problem (55) is transformed into

max
Be

tr
{
BeB

H
e Q

}
(56a)

s.t. tr
{
BeB

H
e

}
= λe. (56b)

The optimal structure of Be is given as

Be = VqΛ
1
2
e UH (57)

where Λe is a diagonal matrix of size Ns and U is an Ne×Ns
matrix satisfying UHU = INs . The optimization problem (56)
is expressed as

max
λ̃e

Ns∑
i=1

λq,iλ̃e,i s.t.

Ns∑
i=1

λ̃e,i = λe (58)

where λ̃e = [λ̃e,1, · · · , λ̃e,Ns ]T , λq,i and λe,i denote the ith
diagonal elements of Λq and Λe, respectively. Clearly, the
optimal solution to the optimization problem (58) is λ̃∗e =
[λe, 0, · · · , 0]T . By considering λ̃∗e , the optimal structure of
Be is rewritten from (57) into (21).
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