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A B S T R A C T 

SS433 is the only Galactic binary system known to persistently accrete at highly super-critical (or hyper-critical) rates, similar 
to those in tidal disruption events, and likely needed to explain the rapid growth of those very high redshift quasars containing 

massive SMBHs. Probing the inner regions of SS433 in the X-rays is crucial to understanding this system, and super-critical 
accretion in general, but is highly challenging due to obscuration by the surrounding wind, driven from the accretion flow. 
NuSTAR observed SS433 in the hard X-ray band across multiple phases of its 162 d superorbital precession period. Spectral- 
timing tools allow us to infer that the hard X-ray emission from the inner regions is likely being scattered towards us by the walls 
of the wind-cone. By comparing to numerical models, we determine an intrinsic X-ray luminosity of ≥ 2 × 10 

37 erg s −1 and 

that, if viewed face on, we would infer an apparent luminosity of > 1 × 10 

39 erg s −1 , confirming SS433’s long-suspected nature 
as an ultraluminous X-ray source (ULX). We present the disco v ery of a narrow, ∼100 s lag due to atomic processes occurring in 

outflowing material travelling at least 0.14–0.29c, which matches absorption lines seen in ULXs and – in the future – will allow 

us to map a super-critical outflow for the first time. 

Key words: accretion, accretion discs – X-rays: binaries. 
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 I N T RO D U C T I O N  

isco v ered in 1977 from its bright H α emission (Stephenson &
anduleak 1977 ), SS433’s defining characteristics are undoubtedly 

he helical motion of highly collimated jets of plasma launched 
rom its innermost regions, and mass-loaded, non-polar outflows 
Fabian & Rees 1979 ; Margon et al. 1979 ) which together inflate the
urrounding W50 supernova remnant. Knots in SS433’s jet can be 
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esolved at radio frequencies using very long baseline interferometry 
VLBI) and indicate the presence of highly relativistic electrons 
Vermeulen et al. 1987 ), while the baryon content is revealed by
mission lines ranging from H and He lines in the optical through to
ighly ionized Fe lines in the X-rays (Kotani et al. 1994 ; Marshall
t al. 2013 ). The Doppler shifts of the lines indicate precession of the
ccreting system with a period of ≈ 162 d, also seen in optical (He II )
mission lines originating from the non-polar wind (Fabrika 1997 ). 
oth the jets and winds carry a large kinetic luminosity ( > 10 38 

rg s −1 , e.g. Marshall et al. 2002 ), which requires extraction of
nergy via accretion on to a compact object. While the nature of
is is an Open Access article distributed under the terms of the Creative 
h permits unrestricted reuse, distribution, and reproduction in any medium, 
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Table 1. Observational details for the NuSTAR campaign. 

Obs OBSID JD T exp (ks) � prec � orb � (deg) L ref (10 35 erg s −1 ) 

1 30002041004 2456961 25 0.85 0.28 68 5.20 ± 0.05 

2 30002041006 2456974 29 0.93 0.28 60 12.05 ± 0.06 

3 30002041008 2456987 28 0.01 0.28 59 14.56 + 0 . 05 
−0 . 09 

4 30002041012 2457078 21 0.58 0.27 96 2.68 ± 0.04 

5 30002041014 2457093 26 0.66 0.35 90 2.06 + 0 . 02 
−0 . 05 

6 30002041016 2457105 30 0.74 0.32 81 3.19 + 0 . 02 
−0 . 05 

7 30002041018 2457131 27 0.90 0.31 63 12.30 ± 0.06 

8 30002041020 2457209 27 0.38 0.21 94 2.95 + 0 . 04 
−0 . 05 

Note. Observational details of the NuSTAR SS433 campaign. Across the table we report the Observation IDs 
(OBSIDs), date of the observation (in Julian days), exposure time (noting that the observation length is twice 
this due to NuSTAR ’s low Earth orbit), precessional and orbital phases ( � prec and � orb , from established 
ephemerides – Eikenberry et al. 2001 ), the inferred inclination of the wind-cone from the kinematic model 
( �) and the observed luminosity in the reflected component ( L ref ), assuming a distance to the source of ≈
6 kpc (Lockman et al. 2007 ). The latter are plotted versus inclination in Fig. 10 . 
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he compact object in SS433 remains somewhat unknown (although
ynamical arguments suggest the presence of a black hole – Blundell,
owler & Schmidtobreick 2008 ), the rate of mass transfer from the
ompanion star, as inferred from the IR e xcess (Shko vskii 1981 ;
uchs et al. 2006 ), is thought to be ∼1 × 10 −4 M � yr −1 , orders
f magnitude in excess of the Eddington limit for any plausible
tellar remnant ( > 300 times the Eddington mass accretion rate for a
ypical stellar mass black hole of around 10 M �). Classical theory
nd radiation magnetohydrodynamic (RMHD) simulations agree that
uch ‘super-critical’ rates of accretion will lead to a radiatively
upported, large scale height ( H / R ≈ 1, where H is the height
f the disc at distance R from the compact object) accretion disc
ith powerful winds launched from the surface at mildly relativistic

peeds (Shakura & Sunyaev 1973 ; Poutanen et al. 2007 ; Ohsuga &
ineshige. 2011 ; Takeuchi et al. 2013 ; Jiang et al. 2014 ; Sadowski

t al. 2014 ). 
Super-critical systems such as ultraluminous X-ray sources

ULXs: Kaaret, Feng & Roberts 2017 ) and tidal disruption events
TDEs; e.g. Rees 1988 ; van Velzen & Farrar 2014 ) in their early
hases are predicted to be extremely bright at a range of wavelengths
ue to the intrinsic luminosity following an L Edd [1 + ln ( ̇m 0 )] de-
endence (where ṁ 0 is the accretion rate in Eddington units, see
hakura & Sunyaev 1973 ). This dependence alone can allow the
ddington luminosity to be exceeded by a factor of a few (ignoring

he energy spent in launching outflows) and indeed, SS433 is known
o have optical (and UV) luminosities in excess of 10 40 erg s −1 

Dolan et al. 1997 ; Waisberg et al. 2019 ). At higher energies,
hese systems are expected to be exceedingly X-ray bright due to
ollimation (‘geometrical beaming’ – see King et al. 2001 ; 2009 ) by
he super-critical disc and optically thick wind. In this regard SS433
s remarkably X-ray faint at only 10 35 −10 36 erg s −1 (at an estimated
istance of ≈ 6 kpc: Lockman, Blundell & Goss 2007 ), several
rders of magnitude below the Eddington luminosity for a stellar
emnant. This X-ray faintness implies that at no point during the
ystem precession do we see down to the central engine, consistent
ith a large scale-height inflow/wind and a mean inclination of 78.8
egrees to our line-of-sight (Margon & Anderson 1989 ). Given the
redictions that SS433 is likely to be an edge-on ULX (fitting neatly
nto the picture where ULXs exist as a continuum of inclined super-
ritical sources, e.g. Poutanen et al. 2007 ; Middleton et al. 2015 ),
onfirming its intrinsic ULX-like properties and obtaining a reliable
stimate for the intrinsic X-ray luminosity is important but has not
een straightforward (though notable attempts have been made, e.g.
NRAS 506, 1045–1058 (2021) 
rom studying the effects of irradiation on aligned molecular clouds:
habibullin & Sazonov 2016 ). 
Below 20 keV, SS433’s X-ray spectrum is well known to be dom-

nated by thermal Bremsstrahlung emission from the baryon-loaded
ets (e.g. Brinkmann, Kotani & Kawai 2005 ), and reveals the nature
f the plasma from which the emission lines originate (Marshall et al.
013 ). Abo v e 20 keV there is a hard excess of emission, previously
etected by both ESA’s INTEGRAL (Cherepashchuk et al. 2013 ) and
AXA/NASA’s Suzaku satellite (Kubota et al. 2010 ). This hard X-ray
mission may naturally arise from some hotter component of the jet
e.g. Medvedev, Khabibullin & Sazonov 2019 ), Compton scattering
f a seed photon field off electrons in the jet (Fabrika 2004 ), Comp-
onization of some photon field by a plasma of hot electrons in the
ind cone (e.g. Cherepashchuk et al. 2005 , 2007 , 2013 ; Kri vosheye v

t al. 2009 ) and/or reflection of the radiation emitted from within the
ind-cone (e.g. Medvedev & Fabrika 2010 ). Should emission from

he jet dominate, we would predict a single continuous spectral com-
onent with a range of temperatures, reflecting the increasing temper-
ture of the jet plasma approaching the acceleration point (Marshall,
anizares & Schulz 2002 ), while Comptonization or reflection would
ppear as a spectral component distinct from that of the jet. In both
ituations, we might expect absorption by material associated with
he outflowing wind along our line of sight (as has been detected in
he case of both ULXs and TDEs: Middleton et al. 2014 ; Walton et al.
016 ; Pinto et al. 2016 , 2017 ; Kosec et al. 2018 ; Kara et al. 2018 ). 
Reliably determining the nature of the hard emission in SS433

s clearly important for understanding the system, but time-averaged
pproaches often result in degenerate solutions without prior assump-
ions for the underlying physics. Applying time-resolved methods
an allow these degeneracies to be circumvented (see Uttley et al.
014 ). Here, we present the results of our NuSTAR campaign
hat provides new insights and allows constraints on the intrinsic
uminosity to be obtained. 

 T H E  SS4 3 3  C A M PA I G N  

ASA’s NuSTAR X-ray satellite (Harrison et al. 2013 ) observed
S433 in the 3–79 keV band o v er sev eral precessional phases, with
bservations scheduled to a v oid the eclipse by the companion star.
he observing dates and spectroscopic precessional phases – based
n the well-established optical ephemerides (Eikenberry et al 2001 )
are provided in Table 1 . All observations obtained by NuSTAR were
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Figure 1. The eight NuSTAR (FPMA only) spectra of SS433 considered 
here, unfolded through a power law of zero index and unity normalization. 
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isually inspected for stray light with no contamination identified. We 
herefore extracted spectral and timing products using the NuSTAR 

ipeline, NUPIPELINE v1.9.2 with 100 arcsec source and background 
 xtraction re gions and default SAA exclusion options. We further
e-binned the spectral data to o v ersample the response by a factor of
 and such that each energy bin has a signal-to-noise ratio of 6. This
esulted in sufficient counts/energy bin for chi-squared fitting of the 
nergy spectrum. Two additional observations to those reported in 
able 1 were taken by NuSTAR ; ho we ver, one of these only had data

n a non-standard mode and was excluded while one showed unusual 
ehaviour which will be discussed in a future work. 
The raw spectra, unfolded through a power law of zero index 

nd unity normalization (to a v oid bias) are shown in Fig. 1 . Even
hough the source is relatively X-ray faint, the remarkably high- 
uality spectra (a result of the high sensitivity of NuSTAR ) allow the
hanging emission properties of the system on long time-scales to 
e studied in detail, and clearly show the characteristic Fe XXV / XXVI

mission lines moving with phase, and the hard excess becoming 
ncreasingly peaked abo v e 20 keV with increasing flux. The source’s
mission is well known to vary on shorter, intra-observational ( < 25
s) time-scales (Re vni vtse v et al. 2004 , 2006 ; Atapin et al. 2015 ),
hich has allowed us to obtain insights and inform our decisions 
hen it comes to modelling the time-averaged spectra. 

.1 The cross-spectrum 

efore studying the time-averaged spectrum, we extract and explore 
he cross-spectrum. Such analyses when applied to X-ray binaries 
nd AGN (see Uttley et al. 2014 ) can lead to profound and otherwise
navailable insights. 
From two evenly sampled time-series x ( t ), y ( t ) we can compute
he cross-spectrum in frequency ( f ) space, C xy ( f ) = X( f ) ∗Y( f )
 | X || Y | e i( φy −φx ) ), where ( ∗) denotes the complex conjugate of the
ourier transforms X ( f ), Y ( f ), with amplitude and phase ( φ). We esti-
ated cross-spectral products by first averaging the complex C xy ( f )

alues o v er m non-o v erlapping se gments of a gi ven observ ation’s
ime-series, and then averaging in geometrically spaced frequency 
ins (see Uttley et al. 2014 for more details on the use of the cross-
pectrum). 

.2 Time lags – imprint of a wind 

rom the argument of C xy ( f ), we obtain a phase shift (lag) of � ( f ) =
rg 〈 C xy ( f ) 〉 which can be transformed into the corresponding time lag:
( f ) = � ( f )/2 πf . This gives the (time-averaged) frequency-dependent

ime lag between any correlated variations in x ( t ) and y ( t ). Errors
n τ ( f ) are estimated using standard formulae (Vaughan & Nowak
997 ; Uttley et al. 2014 ). For a given Fourier frequency, we can
herefore compute the time lag between a comparison energy band 
 ( t ) and a broad reference band x ( t ). The reference band is typically
hosen to have a high signal-to-noise ratio (S/N) and high variability
ower, so time-delays between any correlated variations in bands 
ith weaker S/N can be reco v ered; a fairly broad reference band is

herefore typically utilized. Where they overlap, the band of interest 
s remo v ed when computing the lag between the two, in order to
 v oid any correlated noise (Uttley et al. 2014 ). A more positive lag
alue indicates the comparison-band lags the reference band. 

We use a segment length of 1 ks so we have m ≥ 25 segments per
bserv ation, gi ving enough estimates for the errors to be Gaussian
istributed. We use the 3–6 keV band as reference and summed
PMA and FPMB light curves. The power spectral density has 
ignificant power abo v e the noise at low frequencies (e.g. Atapin
t al. 2015 ), such that we can explore the lags in the lowest three
requency bands: 0.5–1.5, 1.5–2.5, and 2.5–3.5 mHz. The lag versus 
nergy spectra are shown in Fig. 2 ; there is clearly a strong signature
f a positive lag at most (if not all) frequencies in observations 1,
, 3, and 7 in the 8–9 keV bin, while the other observ ations sho w a
oisier, more complicated behaviour. This could be due to changes 
n the power as a function of precessional phase (see Atapin et al.
015 ) or the physical mechanism by which the lag is imprinted. 
In Fig. 3 , we show a zoom-in of the 7–10 keV portion of the lag-

nergy spectrum for observations 1, 2, 3, and 7. The shape of the
ag appears to change between observations, appearing peaked with 
 total width of ≈ 1 keV, with the maximum lag diminishing from a
aximum of ≈400 s with increasing Fourier frequency. 
A lag o v er such a narrow energy range is only likely to result

rom emission/absorption processes in atomic transitions. There are 
wo primary possibilities for creating line emission, collisionally 
xcited emission/absorption as seen in the jet, and photoabsorption 
nd emission due to recombination/relaxation. Notably, the lag 
ppears to be well isolated in the 8–9 keV bin and does not appear
o match the number or energy range of the Fe xxv/xxvi emission
ines associated with the jet (specifically at energies below 8 keV –
ee Figs 1, 5, and 6). 

.3 Potential origins for the lag 

.3.1 Photoelectric edge in a jet sheath 

ubota et al. ( 2007 ), identified the possible presence of a blue-shifted
e K photoelectric edge in the XMM–Newton spectra of SS433, 
uggesting this could be associated with absorption in a thin co-
MNRAS 506, 1045–1058 (2021) 

art/stab1280_f1.eps
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Figur e 2. Ener gy-lag spectra for each observation of SS433 as a function of F ourier frequenc y, where blue = 0.5–1.5 mHz, red = 1.5–2.5 mHz and black 
= 2.5–3.5 mHz. From top left to top right: Obs 1–4, and from bottom left to bottom right: Obs 5–8. There is clearly a significant lag in four observations (1, 2, 
3, and 7) in the 8–9 keV bin, indicating an atomic process. 

Figure 3. Higher resolution energy-lag spectra (showing a zoom-in on the 7–10 keV band) for observations 1, 2, 3, and 7 as a function of Fourier frequency, 
where blue = 0.5–1.5 mHz, red = 1.5–2.5 mHz, and black 2.5–3.5 mHz. The lags are clearly peaked at ≈ 400s and change with precessional phase and with a 
clear frequency dependence. 
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oving sheath around the jet. Ho we ver, there are potential obstacles
o associating the lags we have discovered with such an edge. In a
hotoelectric edge, photons are absorbed across a range of energies
nd are ef fecti vely destroyed. As a result, it is only possible to create
 lag due to propagation if a velocity gradient is present across the
bsorbing material such that the edge energy mo v es to lower energies
ith distance (i.e. a slower moving sheath around a faster moving
ne). As a consequence, the fluorescence line from faster moving
aterial can sit within the photoelectric edge of the slower moving
aterial and the emitted photon can then be absorbed. The result is
NRAS 506, 1045–1058 (2021) 
hat the largest lag should correspond to the slowest moving material.
iven the rest-frame energy of the Fe K edge (at maximum optical
epth) is 7.11 keV, then the lags from 8 to 9.3 k eV w ould lead us
o infer line-of-sight velocities of 0.12 to 0.26c, the upper end of
hich is considerably higher than the projected velocity of the jet at

hese inclinations. Regardless of the implied line-of-sight velocity,
he magnitude of the lag of ∼100s would demand a thickness of D ∼
 × lag/ τ , where τ is the optical depth of the sheath plasma. Assuming
∼ 1 then implies D ∼ 10 13 cm which is the suggested length of

he X-ray jet. Given the narrow opening angle of the jet ( < a few

art/stab1280_f2.eps
art/stab1280_f3.eps


NuSTAR reveals the hidden nature of SS433 1049 

d  

C  

≈

2

I  

i
s
u  

t  

n  

o
t  

t
(  

j  

t

2

A  

p
a  

p  

l  

d  

t  

p
F
a  

i
0  

a  

j  

(  

m  

o
 

b  

o  

s  

t  

W  

(  

a  

e  

r
F
t
i  

a
w
I  

p  

g  

e
2  

e
i  

Figure 4. Using an assumed SED (from Pinto et al. 2020 ), gas is photoionised 
(PI) or assumed to be in collisionally ionized (CI) equilibrium, and the 
ionization parameter or temperature are varied to explore the impact on 
absorption(ABS)/emission(EMI) line emissivities, assuming the supersolar 
abundances in SS433’s jet. 

s  

n

2

A
o  

r
2  

j  

h  

t  

(  

r
 

e  

m

2

W
d  

a
a  

1  

(  

l  

f  

t
c  

(  

D
ow

nloaded from
 https://academ

ic.oup.com
/m

nras/article/506/1/1045/6270899 by C
urtin U

niversity Library user on 08 February 2023
e grees, see Be gelman et al. 1980 ; Vermeulen et al. 1993 ; Marshall,
anizares & Schulz 2002 ), even at the lowest inclination angle of
60 deg, it seems unlikely that such distances would be available. 

.3.2 Recombination in a jet sheath 

t is also possible to imprint a lag through a response to a change
n the irradiating flux (i.e. ionization and recombination time-scales; 
ee Silva, Uttley & Constantini 2016 ). Recombination would lead 
s to expect lags around t ∼ 0 . 3( T 1 / 2 5 /n 14 Z 

2 ) s (where T 5 is the
emperature of the absorbing plasma in units of 10 5 K, n 14 is the ion
umber density in units of 10 14 cm 

−3 and Z is the atomic number
f the absorbing species, see Jimenez-Garate et al. 2002 ). Should 
he material in the sheath be of similar density to that of the jet,
hen the number density is estimated to be n = 10 13 −10 14 cm 

−3 

Marshall et al. 2002 ). Even for a temperature as high as that of the
et ( ∼10 keV), we would expect recombination time-scales of less
han a second. 

.3.3 Resonant lines 

 more natural explanation for the lag may be the propagation of
hotons through a less collimated outflowing medium due to resonant 
bsorption and emission (e.g. Middleton et al. 2019 ) which must take
lace in partially ionized winds. As the nature of the wind along our
ine of sight and the amount of variability we detect are inclination
ependent (e.g. Atapin et al. 2015 ), this may then contribute to
he strength and clarity of the feature as a function of precessional
hase (Table 1 ). The likely association would be with blue-shifted 
e XXV/XXVI resonance lines for which the rest-frame energies 
re 6.7 and 6.97 keV, respectively (V erner, V erner & Ferland 1996 ),
mplying an outflow velocity in the line of sight ranging from 0.14–
.29c (lag at 8 keV) to 0.28–0.32c (lag at 9.3 keV), consistent with
bsorption lines detected in ULXs (Pinto et al. 2016 ). Given that the
et velocity in the line of sight is known to never reach such values
Eikenberry et al. 2001 ), this again supports the origin in absorbing
aterial which is embedded in a less collimated (but similarly fast)

utflow, i.e. a wind. 
To explore the conditions for producing a single resonant line (or

lend across a 1 keV bin), we use SPEX v 3.05 to simulate the effect
f an irradiating SED which is hidden from view. As we do not have
trong constraints on the intrinsic SED of SS433, we opt for that of
he closer-to-face-on ULX, NGC 1313 X-1 (see Pinto et al. 2020 ,

alton et al. 2020 ) which is known to produce powerful outflows
Middleton et al. 2015 ; Pinto et al. 2016 ; Walton et al. 2016 ). We
dopted the standard Lodders et al. ( 2009 ) abundance scale with
lemental abundances of 2 × solar for Fe, and 20 × solar for Ni
espectively (see Section 2.4). We created the model line spectra in 
ig. 4 for collisionally excited absorption/emission across a range of 

emperatures, and photoionized absorption/emission for a range of 
onisation parameters (note we do not include an y v elocities as we
re interested only in the conditions under which single lines appear), 
hich have been matched to the resolution of the NuSTAR detectors. 

t is apparent that, in order to yield only one line, the ionization
arameter would have to be low (log ξ � 2-3 erg cm s −1 ) or the
as would need to be low temperature (kT < 1.5 keV). Given the
xpected irradiation (and high ionisation – see Medvedev & Fabrika 
010 ) and the high temperature of the surrounding gas, a more likely
xplanation may be that the outflow has a far lower relative abundance 
n Ni compared to the jets. This has been suggested by previous
tudies (Medvedev et al. 2018 ), which invoke the presence of a
eutron star (see also Goranskij 2011 ) on which the Ni is produced. 

.3.4 Recombination in the wind 

n alternative mechanism for creating the lag could be recombination 
f the partially ionized plasma in the wind (rather than jet sheath),
esponding to changes in the irradiating continuum (Silva et al. 
016 ). As the density may be substantially lower than that in the
et ( ≈4 × 10 6 cm 

−3 ; Fabrika 2004 ), a recombination time-scale of
undreds of seconds is possible under the right conditions. Ho we ver,
he reason for the precessional phase dependence is then less clear
recombination should lead to a lag in the isotropic line emission,
equiring those regions to somehow become obscured). 

In light of the abo v e possibilities and constraints, regardless of the
xact nature of the lag, it would seem that an origin in the wind is the
ore natural explanation for the lags we have discovered in SS433. 

.4 The co v ariance spectrum 

e can use the cross-spectrum to investigate the energy depen- 
ence of the variability (rather than only the lag between bands)
cross a range of Fourier frequencies. The covariance spectrum is 
nalogous to the rms-spectrum (Re vni vtse v, Gilfano v & Churazo v
999 ; Wilkinson & Uttley 2009 ), where the amplitude of C xy ( f )
normalized by | X ( f ) | 2 | Y ( f ) | 2 ) gives the coherence – the degree of
inear correlation between x(t) and y(t) as a function of Fourier
requency – which takes values from 0 to 1. We can use the coherence
o obtain a Fourier frequency resolved covariance spectrum using the 
oherence and power spectra following equation (13) of Uttley et al.
 2014 ). This provides the spectral shape of the components which
MNRAS 506, 1045–1058 (2021) 
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Figure 5. The covariance spectra of Obs 2, 3, and 7 (integrated from 0.5 
to 3.5 mHz, using the 3–6 keV band as reference) shown in blue, red, and 
green, respectively, with the time-averaged data (same colours) for the FPMA 

only, both unfolded through a flat model (power law of zero index and unity 
normalization). The ratio of the time-averaged data to the covariance is shown 
in the lower panel and is inconsistent with a constant, implying that the time- 
averaged spectrum is composed of multiple components. We note that if the 
dip in the covariance was associated with the strong emission lines from the 
jet then we should see a corresponding (and stronger) dip at ∼7.5 keV yet 
this is conspicuously absent. 
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Figure 6. The covariance spectra (obtained using the hard energy reference 
band of 20–40 keV) of Obs 2, 3, and 7 (integrated from 0.5 to 3.5 mHz) 
shown in blue, red, and green, respectively, with the time-averaged data (same 
colours) for the FPMA only, both unfolded through a flat model (power law 

of zero index and unity normalization). Although the data is of poorer quality, 
the shape is clearly similar to that in Fig. 5 . 
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re correlated with the reference band (see e.g. Wilkinson & Uttley
009 ). We use the same segment averaging and reference band as
ith the time lags, and obtain the covariance spectrum over the 0.5–
.5 mHz frequency range. The coherence between the reference and
omparison bands is > 0.4. As expected, the quality of the covariance
pectrum varies from observation to observation and is highest in the
rightest observations 2, 3, and 7 (see Fig. 1 ). 
In Fig. 5 , we plot the covariance of Obs 2, 3, and 7 along with

he time-averaged (FPMA) data from the same observations and the
atio of the 2. A constant fit to the ratio indicates a poor description
f the data (a null hypothesis probability < 0.05 even when the 8–
 keV bin is excluded) and instead implies that the linearly correlated
ariable component in the spectrum does not account for the entire
road-band emission. Attempting to further confirm the shape of
his component, we also extract the covariance spectrum when the
eference band is at higher energies (formed of the two highest energy
ins, i.e. 20–40 keV, to impro v e the S/N). This is plotted in Fig. 6 .
ue to the poorer data quality and lack of covariance values in the
–9 keV bin, a constant fit is now acceptable ( P ≈ 0.12). We note that
he ratio of the two sets of covariance spectra (soft to hard reference
and) is consistent with unity. It therefore appears unlikely that the
hape is being influenced by our choice of reference band. 

Any model for the time-avera g ed spectrum of SS433 must also
ccount for the presence and shape of the linearly correlated variable
omponent. Should the high-energy emission be associated with
 hotter component of the jet, then any variability would have to
NRAS 506, 1045–1058 (2021) 
ecome incoherent o v er a relativ ely small distance in order that the
ovariance is diminished by the time we observe it below 10 keV.
lternatively, we could be observing extrinsic variability imprinted
y the crossing of optically thick clumps of wind (Middleton et al.
011 , 2015 ), co v ering only the hot part of the jet. Ho we ver, in order
o imprint variability at energies > 20 keV requires Compton thick
olumns ( > 10 24 cm 

−2 ) of material at which point scattering would
ield a broad Compton hump and the emergent spectrum is unlikely
o be highly variable (as scattering dilutes variability unless the
ompton thick wind itself is highly variable). 
Cherepashchuk et al. ( 2013 ) explicitly tested a jet origin for the

mission at high energies by considering the ratio of the fluxes in
he 25–50 keV range seen by INTEGRAL . By using the Doppler
hift inferred from the Fe lines, they determined that the changes
ith precessional phase were inconsistent with relativistic boosting
f the approaching jet. This is also problematic if the hard emission
s created via Compton scattering of seed photons by electrons in
he jet - the emission would be beamed and boosted by the same
mount (assuming the ions and electrons are coupled such that the
ulk Lorentz factors are the same, and the population of electrons
e see are the same at each precessional phase). Given the high

hroughput and wide bandpass of NuSTAR , we are able to test this
urther and ask whether the high-energy emission could originate
rom a portion of the jet which is hotter and faster than the jet which
roduces the softer emission (and which – based on our covariance
pectra – would need to vary incoherently). We extract and plot in
ig. 7 the count rates in the soft (3–15 keV) and hard (15–60 keV)
ands and the hardness ratio (HR = hard/soft) as a function of
recessional phase. Whereas precession of a constant velocity jet
emitting both at soft and hard energies) should result in the same
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Figure 7. Top panel: soft (red: 3–15 keV) and hard (blue: 15–60 keV) 
light curves for FPMA and FPMB as a function of precessional phase (as 
determined from the ephemeris – Eikenberry et al. 2001 ). While the count 
rate in the soft band extends over a large dynamic range, that in the hard band 
extends across an even greater range (although the actual count rate itself is 
far smaller) as can be seen in the bottom panel where the ratio of hard/soft 
count rates is plotted and which subtends a range of 0.075–0.14 (i.e. a factor 
of ≈2) in hardness ratio o v er the precession period. In all cases, the statistical 
error bars are smaller than the data-points. 
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mount of Doppler boosting in both bands (with blue shifting of the
pectrum enhancing the hardness ratio for lower inclination phases) a 
aster jet may be able to enhance the change sufficiently to match the
actor of ≈ 2 range in HR we observe. We determine the minimum
aunch velocity the jet would require in order to match observation, 
sing the standard Doppler boosting formula: 

 = δ3 −α = ( 
 [ 1 − βcos ( θ ) ] ) −1 ( 3 −α) , (1) 

here α is the index of the spectral component across the energy 

ange of interest, 
 is the jet bulk Lorentz factor (1 / 
√ (

1 − ( v/c) 2 
)
),

= v/ c (where v is the jet velocity), and θ is the jet angle to the line
f sight. Across the precession angles co v ered by our observations
 ≈58–90 deg – Table 1 ), we see a change in boosting (HR θ1 / HR θ2 )
f at most a factor of 2 (Fig. 7 ). Thus, we have a relationship between
R, the cold (soft X-ray emitting) jet (subscript c) and hot (hard X-

ay emitting) jet (subscript h) as a function of inclination (between 
1 and θ2 ): 

H R θ1 

H R θ2 
= 

D h 1 S h /D c1 S c 

D h 2 S h /D c2 S c 
= 

[
( δh /δc ) θ1 

( δh /δc ) θ2 

]3 −α

= 

(
[ 1 − βc cos ( θ1 ) ] / 
 h 1 [ 1 − βh cos ( θ1 ) ] 

[ 1 − βc cos ( θ2 ) ] / 
 h 2 [ 1 − βh cos ( θ2 ) ] 

)3 −α

, (2) 

here S denotes intrinsic (i.e. un-boosted) flux for each component. 
hile the bulk Lorentz factors for the cold jet ( 
 c ) have cancelled in

he abo v e formula (as the jet component emitting the Fe lines has a
ell-established, even if sometimes variable, velocity – Blundell & 

owler 2005 ), those for the hot jet ( 
 h ) do not, as the model we
ish to test would predict that we see a different hot jet velocity at
ifferent inclinations to the system. We make a crude approximation 
or this function: 

h = 

( v max − v c ) cos ( θ ) 

c 
+ βc (3) 

here v max is the jet launch velocity and v c ≈ 0.26c (i.e. βc ≈ 0.26).
e can numerically solve for v max knowing that at most θ1 = 58

eg, θ2 = 90 deg and assuming a reasonable lower limit on the
pectral index of the thermal Bremsstrahlung emission in any broad 
nergy band of α = −0.7 (which is the equi v alent to 
 = 1.7 for a
omptonized power-law component). We find that, in order to match 

he observed dynamic range in hardness ratio, there is no acceptable 
olution for v max , i.e. unphysically large velocities of > 0.999c are
equired. 

The most viable explanation for the covariance spectra and relative 
hanges in brightness as a function of precessional phase therefore 
ppears to be a changing view of emission from within the wind
one – be it reflected intrinsic flux by the precessing optically thick
ind-cone (e.g. Cherepashchuk et al. 2005 ) or Comptonization by 
lasma interior to the wind cone (see Cherepashchuk et al. 2020
nd discussions therein). We note that the amount of fractional 
ariability seen in the linearly correlated component at high energies 
s 20–30 per cent which, by comparison with other accreting binaries
including both X-ray binaries: Mu ̃ noz-Darias et al. 2011 and ULXs:
utton et al. 2013 ; Middleton et al. 2015 ), implies that the entire hard
mission in SS433 is dominated by a single variable component, 
he implications of which we proceed to explore in the following
ections. 

.4.1 Covariance spectral fitting 

ased on the previous arguments, we fit the highest quality covari-
nce spectra (Obs 2, 3, and 7) with a model for absorbed reflection
nd a model for Comptonization. We choose a simple model to
t the data in XSPEC V12.10.1 of TBABS ∗PEXMON where PEXMON

escribes reflection of an incident cut-off power-law from neutral 
aterial and has self-consistent Fe and Ni lines (Nandra et al. 2007 ),

nd TBABS accounts for absorption by neutral intervening material 
with abundances from Wilms et al. 2000 ) for which we set the
ower limit to be the line-of-sight column in the direction of SS433
7 × 10 21 cm 

−2 : Dickey & Lockman 1990 ; Kalberla et al. 2005 ).
e set the reflection scaling factor to be ne gativ e such that only the

eflected emission is observed (i.e. the intrinsic continuum is absent) 
nd add a multiplicative constant offset between observations. The 
esulting best-fit model parameters are presented in T able 2 . W e
roceed to include a multiplicative GABS component with a centroid 
nergy fixed at 8.5 keV (to approximate the centre of the bin in
hich the lag is detected). The inclusion of this component results

n a significant change in 
χ2 (31 for 2 extra d.o.f.). Although 
χ2 

an be misleading when including additional components (Protassov 
t al. 2002 ), in this case, the lag spectra provide an additional,
ompelling reason to include such a line in our subsequent spectral
tting. 
We note that the Doppler shift of the reflection component in our

est-fitting model implies motion towards the observer and at the 3 σ
evel is < 0. Although the emission we observe will no-doubt be a
omplex weighting of reflection from material moving with a range 
f velocities to the line of sight, we note that the inferred motion
s degenerate with the ionization state of the reflecting material. 
ndeed, it is highly probable – given the high accretion rates in this
ource and the radiation field which is obscured from view – that
he material will be at least partially ionized rather than neutral (see

edv edev & F abrika 2010 and Pinto et al. 2020 for a discussion
MNRAS 506, 1045–1058 (2021) 
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Table 2. Best-fitting parameters for the fits to the covariance spectra. 

Model component (parameter | units) TBABS ∗PEXMON TBABS ∗GABS ∗PEXMON TBABS ∗GABS ∗BREMSS TBABS ∗GABS ∗COMPTT 

TBABS (n H | cm 

−2 ) < 1.49 × 10 22 < 3.13 × 10 22 18.14 + 3 . 36 
−3 . 11 × 10 22 < 11.00 × 10 22 

PEXMON (E fold | keV) > 46.30 > 37.81 – –
PEXMON ( 
) 2.24 ± 0.06 2.36 + 0 . 11 

−0 . 08 – –
PEXMON (z) −7.62 + 1 . 12 

−0 . 84 × 10 −2 −9.89 + 0 . 86 
−0 . 79 × 10 −2 – –

PEXMON (Fe | solar abundance) 0.85 ± 0.13 0.66 + 0 . 18 
−0 . 15 – –

BREMSS (kT | keV) – – 28.30 + 4 . 94 
−3 . 92 –

COMPTT (kT e | keV) – – – > 9.37 
COMPTT ( τ ) – – – < 3.36 
GABS ( σ | keV) – 0.69 + 0 . 22 

−0 . 15 0.45 + 0 . 13 
−0 . 14 0.55 + 0 . 11 

−0 . 10 
GABS (strength) – 1.53 ± 0.33 1.25 + 0 . 31 

−0 . 27 1.62 + 0 . 32 
−0 . 29 

χ2 (d.o.f.) 60 (21) 29 (19) 50 (23) 45 (21) 

Note. Spectral models and best-fitting parameters (with 1 σ errors) from fitting to the covariance spectra shown in Fig. 5 . 
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n the thermal stability of such winds), as we have assumed for the
ake of simplicity. In the future, we will utilize bespoke reflection
odels built to explore this geometry. We also note that the best-
tting Fe abundance appears to be subsolar; this is interesting in

ight of the clearly supersolar abundance in the jet (Marshall et al.
013 ), although may again be a consequence of our simplified model.
inally, although we allowed the inclination of the reflector to be a
ree parameter, the value is unconstrained at 3 σ . 

To test whether the hard component could instead be described
y thermal Comptonization, we fit the covariance spectra using a
odel of TBABS ∗GABS ∗COMPTT (see Titarchuk 1994 for a description

f COMPTT ). The fit implies a relatively hot, relatively low optical
epth ( τ � 3) plasma; ho we ver, the fit quality is significantly worse
han with the reflection model (a difference of 
χ2 of 16 for a
hange of 2 d.o.f.). As such, we do not utilize Comptonisation in the
ollowing modelling but refer to the implications of a corona in the
iscussion and Conclusions section. 
Although we have a strong physical argument against the jet

orming the hard energy emission in SS433 – be it a hotter component
r as a site for Comptonisation (assuming the electrons do not cool
ignificantly in the time taken to traverse the depth of the wind-cone)
for completeness we also attempt to fit the covariance spectrum

sing a simple model for the jet, i.e. a Bremsstrahlung continuum.
e again include a Gaussian absorption line based on the time-lag,

uch that the total model is now TBABS ∗GABS ∗BREMSS . However, as
ndicated in Table 2 , we find that in order to fit the data, the neutral
olumn density has to be o v er an order of magnitude larger than
eported in other studies ( ∼10 23 versus ∼10 22 cm 

−2 ; Medvedev &
abrika 2010 ). If we fix the column density to either ≈ 5 × 10 22 cm 

−2 

found here in our fits to the time-averaged data – see Section 2.4)
r 1.5 × 10 22 cm 

−2 (reported from spectral fits in the literature,
edv edev & F abrika 2010 ), the Bremsstrahlung model giv es a much

oorer fit to the data than the reflection continuum, with a 
χ2 > 40
or 5 additional d.o.f. 

.5 Time-averaged spectral fitting 

nder the reasonable assumption that reflection may dominate the
ard X-ray emission of SS433, we create a model for the time-
veraged spectrum. The simplest possible model we can adopt for
he jet is free–free emission with collisionally excited emission lines
nd a weighted emission measure: d EM = ( T / T max ) α − 1 d T /d T max 

 CEVMKL : Singh et al. 1996 with SWITCH = 2 such that the model
tilises ATOMDB ). The weighting accounts for the multitemperature
ature of the jet and we allow each observation to have a free T max 
NRAS 506, 1045–1058 (2021) 
ut a tied index ( α). We include two CEVMKL components for the
pproaching and receding jets, respectively, with free abundances
f Fe and Ni (the most rele v ant for our bandpass and, in the case
f Ni known to be highly super-solar: Marshall et al. 2013 ). We
ie the plasma temperature in the approaching and receding jets for
ach observation, consistent with previous studies (Marshall et al.
002 ). We also include reflection ( PEXMON , as described abo v e) with
lectron temperature and photon index tied across all observations.
n doing so we are making the explicit assumption that the irradiating
ontinuum does not change greatly with time. We initially fix the Fe
bundance in the reflecting material to that indicated by fits to the
ovariance spectrum (and explore the effect of this later). 

We convolve the above model components with a Gaussian
moothing profile ( GSMOOTH with a width equal to σ ( E /6 keV) α and

= 1) to account for broadening due to the opening angle of the jet
nd any additional Comptonization/turbulent motion (Fabrika 2004 ),
nd presume that this is not dissimilar to any velocity broadening
y the optically thick material in the wind cone. We also include
 Gaussian absorption line ( GABS ) at 8.5 keV with the best-fitting
ine-width fixed to that from the fits to the covariance spectra (but
ormalization left free to vary), and absorption by neutral gas in the
ine of sight to SS433 ( TBABS ). We also include a stationary Fe K α line
t 6.4 keV (as reported in Kotani et al. 1996 and Kubota et al. 2010 )
nd tie the inclinations of the reflector between observations at similar
recessional phases ([1, 2, 3, and 7] and [4, 5, 6, and 8]). Finally,
e apply a constant offset between detectors to account for any
ifferences in instrument response (typically < 5 per cent, Madsen
t al. 2015 ). The model in XSPEC is: TBABS ∗GABS ∗GSMOOTH ∗(GAUSS

 CEVMKL + CEVMKL + PEXMON) . We proceed to fit all spectral
ata sets (both FPMA and FPMB) simultaneously with the abo v e
odel and CEVMKL plasma temperatures free to vary between

bservations. 
The best-fitting model yields a reasonably good reduced χ2 = 1.34

Table 3 ); ho we ver, the corresponding null hypothesis probability is
0.05 (and therefore statistically rejectable) due to the extremely

igh data quality, the probable impact of additional line structure
Marshall et al. 2002 ), and as a consequence of tying continuum
arameters across observations (whereas in reality these will vary
 v er time to some degree). Ho we ver, as can be seen in Fig. 8 ,
n all cases, the strongest line features and the continuum are
ell-described, which is crucial for our analysis. The best-fitting
odel parameters of interest are provided in Table 3 with their
 σ errors. We note that the abundance of both Fe and Ni are
ound to be super-solar as reported in previous campaigns (Marshall
t al. 2013 ), with a similar ratio of Ni/Fe ( ≈ 10) and absolute
alues for the abundance, to those reported in other studies (see
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Table 3. Best-fitting parameters for the fits to the time-averaged spectra. 

Model component (parameter | units) TBABS ∗GABS ∗GSMOOTH ∗(GAUSS + CEVMKL + 

CEVMKL + PEXMON) 

TBABS (n H | cm 

−2 ) 5.77 + 0 . 04 
−0 . 05 × 10 22 

GABS (strength) < 0.003 

CEVMKL ( α) 0.40 + 0 . 04 
−0 . 01 

CEVMKL (Fe | solar abundance) 2.11 ± 0.01 

CEVMKL (Ni | solar abundance) 21.47 + 0 . 19 
−0 . 24 

CEVMKL 1 (kT max | keV) 20.42 + 0 . 10 
−0 . 09 

CEVMKL 2 (kT max | keV) 21.04 + 0 . 09 
−0 . 07 

CEVMKL 3 (kT max | keV) 16.31 + 0 . 04 
−0 . 09 

CEVMKL 4 (kT max | keV) 27.17 + 0 . 21 
−0 . 16 

CEVMKL 5 (kT max | keV) 17.82 + 0 . 07 
−0 . 15 

CEVMKL 6 (kT max | keV) 20.64 + 0 . 08 
−0 . 12 

CEVMKL 7 (kT max | keV) 24.24 + 0 . 13 
−0 . 12 

CEVMKL 8 (kT max | keV) 26.79 + 0 . 14 
−0 . 16 

PEXMON ( 
) 1.38 ± 0.01 

PEXMON (E fold | keV) 27.39 + 0 . 27 
−0 . 17 

χ2 (d.o.f.) 6081 (4529) 

Note. Spectral model and best-fitting parameters (with 1 σ errors) from fits to the time-averaged 
spectra shown in Fig. 8 . 

Figure 8. Time-averaged data for all observations (with data from both NuSTAR detectors) unfolded through the best-fitting spectral model. The reflection 
component ( PEXMON ) is highlighted as a dotted line from which we determine the apparent reflected luminosity ( L ref ) as a function of inclination as presented 
in Table 1 . The lower panel shows the ratio of data to model. 
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Figure 9. Doppler shifts of the approaching (blue) and receding (red) jets 
from our best-fitting model. At the cross-o v er phases the points deviate from 

the model as indicated by the boxed in points (although fixing the Doppler 
shifts in those cases does not influence our findings). 
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habibullin, Medv edev & Sazono v 2016 ). The temperatures of the
EVMKL component range from ≈16 to 27 keV without any obvious
orrelation with precessional phase. In Fig. 9 , we plot the best-
tting Doppler shifts of the approaching and receding jets versus
recessional phase alongside the model predictions (Eikenberry et al.
001 ). In most cases, the values are consistent with expectation
xcept at the cross-over phases ( � prec = 0.38 and 0.66, where it
s likely that the fit only requires a single jet component). To test
he impact on our results, we freeze the receding and approaching
oppler shifts to their predicted values at those phases, finding the
ux in the reflected component to change by at most 9 per cent but

ypically by < 1 per cent. 
We also note that the σ component of the GSMOOTH model, tied

cross all observations, is < 0.1 keV, and the inclination of the
eflecting plasma (tied across observations [1, 2, 3, and 7] and [4,
, 6, and 8], was found to be > 84 deg (at the 1 σ level, noting
hat the model is limited to inclinations < 85 deg). This latter result is
ome what surprising gi v en we e xpect to observ e at lower inclinations
o the far side of the wind-cone. To test the impact of this, we fix
he inclination for all observations to zero degrees (i.e. face-on to
he reflector), finding the o v erall fit quality to be slightly worse
 χ2 = 6176 for 4531 d.o.f.), with all of the fluxes in the reflection
omponent dropping by a factor < 2.1 compared to the previous best
t. As we will see, the final inferred lower limits on the apparent

uminosity are sufficiently high that this will not adversely affect
he o v erall findings but this will be fully explored when a more
eometrically appropriate reflection model becomes available. 
It is interesting to note that the spectral index ( 
) of the PEXMON

omponent is considerably harder than we found in fits to the
ovariance spectrum, but is consistent with values inferred for the
ontinuum of some ULXs, albeit with a higher cut-off energy than
as been observed (see e.g. Pintore et al. 2017 ; Walton et al. 2018 ).
here may well be a physical reason for the covariance requiring a
ofter irradiating spectrum if the variable component of the reflection
riginates from a softer irradiating power law (e.g. emission from
utside of the innermost regions). This will be explored in the
reation of new spectral models that more accurately describe these
eometries. For now we explore the impact by setting the spectral
ndex in the time-averaged fits to be fixed at 
 = 2.36 (see Table 2 );
he resulting fit is considerably worse ( χ2 = 8734 for 4530 d.o.f.) but
he fluxes from the reflection component remain within 15 per cent
f the previous values. 
We also explore the impact of tying the Fe abundance between

he jet and reflection components, finding the fit to be considerably
NRAS 506, 1045–1058 (2021) 
oorer ( χ2 = 7711 for 4529 d.o.f.) with an Fe abundance of
.06 ± 0.01 and all reflected fluxes reduced by factors of < 2.1.
inally, we allow the Fe abundance in the reflection component to
e free, finding a preferred fit ( χ2 = 6012 for 4528 d.o.f.) with a
o wer v alue of Z = 0.44 and slightly higher reflected fluxes (but
ithin 25 per cent of those in our best-fitting model with a frozen
e abundance). We stress that these numbers should be treated with
aution, as the model is as yet only a crude approximation to the true
eflecting plasma (both in terms of geometry, density and ionization
tate). 

 SS433  A S  A  U L X  

rom our best-fitting spectral model (with the Fe abundance fixed
o that from the covariance spectral fits), we extract the integrated,
e-absorbed reflected flux across 3–60 keV by applying a CFLUX

onvolution model to the PEXMON component. From the fluxes,
e derive the unabsorbed luminosities shown in Table 1 from the

ssumed distance to the source of ≈ 6 kpc (Lockman et al. 2007 )
nd errors from the propagated uncertainty on the flux. 

We note again that our choice of a neutral reflector in our spectral
odelling ( PEXMON ) is a clear o v er-simplification and, in reality, the

eflecting material is likely to have multiple ionization zones. As
e are simply determining the flux from integration of the model,
ur choice of a simple, neutral reflector rather than a more complex,
artially ionized model, is unlikely to have any major impact on the
esult (as the reflected flux from a neutral model is naturally smaller
han from a partially ionized one). This simplification will be directly
ddressed through the development and application of new models. 

Using the well-established kinematic model (see Eikenberry et al.
001 ), we determine the inclination of the jets – and we assume
herefore the wind-cone – to our line of sight ( �): 

os ( �) = cos (2 π� prec ) sin ( θ ) sin ( i) + cos ( θ ) cos ( i) , 

here i is the mean system inclination of 78.8 deg (Margon &
nderson 1989 ) and θ is the precession cone half-angle, known

o be ≈ 20 degrees (Eikenberry et al. 2001 ). From the ephemeris
f Eikenberry et al. ( 2001 ), we determine the inclination of the
pproaching jet to our line of sight, list these in Table 1 , and plot them
gainst the corresponding reflected luminosity in Fig. 10 . Although
ighly unlikely, assuming that jitter in the Doppler shift of the
ptical jets (Eikenberry et al. 2001 ) results entirely from jitter in
he inclination, we can place an upper limit on the error for the
nclination of ≈ 8 per cent. 

A numerical approximation to geometrical beaming has been
btained by performing a series of Monte Carlo simulations of
hotons achromatically scattering a number of times until escaping
rom an optically thick wind-cone (Dauser et al. 2017 , see also
bolmasov 2009 ). This approach allows us to take an observed

eflected luminosity for a given inclination and obtain an estimate for
he intrinsic source luminosity (assumed to be located at the base of
he wind-cone), for a wind with a given opening angle and outflow
elocity. In Fig. 10 , we overlay two of these theoretical models
or half-opening angles of 10 deg (a conserv ati ve underestimate for
he opening angle given the enormous accretion rates – Jiang et al.
019 ), a wind-cone height of 100 000 R g ( R g = GM / c 2 , where G is the
ravitational constant, M is the mass of the compact object and c is the
peed of light), and outflow velocities of 0.15c and 0.3c (as inferred
rom the lag spectrum), respectively, on to our data. The wind-cone
eight was set by computational restrictions and represents an under-
stimate of the true wind-cone height in this source (Marshall et al.
002 ). We stress that we have simply scaled these models, they are

art/stab1280_f9.eps
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Figure 10. De-absorbed (3–60 keV) reflected luminosities for each obser- 
vation as a function of inclination. The errors on the luminosity are smaller 
than the data points and the error on the inclination is set at 8 per cent of 
the inferred inclination (a conserv ati ve upper limit on the true uncertainty 
– Eikenberry et al. 2001 ). The plotted lines are theoretical curves for a 10 
deg half-opening angle of a wind cone (Dauser et al. 2017 ), with material 
outflowing at 0.15c (blue) and 0.3c (red). While the curves are not fitted to 
the data, the y hav e been offset v ertically for the sake of clarity. Abo v e ≈ 70 
deg the data clearly departs from the model predictions, likely due to flux 
escaping through less dense regions of the wind. 
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ot fit to the data. We also note that for those inclinations > 90 deg,
e have translated their value to 180 – � as the beaming model is

ymmetrical. 
A good description of all the data are clearly not yet possible

hich is unsurprising in light of the simplistic nature of the model
in future it may be possible to extract equi v alent v alues directly from
DRMHD models, e.g. Narayan et al. 2017 ). The data appears to be
easonably described up to ≈70 deg and then overshoots the model 
t inclinations abo v e this. This is to be e xpected due to the limitations
nherent in treating the wind cone as impermeable – indeed we 
now that some X-ray flux must escape through the wind in order
or absorption features to be imprinted. From simple geometrical 
onsiderations, we expect this discrepancy to be most obvious at 
igh inclinations. Assuming the model is a reasonable description 
or inclinations below 70 deg, we obtain the correction factors to 
he observed fluxes given in Table 4 . From these we then obtain a

easure of the intrinsic flux (from flux obs /correction factor) which 
e find to be � 2 × 10 37 erg s −1 . This is likely to be a lower limit,

s some flux may be advected along the jet or lost through Compton
cattering in the wind (see Fabrika 2004 ). Incorporating the beaming 
actor for inclinations less than the 10 deg half-opening angle of the
ind-cone (with factors lying between 44–50 and 46–52 for v wind 

f 0.15 and 0.3c, respectively), we then estimate the apparent X-ray 
uminosity a face-on observer would infer, to be > 1 × 10 39 erg s −1 .

e expect this to be a stringent lower limit should the wind cone be
ore narrow (as expected at these accretion rates – see Jiang et al.

019 ) or be of greater height. We can be confident that regardless of
he uncertainties, the apparent luminosity determined by a face-on 
bserver would qualify SS433 as a ULX. 
 DI SCUSSI ON  A N D  C O N C L U S I O N S  

uSTAR observed SS433 in the 3–79 keV range, sampling its 162 day 
recessional period, allowing for the first, high throughput, time- 
esolved analysis at high energies where the intrinsic emission from 

he source is thought to emerge. 
By comparison to the time-averaged data, the covariance indicates 

hat a two-component spectrum is required. The fractional covariance 
analogous to the fractional rms) at high energies is 20–30 per cent,
onsistent with the largest amounts of variability typically detected 
n accreting sources (Munoz-Darias et al. 2011), implying that the 
ntire hard excess is formed from this linearly correlated component. 
he shape of the covariance spectrum shown in Fig. 5 best matches

hat of reflection from optically thick material, with a pronounced 
rop, consistent with an Fe K photoelectric edge (albeit blue-shifted) 
nd/or absorption lines, and clearly not associated with the jet 
mission lines. 

To better understand the spectrum of SS433, we also extracted 
requency and energy-dependent time-lags. As shown in Figs 2 and 
 , we detect the presence of a highly significant lag at 8–9.3 keV
n se veral observ ations, v arying in magnitude with frequency. A lag
cross such a narrow energy range implies an atomic (rather than
ontinuum) process. The absence of multiple features would argue 
gainst the lag being connected to atomic emission associated with 
he jet. Instead, the lag is most probably imprinted by either transmis-
ion through outflowing, partially ionized gas with the magnitude of 
0–100s of seconds, providing an indication of the combined distance 
nd density of the intervening material (Middleton et al. 2019 ; see
lso Kara et al. 2020 for a similar sized lag found recently in NGC
313 X-1), recombination of the plasma (Silva et al. 2016 ) due to
hanging irradiation, or some combination of the two effects. It is
nlikely that the lag is associated with a photoelectric edge in a
hin jet sheath due to the implied line-of-sight velocities and small
pening angle of the jet – although it is certainly possible that some
mprint of an edge could be present in the spectrum, e.g. Kubota et al.
 2007 ). 

Given the energy of the lag feature (which can extend up to
.3 keV; Fig. 3 ), we consider that the line could be Fe XXV or
e XXVI , blue-shifted due to the line-of-sight velocity of the outflow,
hich may be depleted in Nickel relative to the jet (Medvedev et al.
018 ). We consider this the more likely explanation compared to
bsorption by Nickel, as, in the latter case, lines would be expected
rom both ionized species of Nickel and Iron (Fig. 4 ), yet only one
s present. Assuming the line is either Fe XXV or Fe XXVI , we find a
ower limit on the outflow velocity of 0.14–0.29c/0.28–0.32c (which 
s a lower limit as we may not be viewing along the direction of the
utflow). Should the feature in the lag spectrum instead be associated
ith an Fe K edge via propagation (requiring a velocity gradient)

hen we would infer similar line-of-sight velocities (up to 0.26c). 
hese velocities are consistent with outflows seen in simulations 

e.g. Jiang et al. 2014 ) and detected in the X-ray spectra of ULXs
Pinto et al. 2016 , 2017 ; Walton et al. 2016 ; Kosec et al. 2018 ), also
nown to harbour supercritical accretion flows. Such line-of-sight 
elocities are in-excess-of those seen in the approaching jet ejecta at
ny precessional phase (Eikenberry et al. 2001 ), ruling out an origin
n this component. In future, we will directly model the lag spectra
o better constrain the nature of the wind (considering propagation 
nd recombination time-scales). 

To determine the reflected flux as a function of precessional phase,
e fit the time-averaged data with a model composed of reflection and
 model for the jet at softer energies. We convert the reflected fluxes
nto inclination-dependent luminosities using the well-established 
MNRAS 506, 1045–1058 (2021) 
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Table 4. Intrinsic and apparent luminosities of SS433. 

Inclination (observation) 
68 (1) 60 (2) 59 (3) 63 (7) 

L obs, 35 (erg s −1 ) 5.20 12.05 14.56 12.30 
Correction factor [0.15/0.3c] 0.018/0.009 0.042/0.025 0.046/0.026 0.030/0.018 
L int, 37 (erg s −1 ) [0.15/0.3c] 2.91/5.47 2.86/4.77 3.15/5.50 4.08/6.95 
L app, 39 (erg s −1 ) [0.15/0.3c] 1.28/2.52 1.26/2.19 1.38/2.53 1.80/3.20 

Note. luminosities of the observed reflected component in SS433 (in units of 10 35 erg s −1 ), the inferred 
intrinsic, irradiating luminosity (in units of 10 37 erg s −1 ), and observed face-on luminosity (in units of 
10 39 erg s −1 ), based on the correction factors provided in the table for outflow velocities of 0.15c and 
0.3c, wind-cone half opening angle of 10 degrees and height of 100 000 R g . These are robust lower 
limits given the high likelihood of a smaller wind-cone opening angle, advection along the jet, and 
more complicated reflection modelling, all of which are expected to increase the intrinsic and apparent 
luminosities. 
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inematic model (Eikenberry et al. 2001 ) and distance to SS433 of
6 kpc (Lockman et al. 2007 ). The observed luminosities can then

e compared to theoretical models for reflection inside an optically
hick wind-cone (Dauser et al. 2017 ), and a lower limit on the intrinsic
-ray luminosity extrapolated. 
Our theoretical model assumes a simple conical geometry with

chromatic scattering, and allows us to infer a ‘correction factor’ to
ranslate the observed into the intrinsic luminosity. We assumed a
ind velocity of 0.15c–0.3c to be consistent with the absorption

eature revealed by the lag, a wind-cone half opening angle of
0 degrees (a conserv ati ve underestimate for such high accretion
ates; Jiang et al. 2019 ) and a wind-cone height of 100 000 R g . The
atter is likely to be a conserv ati ve underestimate given the distance
rom the cone’s apex at which we detect the hottest jet emission,
nd is expected to be up to around an order of magnitude larger
Marshall et al. 2002 ). These input values allow us to construct the
odels shown in Fig. 10 . Whilst the tail of the theoretical curve (at

igh inclinations) deviates strongly from the data, this may occur
ue to flux leaking out through the wind. Although simplistic, the
escription of the data by the model appears to be reasonable up to
70 deg. 
Assuming the correction factors for inclinations below 70 deg, we

nfer a lower limit on the intrinsic X-ray luminosity for SS433 of ≥
 × 10 37 erg s −1 . This is necessarily a lower limit as some portion of
he intrinsic X-ray flux will likely be down-scattered or absorbed by
he wind (e.g. Fabrika 2004 ). While we only observe a faint apparent
-ray source, a face-on observer (e.g. in a local galaxy) would see an

mplified luminosity as a consequence of collimation by the wind-
one (King et al. 2001 ; 2009 ). For a half-opening angle of 10 degrees,
he X-ray luminosity would appear to be > 1 × 10 39 erg s −1 , and
S433 would be classified as a ULX. This is a robust lower limit;
hould the wind-cone have a greater height as implied by observations
f the jet plasma (Marshall et al. 2013 ) and be narrower as implied
y simulations at the extremely high accretion rates of SS433 (Jiang
t al. 2019 ), then we would expect even greater amplification of the
ace-on luminosity. 

It has been suggested that the hard excess in SS433 could instead
e described as Compton up-scattering by optically thin plasma in
he wind cone (e.g. Cherepashchuk et al. 2005 , 2007 , 2013 , 2020 ;
ri vosheye v et al. 2009 ), perhaps generated as a result of collisions
etween the wind and jet (e.g. Begelman et al. 2006 ). Whilst we
nd that the covariance spectrum is better described by reflection
ather than Comptonisation, should up-scattering take place in a
omplex environment with a range of densities, temperatures and
elocities, it is not clear what shape the spectrum of the linearly
orrelated variability may take. Studying the details of such a corona
NRAS 506, 1045–1058 (2021) 
s beyond the scope of this paper; ho we ver, we note that, as the
orona is expected to be optically thin, the effect on the geometrical
eaming/amplification may be minimal (in an optically thin plasma
 photon has a higher probability of scattering off the walls of the
ind than being Compton up-scattered). We also note that both

eflection and coronal models reproduce the observation that hard
-ray eclipses are longer in duration than at soft energies (Kawai

t al. 1989 ; Yuan et al. 1995 ; Cherepashchuk et al. 2020 – a natural
esult of the hard emitting region subtending a larger area in the path
f the secondary star than the jet). In future, it may be possible to
istinguish between these models through observations co v ering the
clipse, should the corona be expected to be quasi-static (for instance
reated in a shock) rather than quasi-Keplerian as the wind should
e. 

SS433 has long been suspected to be a ULX if seen face-on
e.g. King et al. 2001 ; Be gelman et al. 2006 ; F abrika et al. 2015 ;
habibullin & Sazonov 2016 ; Waisberg et al. 2019 ) and our con-

traint on the intrinsic and apparent X-ray luminosity fully supports
hese assertions. Although the mean and precessional inclinations
f SS433 are well established, this is not the case for any other
LXs. In a small number of cases, eclipsing ULXs (e.g. Urquhart &
oria 2016 ) indicate high system inclinations, although the wide-
pread phenomenon of precession (due to an as-yet unknown
echanism, see Mushtukov et al. 2017 ; Middleton et al. 2015 , 2018 ;
asilopoulos et al. 2019 ) can complicate our understanding of the
ource orientation, especially if driven by misalignment between
he binary and compact object spin axis (Middleton et al. 2019 ;
ing & Lasota 2020 ). The situation is complicated further as, unlike
S433, should a given ULX have a low enough Eddington-scaled
ccretion rate such that the wind is of limited optical depth (Poutanen
t al. 2007 ), or if the compact object is a highly magnetized neutron
tar such that the X-ray emission emerges quasi-isotropically from
n accretion curtain (Mushtukov et al. 2017 ) at radii larger than
he spherization radius (e.g. Middleton et al. 2019 ), then it could
ppear X-ray bright whilst still being viewed at high inclination.
egardless of the complications, SS433’s ULX nature demands that
any such systems will be present throughout the universe yet
ill not be considered as ULXs (see Wiktorowicz et al. 2019 ),
aving an X-ray luminosity below 10 39 erg s −1 (e.g. Middleton
t al. 2015 ) or not being visible in the X-rays at all (although these
ay yet be detected by their bubble nebulae: Soria et al. 2014 ,

020 ). 
We note that our constraint on the intrinsic X-ray luminosity of

S433 ( > 2 × 10 37 erg s −1 ) appears around or more than an order of
agnitude smaller than the kinetic luminosity of the jet (10 38 –10 39 

rg s −1 : Marshall et al. 2002 ). The implication is that either there is
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n additional launching mechanism (other than radiation pressure) 
ontributing to the mechanical jet power, or some of the liberated 
adiation is advected along the jet or Compton scattered in the wind.

Similarly extreme mass accretion rates as those seen in SS433 
a ve been inv oked in other objects, including TDEs (Kara et al.
016a , 2016b , 2018 ), and rapidly growing high redshift quasars
Volonteri & Rees 2005 ). Even where the accretion flow has low
pecific angular momentum (Bondi-like), disc accretion is still 
hought to take place (Inayoshi, Haiman & Ostriker 2016 ) and may
ell resemble the super-critical discs we observe in ULXs and SS433 

see the discussion in Begelman & Volonteri 2017 for the requisite 
onditions). Ho we ver, neither of these classes of object are easy to
tudy due to their inherently unpredictable appearance and rapidly 
iminishing brightness (TDEs) and distance (to both TDEs and 
uasars). We have demonstrated that in SS433 we can probe both the
therwise unseen super-critical inner regions and outflows through 
he application of established timing tools. Notably, in future, deep 
-ray observations will allow us to model the phase-dependent lag 

n SS433, map the absorbing material in detail and thereby directly 
est theoretical predictions for super-critical accretion. 
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