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Abstract: Within construction, we have become increasingly accustomed to relying on the 

benefits of digital technologies, such as Building Information Modelling, to improve the 

performance and productivity of projects. We have, however, overlooked the problems that 

technology is unable to redress. One such problem is rework, which has become so embedded 

in practice that technology adoption alone can not resolve the issue without fundamental 

changes in how information is managed for decision-making. Hence, the motivation of this 

paper is to bring to the fore the challenges of classifying and creating an ontology for rework 

that can be used to understand its patterns of occurrence and risks and provide a much-needed 

structure for decision-making in transport mega-projects. Using an exploratory case study 

approach, we examine ‘how’ rework information is currently being managed by an alliance 

that contributes significantly to delivering a multi-billion dollar mega-transport project. We 

reveal the challenges around location, format, structure, granularity and redundancy hindering 

the alliance’s ability to classify and manage rework data. We use the generative machine 

learning technique of Correlation Explanation to illustrate how we can make headway toward 

classifying and then creating an ontology for rework. We suggest that when an ontology is 

created, it will enable a smart data and business analytics approach to be enatced, providing 

construction organisations with the foundations to formulate descriptive, predictive and 

prescriptive indicators to support their continuous improvement strategy.  

 

Keywords: Business analytics, machine learning, rework, risk, smart data, topic modelling. 

 

 



International Journal of Information Management (Re-submission) 

 2 

1.0 INTRODUCTION 

“Information is a source of learning. But unless it is organised, processed, and available to the right 

people in a format for decision-making, it is a burden, not a benefit”. William G. Pollard (1911 – 1989),  

 

The context for this paper is the delivery of a mega transport1 project. Such infrastructure 

projects are drivers of economic and social progress in countries worldwide. Transport projects 

are typically complex, and managing information throughout the life cycle of a mega-project 

poses many challenges (Jiang et al., 2018; Love et al., 2018a; Tian et al., 2021). Information 

needed for decision-making to deliver projects is created by many organisations in differing 

formats (e.g., structured and unstructured data) and is exchanged using various mediums (e.g., 

digital and paper). The result is that the right information (i.e., accurate and reliable) is often 

inaccessible, hindering the implementation of continuous improvement initiatives. The ability 

to provide accurate and reliable has been thwarted by the absence of an agreed industry-wide 

standardised and structured approach for managing information in projects (Tolam, 1999; 

Laasko and Kiviniem, 2012; Love et al., 2020). 

 

The digital transformation process in construction, enabled by Building Information Modelling 

(BIM) and technologies such as Augmented Reality, Blockchain, Computer Vision, and the 

Internet of Things, has led to an abundance in the availability and accessibility of data and 

information.  Issues, however, surrounding the collection, storage, retrieval and dissemination 

of information remain a pervasive problem, which can hinder the efficacy of decision-making 

and the ability to enact a robust continuous improvement strategy (Love et al., 2018a; Love et 

al., 2020; Tian et al., 2021). Contrastingly, in industrial sectors such as manufacturing, retail, 

and services (e.g., banking), that possess more mature digital transformation strategies, 

 
1 Typically defined by the monetary budget (e.g., >$1 billion), physical size, labour force requirements, complexity, and impact (e.g., 

economic, social, and political) (Hamdy, 2010). 
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emphasis has been placed on managing activities that change customers, people and 

organisations behaviour and the way they use their information to create knowledge (Kar and 

Dwivedi, 2020). 

 

Within the information management literature, we seldom see research describing the ‘wicked 

problems’ that permeate and negatively impact the performance and productivity of 

organisations and, at the same time, remain unresolved issues. Instead, we are more likely to 

see new methodologies, technologies, theories, systems and success stories presented that 

provide learning opportunities for organisations (e.g., Duan et al., 2019; Carvalho et al., 2021; 

Ranjan and Foropon, 2021). Cynically, it can be argued that many methodological and 

technological solutions developed do not address fundamental problems that confront practice, 

as little consideration is given to the way data needs to be structured, documented and 

transferred for decision-making (Love et al., 2020). 

 

We have become increasingly accustomed to celebrating advances in technology success and, 

in doing so, have overlooked the problems that it does not solve (Love and Matthews, 2019). 

As Methta (2019) suggests, “the collective bias towards finding positive results in the face of 

failure is a dangerous motivation”. Hence, the motivation of this paper is to bring to light the 

challenges of addressing a problem that is so embedded in practice that the adoption of 

technology (e.g., BIM) will not resolve the issue unless fundamental changes in the way 

information are managed is undertaken (i.e., its collection, storage, management and 

maintenance).  

 

When the flow of information is impeded in an organisation, it can adversely affect its ability 

to function effectively (Westrum, 2014), and problems may become masked. A case in point 
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is rework2 performed during the construction of mega-transport projects where, on average, it 

has been shown to increase construction costs by 12% (Li and Taylor, 2014). Rework often 

remains a hidden issue as many construction organisations do not have specific information 

systems to collect, process, store, and disseminate information about its costs and causation 

(Robinson-Fayek et al., 2004). The upshot is that organisations cannot analyse and visualise 

the patterns of rework occurrence, and therefore struggle to assess and manage its risks (Love 

et al., 2021a;b). Germane examples of projects experiencing high rework costs in Australia 

include the Sydney Skytrain Gold Coast Light Rail Transit (LRT) and Sydney’s LRT (Webb, 

2017; Coultan, 2016; Bungard and Rabe, 2020). 

 

Having to re-do a task or process is often frowned upon by managers and supervisors as it may 

result in additional time and cost on a project and organisation. However, when there is a need 

for rework, it is often rationalised as a one-off event and is considered to be ‘uncomfortable 

knowledge3’. While organisations do record non-conformances that may require rework 

through their quality management systems, such rework only represents a small portion of the 

total amount that may occur in a project (Love et al., 2021b). More often than not, low levels 

of psychological safety prevail in construction projects, contributing to a reluctance to formally 

report quality issues requiring rework (Love et al., 2018b). Thus, it is rare for a construction 

organisation to know to what extent rework impacts their bottom-line, safety, or a project’s 

environmental performance (Love and Matthews, 2020).  

 

It is outside the scope of this paper to explain rework causation4 and why people do not report 

such events (also the errors leading to its manifestation) in projects. However, it is important 

 
2 Defined as the “unnecessary effort of having to redo a process or activity that was incorrectly implemented the first time (Love, 2002: 

p.19) 
3 The presence of rework may be therefore: (1) denied; (2) dismissed, (3) diverted or (4) displaced (Rayner, 2012).  
 

4 An in-depth exposition of rework causation can be found in Love et al. (2018b).  
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to note that rework can be classified as change or quality-based (Love and Matthews, 2020). 

While quality-based rework forms only a fraction of the total cost a project may experience, it 

can have a far more adverse impact on the performance of projects as organisations are seldom 

reimbursed for its occurrence. It generally arises due to errors and violations (Love et al., 

2018b). 

 

Rework is not a ‘tame’ problem (i.e., well-defined, with a single goal and a set of well-defined 

rules) but is instead ‘wicked’ (i.e., loosely formulated) (Newell and Simon, 1972; Coyne, 

2005). By their very nature, ‘wicked ‘problems are difficult or even impossible to solve due to 

their incomplete or contradictory knowledge, interconnectedness with other issues, and, as in 

the context of this research, the number of organisations and people involved (Love and Smith, 

2019).  

 

In making strides to address the ‘wickedness’ of rework and drawing on our observations from 

transport mega-projects practices, we report, as part of an ongoing study, the information 

management challenges that impede an organisation’s ability to capture, monitor, and analyse 

its rework and associated wastes. As rework data is documented in a large number of records 

and reports, which contain considerable noise, we need to extract only that information 

required for decision-making (Love et al., 2021a).  

 

In the next section of our paper, we examine the issues associated with managing rework 

information, emphasising the role of topic modelling in creating an ontology to determine the 

patterns of occurrence and risks and provide much-needed structure for decision-making 

(Section 2). We then describe our case study approach to examining the information 

management challenges associated with containing (i.e., measures designed to enhance the 
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detection and recovery from errors, as well as seeking to minimise adverse consequences) and 

reducing (i.e., measures designed to limit its occurrence) errors resulting in the need for rework 

(Section 3). Next, we use the generative machine learning technique of Correlation Explanation 

(CorEx) to illustrate how we can make headway toward creating an ontology for rework 

(Section 4). We suggest that an ontology will enable a smart data approach that can be used to 

develop a suite of business analytics to mitigate rework (Section 5). Finally, we conclude our 

paper by identifying its limitations, future research directions, and contributions (Section 6). 

 

2.0 MANAGING REWORK DATA AND INFORMATION 

In response to the prevalence of rework in construction, particularly in mega transport projects, 

many studies that have sought to understand its causes, costs and impacts (e.g., Barber et al., 

2000; Rogge et al., 2001; Li and Taylor, 2014; Love et al., 2021b). This has stimulated a 

dialogue within the construction industry, which has led to many organisations embracing lean 

tools to reduce work (e.g., Last Planner® and Value Stream Mapping) through improving 

workflows, visualising activities and engendering a social network among contractors to 

enhance coordination (Freire and Alarcón, 2002; Priven and Sacks, 2015; Michaud et al., 

2019). Despite the widespread use of digital technologies and lean tools to combat rework, it 

still prevails in construction (Love et al., 2020). Indeed, digital technologies and lean practices 

have somewhat contributed to addressing rework. Still, their impact has been minimal as 

practitioners have had limited access to data in a format that can be used for decision-making 

that can be used to assess its risks and identify strategies to mitigate its occurrence. 

 

Identifying the properties of rework and their relatedness enables us to retrieve and organise 

data into information and knowledge about rework. In making strides towards this, an ontology 

of rework is required. An ontological knowledge representation enables the “physical and 
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abstract objects, relations between these objects, and events influencing these objects” for 

rework to be formally depicted and can form a basis for computational development and 

improved problem solving (Hartman and Trappey, 2020:  p.6).  

 

Within construction, several information systems have been designed and developed to manage 

rework in projects (e.g., Farrington, 1987; Willis and Willis, 1996; Low and Yeo, 1998; Love 

and Irani, 2003; Robinson-Fayek et al., 2004). However, the ontologies underpinning these 

information systems are artificially created and eschew relations, rendering them impractical 

for decision-making. This situation arises as rework information is shoehorned into an ontology 

to match the purpose of their analysis. Thus, if we are to accommodate the actuality of rework, 

a “bottom-up approach”, whereby data is harvested from existing systems and peoples 

experience, is required to develop its ontology (Hartman and Trappey, 2020: p.6).  Our 

intention here is not to be critical of the studies mentioned earlier, quite the contrary. They have 

laid essential building blocks to be considered when creating a robust ontology representing all 

aspects of rework and its relations in practice.  

 

2.1 Topic Analysis Modelling 

In line with previous text classification studies in construction, we have adopted topic analysis 

modelling5, a machine learning technique and basic activity of Natural Language Processing 

(NLP). Topic analysis modelling can discover latent topics in documents and determine 

relationships between words, topics and documents and contribute to the creation of an 

ontology (Caldas et al.,2002; Chi et al., 2014; Zhou and El-Gohary, 2016; Zhang et al., 2019; 

Fang et al., 2020; Zhong et al., 2020a). We intend to make headway toward developing a 

rework ontology to describe the relationships and interconnectedness between rework 

 
5 Topic analysis machine learning comprises of: (1) topic modelling, which is an ‘unsupervised’ and does not require training of data; and 

(2) topic classification, which is ‘supervised’ requiring data to be trainined to be able to automatically analyze texts.  
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activities and processes. The creation of an ontology will form the basis for modeling high-

quality, linked and coherent smart data that can be used to determine patterns and risk of 

rework occurrence. However, this is not a straightforward task given the number of 

different document types rework data is typically recorded and stored in, both formally and 

informally, especially in mega-projects (Love et al., 2018a; Fang et al., 2020; Tian et al., 

2021). 

 

Traditional or shallow6 machine learning classifiers such as Support Vector Machine, 

Hidden Markov model or Conditional Random Fields have been widely used to classify 

text from accident and near-miss reports (Goh and Ubeynarayana, 2017; Zhang et al., 2018; 

Zhong et al., 2020a) and building regulations in construction (Zhou and El-Gohary, 2017; 

Zhong et al., 2020b). Notably, topic modelling and classification of rework issues have not 

been previously examined in the literature, as data has not generally been made available 

to researchers. While traditional machine learning approaches have become popular for 

classifying text from documents in construction and can yield good classification 

performance, they are “time-consuming and inefficient to use due to their reliance on 

manual-handcrafted features” (Zhong et al., 2020: p.2).  

 

The shortcoming of traditional machine learning has resulted in the increasing use of a 

generative (i.e. unsupervised learning) statistical model for topic modelling, the Latent 

Dirichlet Allocation (LDA) algorithm (Zhong et al., 2020a; Tian et al., 2021). The LDA 

algorithm can automatically extract features from text descriptions and identify the topics 

within documents. While LDA has proven successful in topic modelling, it requires “detailed 

assumptions and careful specification of hyperparameters” to ensure valuable results 

 
6 Shallow is a types of machine learning where we learn from data described by pre-defined features 
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(Gallagher et al., 2017: p.529). Additionally, LDA cannot model relationships between topics 

and performs poorly with short sentences (Lin et al., 2017). 

 

Rework data is often embedded in multiple documents that contain a lot of noise (i.e., 

unconnected data or data intended for a different purpose). Thus, there is a need to reduce the 

complexity and learn topics without imposing pre-existing notions if progress is to be made 

towards developing an ontology capable of supporting a knowledge engineering system and a 

continuous improvement strategy.  

 

We can bypass the limitations of implementing LDA by applying CorEx to topic modelling 

and achieve similar performance and results with minimal human intervention (Gallagher et 

al., 2017). Unlike LDA, CorEx does not assume a particular data generating model but “instead 

searches for topics that are maximally informative about a set of documents” (Gallager et al., 

2017: p.29). Thus, by learning from informative rather than generated topics in the context of 

rework, we can avoid relying solely on theoretical models and learn from practice (Gallager et 

al., 2017). CorEx allows the introduction of words as domain-knowledge anchors (Tisby et al., 

1999). It combines non-negative matrix factorisation (Dhillion and Sra, 2006) to improve the 

coherence of the overall document classification and the topic model's predictability 

(Namekawa and Tezuka, 2021). As we stated in the introduction, this paper will use CorEX 

for topic analysis to build representations and relationships for quality-based rework. The open-

source code for implementing CorEx is available at Github7. 

 

 

 
7 The open-source code for CorEX at; https://github.com/gregversteeg/CorEx originally presented in Ver Steeg and Galstyan (2014). A further 
vision that features continuous variables, missing values, and Baynesian Smoothing is available at: https://github.com/gregversteeg/bio_corex/ 

with details being provided in Ver Steeg and Galstyan (2015). 
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3.0 CASE STUDY 

A case study is a research approach used to generate an in-depth, multi-faceted understanding 

of a complex issue in its real-life context (Crowe et al., 2011). It is a well-established research 

design used extensively within various disciplines, particularly information systems (Tsang, 

2014).  Considering the limited research that has examined ‘how’ rework information is 

managed in projects, we adopt an exploratory case study to explain and classify its context 

within a project setting (Yin, 2018).   

 

Our exploratory approach akin to a discovery process will provide organisations with a better 

understanding of the nature of information needed to adapt, embrace and respond to rework in 

mega transport projects. Our exploratory research aims to address the following research 

questions: How is rework information collected, and in what format by constructions 

organisations? Where is the information stored? And how can we use this information to 

manage the risks of rework? Having access to information to address these questions has been 

a challenge as it is typically commercially sensitive, and organisations are reluctant to admit 

that they have an issue with rework.  

 

3.1 Case Selection 

The backdrop for our research is a transport mega-project, initiated by an Australian State 

Government, comprising a program of works to remove existing and construct new road and 

rail infrastructure across the metropolitan area of a major Australian city. This multi-billion 

dollar project is being delivered using a series of program alliances. Due to issues of political 

sensitivity, we are unable to name the project and provide specific details about its 

characteristics, though it predominately comprises civil engineering works. 
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It has been acknowledged within the program alliance that rework is an issue. In late 2018, the 

project client (i.e., owner) held a one-day technical symposium, with representatives from each 

of the alliances involved in delivering the program of works, to examine how rework could be 

mitigated. After the symposium, we had several discussions with one of the alliances about 

‘how’ to determine the causes, costs and impacts of rework, as no dedicated systems were in 

place to measure its occurrence. Consequently, we were invited to work with the alliance and 

examine how they managed their rework information, to understand by what means they could 

effectively use it as part of their continuous improvement strategy. The alliance had completed 

four projects between 2015 and 2021. Another four are currently under construction. 

 

In striving to stimulate learning, innovation and continuous improvement, the alliance has 

developed and implemented an initiative focusing on containing and reducing errors resulting 

in rework and associated wastes. The researchers’ involvement in the initiative is to design and 

develop a knowledge-based engineering system (KBES) to capture rework events to determine 

and manage future risks.  However, as we show in this paper, achieving this goal requires 

analysis across multiple existing data structures to generate views suited for decision-making. 

Developing a KBES with practical relevance depends on having access to real-life projects and 

documentation, which, as we mentioned above, construction organisations seldom share with 

researchers. 

 

3.1 Data Collection 

A working and steering group were created, comprising representatives from three of the four 

organisations that formed the alliance. In addition, representatives from various contractors 

also attended the working group so their expertise and experience could be drawn upon to 

ensure the outcomes have relevance and add value to their work. The researchers acted as 
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participant observers during the working group's meetings, which occurred every other week. 

Steering group meetings were undertaken every month. As participant observers, the 

researchers participated in the s working and steering group meetings and actively listened to 

the rework issues raised over six months. The researchers familiarised themselves with the 

alliance’s existing approaches used to record rework in various guises, with input from design 

managers, quality managers, projects engineers and site supervisors. Access was provided to 

the completed and ongoing project documentation sources, where rework data may have been 

recorded, such as site dairies, design change requests/notifications, non-conformance reports 

(NCR), (internal) requests for information (i/RFI), site instructions, punch lists and Touchplan® 

data (Figure 1). The discovery process served to clarify and document the current situation and 

provide us with a frame of reference to understand the nuances and context of the rework data 

available. 

 

3.2 Dataset 

Our NLP approach takes natural language text from the alliance’s documents, identifies 

common rework topics, and then uses this knowledge to identify recurring themes. The 

procedure to classify text and identify topics from the alliance’s documents is presented in 

Figure 2. As shown in Figure 1, rework data in the alliance is stored in a vast array of 

documents, but the most common sources, particularly for quality-based rework, are NCRs, 

iRFIs and RFIs. Our sample data is extracted from the completed projects and comprises iRFI 

(n=1987), RFIs (n=532) and NCRs (n=274).  

 

To train our CorEX topic model, we used contract documents from the State’s Road Standards8 

(SRStds)(n=109) to inform the quality standards that need to be adhered to in the project. With 
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the NCRs, RFIs and SRStds, our training set comprised 915 documents. The iRFIs were 

excluded at this stage as the text within them contained too much noise, with many records 

deemed too short (i.e., containing less than ten words) for analysis.  

 

3.3 Procedure 

The research was performed on a Jupyter9 Notebook environment, using Python (3.7) as the 

programming language. As noted in Figure 3, data needs to be pre-processed before applying 

the CorEX topic model, which involves the following key steps (Rani and Kumar, 

2021:p.5592): 

 

• Tokenisation: Text is split into sentences and the sentences into words. Then, the words 

are converted into lowercase and punctuation is removed. 

• Stopword removal: Stopwords are removed to give importance to significant words in a 

document, which provides the meaning of the text. 

• Stemming: Attempts to reduce words to their most basic form or ‘stem’, typically 

removing the ends of words ([Culling, Culled] -> Cull) and, in some instances, the 

removal of derivational affixes. We have implemented the Snowball Stemmer provided 

by the Natural Language Toolkit (NLTK). 

• Lemmatisation: The word's context is considered and returns the dictionary form, 

referred to as the lemma. This step is undertaken to reduce the data size to process, which 

helps improve the model’s performance. This process enables the identification of 

‘nouns’ to be used. Our study used the SpaCy10 system to lemmatise inputs as it has a 

greater level of grammatical awareness (Lagus and Klami, 2021). 

 
9 Details can be found at: https://jupyter.org/ 
10 Available at: https://spacy.io/ 
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Figure 1. Mapping potential data sources for rework (greyed out sources not yet analysed in detail) 
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Figure 2. Research procedure 
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(a) Import data from TeamBinder (b) Select and remove fields 

  
(c) Combining of fields (d) Document Echo 

 

 
(e) Lemmatizing, stemming and nouns 

Figure 3. Examples for a screenshot from pre-processing of data 
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The NCR and i/RFI data were stored in a cloud-based centralised document management 

system called TeamBinder11, and retrieved in a comma-separated value (CSV.) file format. 

Each record comprises up to 74 columns, standardised to capture specific data (e.g., NCR or 

RFI/iRF) at various stages of a project’s life cycle. Back end meta-data, such as when a 

particular record was first created or a response received, was also available. A purposeful 

selection of fields for each record was extracted and combined into a single ‘Pseudo-

Document’ for that record (Figure 3c). 

 

A ‘document echo’ function is searched within the pseudo-document for references to other 

documents. If one is found, the second record pseudo-document is appended to the first, as 

noted in Table 1. This function assists the NLP process with learning relations between words 

such as concrete, MPA, strength and requirements when the CorEX is initiated. The stopword 

removal, stemming (e.g., concrete and concreting results in concret), and lemmatisation is then 

enacted. Subsequently, the dataset is reduced to only ‘nouns’ to improve data density. 

 

After pre-processing, the data is vectorised using CountVectorizer12, provided by the scikit-

learn library in Python. (Figure 4). Here words are converted into a numerical representation, 

which the CorEX algorithm can use to determine the similarity between words and their rate 

of occurrence across all documents.  The results of the modeling process are presented in the 

next section. 

 

 

 

 

 
11 Details can be found at: https://www.teambinder.com/teambinder5/Home/ 
12 Details can be found at: https://scikit-learn.org/stable/modules/generated/sklearn.feature_extraction.text.CountVectorizer.html. 
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Table 1. Document ‘Echo’ function 

Before the initiating Echo After initiating Echo 

RecordA: “Record B refers to concrete 

strength requirements.”  

 

RecordB: “Concrete needs a MPA of at least 

xx to be useful.” 

RecordA: “Record B refers to concrete 

strength requirements. Concrete needs a 

MPA of at least xx to be useful.”  

RecordB: “Concrete needs a MPA of at least 

xx to be useful.” 

 

 

Figure 4. Vectorisation of data using CountVectorizer 

 

4.0 EMERGENT OBSERVATIONS OF PRACTICE 

Rework data were documented and stored in several locations within the alliance’s overall 

information architecture (Figure 1), and the quality of data (e.g., granularity, consistency) 

captured and recorded was variable. This may be due to people’s understanding of the 

information that needs to be documented (e.g., level of detail and format) and the time it takes 

to enter into a system (e.g., a non-conformance). In addition, the systems in place are primarily 
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intended for purposes other than capturing rework data. Site diaries, for example, provide an 

extensive record of events that occur daily during construction. The data entered is brief and 

often lacks a context, rendering them difficult, at times, to fully understand. While a reference 

can be made to another i/RFI, NCR, DCR, and the like, which may contain detailed 

information, searching for this information is a time-consuming process and a non-value 

adding activity. Handling the mismatch of information within the prevailing designed system 

requires developing and generating significant domain-specific and potentially project-specific 

rules.  

 

Figure 5 presents the results after training the CorEX algorithm with our data. Figure 5a 

identifies the Total Correlations graph, which displays the hierarchy of informative latent 

factors for quality-based rework. The top ten topics generated by a single run of the CorEx 

algorithm and associated with rework events occurring in the civil engineering works can also 

be seen. A cursory examination of the data reveals that reinforced concrete (e.g., concrete, 

reinforcement, formwork) is a source of quality-based rework and that issues around its 

compaction, fill, tolerance, and inspection prevail. These findings align with the research 

presented in Love and Matthews (2020)  
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(a) Total correlation graph    (b) Top 10 topics 

 

Figure 5. CorEX modeling results 
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Like most NLP algorithms, CorEx has several variables that influence its performance. 

Additionally, the quality and quantity of training data impact the ability of CorEx to assign 

topics to documents accurately. For example, distinguishing between topics that have a causal 

relationship or correlation with quality-based rework. Correctly processing the data to select 

what is provided to the NLP algorithm is itself a ‘wicked problem’. Tian et al. (2021) reiterate 

this point, stating that “simplification of sentences may lead to the loss of construction text 

knowledge. This unsurprising finding explains the exact challenge of natural language 

processing”. 

 

To develop and refine our NLP system, we use a combination of metrics to evaluate its 

performance. Firstly, CorEx optimises for and provides a Total Correlation (TC) value, 

representing the overall correlation of the topics. A higher TC value indicates the overall group 

of topics better matches the provided corpus of documents. The TC value is graphed in Figure 

5a, enabling a judgement on the number of topics included in a given data set. This process 

contrasts with methods such as LDA, where the topic number must be arrived at through trial 

and error. 

 

An in-group versus out-group analysis was also performed, with the results displayed in Figure 

6. After CorEx has generated its topics, this provides a binary vector for each document, 

indicating if that topic exists within it or not. Using the Jensen Shannon Divergence (JSD) 

algorithm (Schütze and Manning, 1999), we can then compare the vector representation of any 

two documents to judge how closely related they are, based on the topics generated. 

 

Before running the algorithm, we manually identified four pairs of documents that we believed 

to be strongly related to their paired partner but not related to the other six documents. The JSD 
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algorithm is used to measure the distance between the associated pairs, or in-group, and the 

distance between them and the non-related documents, or out-group, which we then average. 

This provides us with four reference points to determine how well a given iteration of training 

data and the CorEx settings have generated topics that distinguish between related and 

unrelated documents. The values generated are averaged to produce the ALL AVG identified 

in Figure 6. The standard deviation (ALL STD) is also specified, assessing the solution’s 

stability. 

 

 

Figure 6. Sample in-group versus outgroup analysis 

 

Finally, manual analysis is performed for runs that show promising numerical results to 

examine the generated topics and generate a list of most similar documents to a known 

document. The list is checked for documents known to be related, and those unknown are 

manually classified. While we continue to evaluate all elements of our NLP process to improve 

its performance (e.g., training as data becomes available), the use of CorEx demonstrates 

promising results. With additional data and further development, the identification and 

labelling of topics will improve, enabling us to create a rework ontology that can be used as a 

basis for performance management and risk analysis. 

 

5.0 DISCUSSION 

A significant amount of data is being collected within the exploratory case examined. Still, the 

data we analysed was unstructured and contained noise, making it difficult to determine the 
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right information needed for the training of algorithms and ensure the results are helpful for 

rework risk analysis. For example, the data collated from quality-based rework incidents under 

the auspices of NCRs tended to be unstructured, scant in detail, often duplicated and not cross-

referenced with other events that may have coincided as a consequence of its occurrence. We 

should not be surprised by this observation as it is the norm in construction (Love et al., 2018b). 

However, it’s important to note that when rework is required, the likelihood of an adverse 

safety event increases (Love et al., 2018). 

 

Similarly, the potential for environmental impact (e.g., contamination and pollution) also 

amplifies. Notably, “most construction organisations mimic each other’s practices so that no 

competitor has an overwhelming strategic advantage in their respective marketplaces. The 

downside here is that established rules and norms of the organisation-project dyad are, rarely 

if at all questioned and changed” (Love et al., 2018b: p.1114). As a matter of course, we have 

provided a detailed description and some analysis to better understand how rework information 

is managed in practice. We can now expand constructs and interrelationships based on our 

distinct settings as a means to develop a theoretical platform to examine the data (e.g., patterns 

of behaviour) required to improve decision-making is established. 

 

Big data analytics provides the basis to identify patterns and derive insights into construction 

organisations and mega-projects business performance. However, many construction 

organisations remain unprepared to effectively utilise big data analytics, especially as there has 

been a slow uptake of digital technologies and an under-appreciation of the importance of data 

to their business operations (Gandomi and Haider,  2015; Bilal et al., 2016; Bilal et al., 2019; 

Ngo et al., 2020; Love et al., 2020).  
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5.1 Theoretical Contributions and Implications 

Indeed, a commodity that construction organisations can draw upon to differentiate themselves 

from their competitors is data. The insights that can be mined from data are an invaluable 

resource that can provide the currency and means to drive an organisation’s organic growth.  

Thus, it is essential for construction organisations to collect data to facilitate meaningful 

analysis and obtain insights into patterns of behaviour that can be used for decision-making 

and, therefore, formulate a competitive advantage.  

 

Our exploratory analysis of the top ten topics revealed that reinforced concrete and associated 

activities are a major source of quality-based rework. This finding is not surprising considering 

the civil engineering works are highly reliant on reinforced concrete. However, it bolsters the 

need to examine where and why quality problems materialise in greater detail. By deriving 

topics from the documentation and with the help of experts, we will be able to create a 

taxonomy (i.e., “define the classes and the class hierarchy”) and domain ontology, enabling 

knowledge about rework to be shared and re-used (including information retrieval) for 

decision-making and engendering performance management (Niu and Issa, 2015:p.473). While 

there this some way to go to develop a rework ontology, our paper provides a theoretical 

foundation to commence this journey. As a consequence of the work presented, we are better 

positioned to understand the rework problem, its complexities and nuances. Moreover, it 

contributes to the process of theorising and building an “epistemology of questioning”, 

ensuring relevance to practice (Turnbull, 2017:p.3) 
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With advancements in Artificial Intelligence (AI), construction organisations are well-

positioned to harness the benefits13 of big data, if priority is given to managing information, to 

develop their competitive advantage, which can be transferred into the projects they deliver 

(Bilal et al., 2019). Strang and Sun (2020) cogently point out that “each discipline and industry 

has unique big data analytics issues” (p.982). Within the context of construction, big data has 

been identified as having three14 defining characteristics, which mega-projects can utilise to 

ensure their successful delivery (Laney, 2001; Bilal et al., 2016; Bilal et al., 2019; Ngo et al., 

2020): 

 

1. Volume (i.e., terabytes, petabytes of data and beyond that may be derived from design 

and cost data and the like). 

2. Variety (i.e., heterogeneous formats such as drawings, text, sensors, audio, video, and 

graphs). 

3. Velocity (i.e., continuous streams of the data from dynamics sources such as sensors and 

Radio Frequency Identification). 

 

These characteristics, referred to as the 3Vs, may enhance value generation by enabling 

organisations within a mega-project, particularly during its operations, “to automate decisions 

that were previously dependent on human judgment and intuition” (Ghasemaghaei, 2019: p.2). 

With a large amount of available data and AI technologies to process them, mega-projects can 

position themselves to quickly exploit new information to create and implement new ideas 

(Sivarajah et al., 2017). 

 

 
13 The espoused benefits of big data are widespread and far reaching including (Bilal et al., 2019): (1) increases in efficiency (e.g., use of 

google maps, geographical information systems, and social media); (2) accurate budget estimates and margins; (3) innovation; (4) effective 
decision-making; (5) safety management; (6) risk reduction; (7) improved connectivity  
14 Other scholars such as Jovanovi et al. (2015) have suggested 5V’s: (1) high volume; (2) complex variety; (3) large velocity; (4) strategic 

value; and (5) veracity. However,  
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Despite the claimed benefits of big data and the increasing drive for construction organisations 

to embrace and apply its dimensions in their respective projects (Construction Industry 

Council, 2014; Han and Golparvar, 2016; Ngo et al., 2020), its adoption should be treated with 

a degree of scepticism “as big data is not always better data” (Ghasemaghaei and Calic, 108: 

p.147). Studies have shown its adoption does not necessarily enhance innovation performance 

or provide the positive business outcomes initially expected (Kwon et al., 2014; Johnson et al., 

2017; Ghasemaghaei et al., 2017a;b). Additionally, organisations need to be cognisant that the 

impediments to successfully adopting big data analytics are “insufficient organisational 

alignment, lack of middle management adoption and understanding and business resistance 

(McShea et al., 2016).  Affirming this resistance and inability to adapt and respond to change, 

construction organisations have struggled to realise the benefits of digital technologies as 

information management is deemed to be a secondary function of their operations (Matthews 

et al., 2018). A case in point, as we show, in this paper pertains to the documentation, structure 

and format of rework data. 

 

Considering the above discussion and the unearthed observations during the discovery process 

with the alliance, regardless of the purported benefits15 of big data analytics, we believe it 

would be unfeasible for a construction organisation in the short-to-medium term to predict the 

likelihood of rework considering their prevailing information management constraints. So, if 

we were to focus on collecting large amounts of rework data and using sophisticated machine 

learning algorithms then, there is a likelihood we will end up with sub-optimal outcomes for 

assessing rework risks. In this instance, progress toward improving project performance will 

be stymied (Ghasemaghaei and Calic, 2020). Accordingly, Fenton and Neil (2018) maintain 

that “big data, even when carefully collected, is typically unstructured and noisy; even the 

 
15 Benefits include increasing productivity and efficiency (e.g., increased processing of data), reduced costs (e.g. streamlining operations), 

improveing customer service and experience (e.g., technical support), and improved decision-making (e.g, data-driven sights). 
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‘biggest data’ typically lack crucial, often hidden, information about key causal or explanatory 

variables that generate or influence the data we observe”. (p. 1). Therefore, we suggest that 

emphasis be placed on acquiring ‘smart data’ rather than big data. 

 

Computing algorithms have varying levels of complexity and efficiency, which can 

be described using ‘Big O’ notation. Machine learning algorithms can generally be expected 

to have a minimum complexity of O(m*n), where n is the number of records and m is the 

number of fields on each record that need to be compared. Even if it was possible to input all 

an organisation’s big data into a machine learning algorithm and obtain results, the more data 

loaded into the algorithm, the more computational resources and storage is needed, both of 

which are finite and costly. 

 

A smart data approach is driven by what data are required for prediction rather than what is 

available (Constantinou and Fenton, 2017; Fenton and Neil, 2018). Such data is processed and 

turned into actionable information, empowering an organisation. Therefore, it makes big data 

manageable and actionable, and in doing so, trades ‘volume’ for ‘value’ and ‘veracity’. 

However, the challenge is determining what data is required to predict and mitigate rework. It 

is this problem that the alliance we have examined in this paper is endeavouring to address 

through its continuous improvement strategy.  

 

We cannot rely on machine learning techniques alone to determine rework relationships no 

matter how large the dataset. As mentioned above, we also need to draw on practitioners’ 

knowledge and insights to help understand and develop relationships to structure the rework 

data and contribute to the development of an ontology. Ontologies “help humans and 

computers understand and fully utilise domain knowledge” and, therefore, are the first step 
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towards the development of a KBES that can be used for managing rework risks (Hartman and 

Trappy, 2020: p.5). 

 

5.2 Implications for Practice 

By leapfrogging over the discourse that surrounds big data, we can build a “coherent 

understanding and a nomenclature” for a smart data approach, which can be used to formulate 

our intended ontology (Gandomi and Haider, 2015:p.137), which we have yet to develop. Once 

developed based on our topic modelling approach, it will provide the basis for data-driven 

decision-making, forming the heart of business analytics.  

 

The success of deploying business analytics is dependent on data quality (e.g. smart data), an 

organisational commitment to using data to garner insights that inform decisions and analysts 

who understand the whys and wherefores of technology and business performance. Armed with 

an ontology based on smart data, we suggest that business analytics can facilitate the utilisation 

of three performance measures, which can be part of a continuous improvement strategy and 

enable benchmarking and learning in projects (Table 2). By recognising trends in rework, 

testing hypotheses about its causes and effects, and drawing conclusions from the analysis, an 

analytical framework such as the KBES, which we aim to develop, can be used in everyday 

decision-making. In particular, the smart data and ontologies need to be aligned to the specific 

questions that we propose in Table 2.  

 

The rework data in its current format within the alliance can only be used to develop lagging 

indicators for rework. Lagging indicators occur after the event and are useful for determining 

outcomes but are not helpful when an organisation needs to be proactive (instead of being 

reactive) and adjust to change to create positive outcomes. In some organisations, the cost of 
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non-conformances requiring rework has been used as a lag indicator of quality. However, this 

measure only provides a snapshot of the total amount of rework that can arise in construction 

and does not reflect the actual levels of quality in a project (Love and Matthews, 2020). As 

already noted, most construction organisations do not formally measure their rework.  

 

Well aware of the negative impact that rework can have on a project’s performance, the alliance 

is committed to undertaking a more in-depth exploration of its data, not only to create lag 

indicators but also as a suite of lead indicators, based on predictive (insight) and prescriptive 

(foresight) analytics. Noteworthy, the indicators identified in Table 2 can also be used to 

manage other issues such as safety and environmental performance. 

 

5.2.1 Recommendation for Project Stakeholders 

The mega-project transport project we have examined comprises several alliances that deliver 

a program of works. The alliance discussed in this paper consists of four organisations: (1) two 

engineering design-houses; (2) a contractor; and (3) an operator. A ‘gain-share, pain-share’ 

regime forms an integral part of the alliance’s contract. An alliance is underpinned by a risk 

and reward compensation regime. Thus, parties equitably share in the financial ‘gain’ of a 

project’s success or the financial ‘pain’ of its underachievement. The ‘gain-share, pain-share’ 

payment model fosters a ‘win, win’, lose, lose’ mindset. Thus, as rework has can adversely 

impact a project’s performance, it is beneficial to all parties to develop a KBES, which can be 

used to support the implementation of the business performance management framework for 

managing the risks of rework we have proposed in Table 2. In addition, the KBES can be 

applied and used by the mega-project’s other alliances and used for benchmarking and 

comparing their performance and therefore can stimulate learning and innovation. Such 

benefits would not only be felt by the alliances but the wider community. 
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Table 2. Performance management framework to manage rework 

 

PERFORMANCE MANAGEMENT 

 

Indicator Type Lagging 

(Hindsight) 

Lagging/Leading 

(Insight) 

Leading 

(Foresight) 

Analytic Type Descriptive 

(Insight into the past) 

Predictive 

(Understanding the future) 

Prescriptive 

(Handling similar situations in the future) 

Questions • What has happened? 

• Why did it happen? 

• What is happening now? 

• What will happen? 

• Why will it happen? 

• What should be done? 

• Why should it be done? 

Techniques • Statistical Analysis (e.g., 

Descriptive Statistics, 

Data Mining, and Data 

Aggregation) 

• Probabilistic Models (e.g., Bayesian 

Networks and Markov Chains), 

• Machine Learning (e.g., Pattern 

Recognition, Support Vector Machine, 

Random Search, Artificial Neural 

Networks) 

• Statistical Analysis (e.g., Linear 

Regression, Multiple Regression, 

Logistic Regression) 

• Probabilistic Models (e.g., Markov 

Decision Process and Hidden Markov 

Model) 

• Machine Learning/Data Mining (e.g., K-

means clustering, Convolutional Neural 

Networks and Reinforcement Learning) 

• Mathematical Programming (e.g., Mixed 

Integer Program and Linear Program) 

• Evolutionary Computation (e.g., Genetic 

Algorithm and Particle Swarm) 

• Simulation (e.g., System Dynamics and 

Monte-Carlo Simulation) 

• Logic-based Models (e.g., Association 

Rules, Decision Rules and Criteria-based 

Rules)  

 

 
Adapted from Lepenioti et al. (2020) 
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5.3 Limitations and Future Research 

While our exploratory research has highlighted the absence and issues with developing an 

information management system to manage the risks of rework in a mega-project setting, it has 

limitations. The research is ongoing, and the dataset used for the topic modelling is small and 

contains noise. But, as more data becomes available, we will be better positioned to improve 

the accuracy of our topic analysis and develop our proposed ontology and KBES. Needless to 

say, in a world’s first, we have been able to map the data sources of rework in a mega-project. 

The upshot is that we are now well-positioned to apply a smart-data approach based on the 

topic modelling to develop an ontology of rework that has relevance to practice in the future. 

 

6.0 CONCLUSION 

The issue of rework can be a problem during the construction of mega-transport transport 

projects. An absence of psychological safety in projects results in errors requiring rework often 

going unreported. However, the documented rework information is usually scant, fragmented 

and ambiguous, making it difficult for construction organisations to implement mechanisms to 

mitigate its occurrence. As we pointed out at the commencement of our paper, information is 

a source of learning. It must be structured, processed, and available in the right format for 

decision-making; this has been a challenge for the alliance we have examined in this paper, 

and the construction industry worldwide, within the context of rework. 

 

As part of a continuous improvement strategy and drive to instigate learning, the alliance has 

embarked on an initiative to re-design how its rework data is managed to unlock productivity 

and performance improvements. Ensuring decision-makers are provided with the right rework 

information is a proverbial quest, but unfortunately, roadblocks tend to prevail.  Indeed, the 
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roadblocks are numerous (e.g., behavioural and cultural) but improving the flow of information 

between people and systems will provide the basis for improved decision-making.  

 

Initially, we mapped the sources of rework data to understand its location, format and 

relevance. Then, we examined NCRs and documents referencing them from four projects 

completed by the alliance over six years. The generative machine learning technique of CorEx 

was used to discover the top ten abstract topics related to rework that occurred in the 

documents. Such modelling enabled us to create a theoretical setting to develop an ontology. 

A limitation of our work is that it is exploratory and only takes account of quality-based rework 

(i.e., NCRs). Research needs to also focus on change-based rework occurring in construction. 

We proffer that an ontology will provide construction organisations with the foundation to 

institutionalise a smart data and business analytics approach. As a result, we propose a 

performance management framework that comprises descriptive (hindsight), predictive 

(insight) and prescriptive (foresight) analytics that can be used to support such a strategy. 

Nonetheless, determining the information needed to enact the proposed performance 

management framework poses a challenge, but we strive to address this issue with our 

continued research with the alliance. Thus, our future research will develop a rework ontology 

to support our smart data and business analytics approach. 

 

To this end, the contributions of our paper are twofold as we: (1) propose the use of a smart 

data approach (i.e., driven by the data required for its prediction, rather than all the data 

available) to support the development of new insights and understand the patterns and risks of 

rework; and (2) recommend a series of novel business analytic indicators that can be 

incorporated into an organisation's continuous improvement strategy to measure and predict 

rework, which will emanate from the creation of a rework ontology.  
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